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#### Abstract

In this thesis we are interested in the statistical mechanics of Euclidean field theories in 3D. We solve two problems: the first concerns the relationship between Gaussian measures and nonlinear wave equations; the second concerns phase transitions for $\phi_{3}^{4}$. The common theme between our contributions is the development of the variational approach of Barashkov and Gubinelli [BG19] to ultraviolet stability, which allows one to control the singular short-distance behaviour of Euclidean field theories in 3 D , in the context of statistical mechanics arguments.

Our first contribution is to establish the quasi-invariance of Gaussian measures supported on Sobolev spaces under the dynamics of the cubic defocusing wave equation. This extends previous work in the two-dimensional case [OT20]. Two new ingredients in the three-dimensional case are (i) the construction of certain weighted Gaussian measures based on the variational approach to ultraviolet stability, and (ii) an improved argument in controlling the growth of the truncated weighted Gaussian measures, where we combine a deterministic growth bound of solutions with stochastic estimates on random distributions. This is joint work with Tadahiro Oh, Nikolay Tzvetkov, and Hendrik Weber [GOTW 18].

Our second contribution is to quantify the phase transition for $\phi_{3}^{4}$. In particular, we establish a surface order large deviation estimate for the magnetisation of low temperature $\phi_{3}^{4}$. As a byproduct, we obtain a decay of spectral gap for its Glauber dynamics given by the $\phi_{3}^{4}$ singular stochastic PDE. Our main technical results are contour bounds for $\phi_{3}^{4}$, which extends 2D results by Glimm, Jaffe, and Spencer [GJS75]. We adapt an argument by Bodineau, Velenik, and Ioffe [BIVoo] to use these contour bounds to study phase segregation. The main challenge to obtain the contour bounds is to handle the ultraviolet divergences of $\phi_{3}^{4}$ whilst preserving the structure of the low temperature potential. To do this, we build on the variational approach to ultraviolet stability for $\phi_{3}^{4}$. This is joint work with Ajay Chandra and Hendrik Weber [CGW2o].
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## I. Introduction

## 1 Euclidean field theories

Euclidean field theories in $d$-dimensions are special types of Borel probability measures on the space of Schwartz distributions $S^{\prime}\left(\mathbb{R}^{d}\right)$. They can be thought of as Gibbs measures on continuum fields. Indeed, from the viewpoint of statistical mechanics, they exhibit a rich variety of phenomena: they arise as continuum and scaling limits of discrete spin models, undergo phase transitions, and are invariant measures for Hamiltonian and singular stochastic PDEs. Their origins, however, are in quantum field theory, where they arise from evaluating quantum fields at imaginary times. What makes them special is that they allow one to rigorously undo the passage from real time to imaginary time and thereby reconstruct quantum fields from classical/Euclidean fields.

More precisely, Euclidean field theories are probability measures whose correlation functions satisfy (a variant of) the Osterwalder-Schrader axioms [OS73, OS 75], which consist of: an appropriate analyticity condition, Euclidean invariance, permutation symmetry, and reflection positivity. The Osterwalder-Schrader reconstruction theorem [ $\mathrm{OS}_{75}$, Theorem $\mathrm{E} \leftrightarrow \mathrm{R}$ ] then states that the analytic continuation of the Euclidean fields to (minus) imaginary time yields operator-valued distributions that are densely defined on a Hilbert space $\mathfrak{H}$ and satisfy the Wightman axioms of quantum field theory [Wig56]. Moreover, one can reverse the analytic continuation and obtain a Euclidean quantum field theory from a set of operator-valued distributions satisfying the Wightman axioms.

The most intriguing and least self-explanatory axiom is reflection positivity, which we now state on the level of the measure as opposed to the correlation functions. Let $\nu$ be a Euclidean field theory. We distinguish the first coordinate of $x=\left(x_{1}, \ldots, x_{d}\right)=\left(x_{1}, \underline{x}\right) \in \mathbb{R}^{d}$ and denote by $\mathbb{H}$ the associated upper half plane. Let $\theta$ be the reflection map across $\mathbb{H}$. Define $\mathscr{A}^{+} \subset L^{2}(\nu)$ to be the set of random variables generated by $\phi \in S^{\prime}\left(\mathbb{R}^{d}\right)$ with support (suitably interpreted) in $\mathbb{H}$. We say $\nu$ is reflection positive if, for any $A \in \mathscr{A}^{+}$,

$$
\int_{S^{\prime}\left(\mathbb{R}^{d}\right)} A(\phi) \cdot \theta A(\phi) d \nu(\phi) \geqslant 0
$$

where $\theta A(\phi)=A(\theta \phi)$.
Reflection positivity is significant in both quantum theory and statistical physics, and underlies a deep connection between the two. On the one hand, it allows the construction of the Hilbert space of quantum states: define $\langle A, B\rangle_{\mathfrak{5}}=\int_{S^{\prime}\left(\mathbb{R}^{d}\right)} A(\phi)$. $\theta B(\phi) d \nu(\phi)$ for $A, B \in \mathcal{A}^{+}$and let $\mathcal{N}$ be the set of null vectors under this bilinear form. Then, reflection positivity implies that the completion of $\mathscr{A}^{+} / \mathcal{N}$ under $\langle\cdot, \cdot\rangle_{\mathfrak{H}}$
is a Hilbert space $\mathfrak{H}$. See [ $\mathrm{OS}_{75}$ ] or [GJ87, Chapter 6.1]. On the other hand, many classical and quantum spin systems are reflection positive and, as we briefly touch upon later on, this property is fundamental to their theory of phase transitions in $d \geqslant 3$. See [Bisog] for a review. In this thesis it plays a small but essential role in Part III.

## 2 Examples: the Gaussian free field and the $\phi^{4}$ model

We are interested in Euclidean field theories with formal densities proportional to

$$
\begin{equation*}
e^{-\mathscr{H}(\phi)} d \phi . \tag{2.1}
\end{equation*}
$$

Here, $d \phi$ is the (non-existent) Lebesgue measure over $S^{\prime}\left(\mathbb{R}^{d}\right)$ and $\mathscr{H}$ is the Hamiltonian

$$
\mathscr{H}(\phi)=\int_{\mathbb{R}^{d}} \mathscr{V}(\phi(x))+\frac{1}{2}|\nabla \phi(x)|^{2} d x
$$

where $\mathscr{V}: \mathbb{R} \rightarrow \mathbb{R}$ is a potential and $\nabla$ is the gradient. Choices of potentials include:

- $\mathscr{V}(\phi(x))=\frac{1}{2} m^{2} \phi(x)^{2}$, corresponding to the $d$-dimensional Gaussian free field of mass $m \geqslant 0$, or free field for short;
- $\mathscr{V}(\phi(x))=\lambda \phi(x)^{4}$, corresponding to the $\phi^{4}$ model in $d$-dimensions with coupling constant $\lambda>0$, or $\phi_{d}^{4}$ for short.

We are also interested in generalisations of the free field where $\nabla$ is replaced by a higher order derivative (although strictly speaking these may not satisfy reflection positivity).

The free field is realised as the centred Gaussian measure with covariance $\left(-\Delta+m^{2}\right)^{-1}$, where $\Delta$ is the Laplacian. It was first shown to be a Euclidean field theory by Nelson [ Nel 73 ] and is considered trivial since it is associated to a quantum field theory without interaction. However, due to the non-existence of Lebesgue measure in infinite dimensions, it is a starting point to rigorously construct non-Gaussian/nontrivial Euclidean field theories. The latter measures are more interesting than their trivial counterparts and exhibit a richer variety of phenomena. They are also of greater physical importance from the quantum field theory point of view since they are associated to quantum field theories with interaction. Candidates for nontrivial Euclidean field theories are given by measures with higher order nonlinearities in the potential $\mathscr{V}$, e.g. the $\phi^{4}$ model.

The construction of nontrivial Euclidean field theories is a notoriously difficult problem for $d \geqslant 2$. This is true even for the easier problem of showing the construction of finite volume approximations to such measures, e.g. replacing $\mathbb{R}^{d}$
by $\mathbb{T}_{N}^{d}=(\mathbb{R} / N \mathbb{Z})^{d}$, the $d$-dimensional torus of sidelength $N \in \mathbb{N}$, in (2.1). As alluded to above, it is natural to define these objects using a density with respect to the centred Gaussian measure $\mu_{N}$ with covariance $\left(-\Delta_{N}\right)^{-1}$, where $\Delta$ is the Laplacian on $\mathbb{T}_{N}^{d}$ (we ignore the problem of constant fields/zeroeth Fourier mode in this discussion). Note that $\mu_{N}$ is the massless free field on $\mathbb{T}_{N}^{d}$. However, for $d \geqslant 2, \mu_{N}$ is not supported on a space of functions and samples need to be interpreted as Schwartz distributions. This is a serious problem because there is no canonical interpretation of products of distributions, meaning that the nonlinearity $\int_{\mathbb{T}_{N}^{d}} \mathscr{V}(\phi(x)) d x$ is in general not well-defined on the support of $\mu_{N}$.

If one introduces an ultraviolet (small-scale) cutoff $K>0$ on the field to regularise it, then one sees that the nonlinearities of the regularised field $\mathscr{V}\left(\phi_{K}\right)$ fail to converge as the cutoff is removed - there are divergences. The strength of these divergences grow with dimension: they are only logarithmic in the cutoff for $d=2$, whereas they are polynomial for $d \geqslant 3$. Renormalisation is required to kill these divergences. This is done by looking at the measures defined with respect to the cutoff potential and subtracting appropriate counter-terms from the Hamiltonian. Obtaining a nontrivial limiting measure as the cutoff is removed, which is often called showing ultraviolet stability, is not always possible and depends heavily on the choice of $\mathscr{V}$ and the dimension.

One of the big successes of the constructive field theory programme, initiated by Glimm and Jaffe in the '6os, was the construction of finite volume approximations to $\phi_{2}^{4}$ and later $\phi_{3}^{4}$. Renormalisation of the $\phi^{4}$ Hamiltonian is done by subtracting the counter-term $\int_{\mathbb{T}_{N}^{d}} \delta m^{2}(K) \phi_{K}^{2}$, where the renormalisation constant $\delta m^{2}(K)$ is given by $C_{1} \lambda \log K$ in $d=2$ and $C_{2} \lambda K-C_{3} \lambda^{2} \log K$ in $d=3$, for some $C_{1}, C_{2}, C_{3}>$ 0 . If these constants are appropriately chosen (i.e. by perturbation theory), then a nontrivial limiting measure is obtained as $K \rightarrow \infty$. Nelson was the first to show ultraviolet stability for $\phi_{2}^{4}$ [Nel66]. In the significantly harder case of $\phi_{3}^{4}$, Glimm and Jaffe made the first breakthrough [GJ73] and many results followed [Fel74, MS77, $\mathrm{BCG}^{+} 80, \mathrm{BFS} 83, \mathrm{BDH}_{95}$, MW17b, GH18, BG19]. We particularly highlight the recent approach of Barashkov and Gubinelli [BG19] based on the Boué-Dupuis variational formula for Gaussian expectations, which plays a central role in this thesis.

Extensions to infinite volume and (partial) verification of the OsterwalderSchrader axioms have been achieved through use of cluster expansions [GJS74, $\mathrm{FO}_{7} 6$ ], correlation inequalities [SG73, GRS75], random walk expansions [BFS83], PDE techniques [GH18], and other methods. See [GJ87, Parts II and III] for an in-depth treatment of $\phi_{2}^{4}$ using these methods, and see [GH18] for a review of the state-of-the-art for $\phi_{3}^{4}$.

In higher dimensions there are triviality results for $\phi^{4}$ : in $d \geqslant 5$ these are due to Aizenman and Fröhlich [Aiz82, Frö82], whereas the $d=4$ case was only recently done by Aizenman and Duminil-Copin [ADC20]. These results imply
that if one takes a lattice cutoff as short-scale cutoff for (renormalised) $\phi^{4}$, then any continuum limit whose covariance between points $\phi(x)$ and $\phi(y)$ decays as $|x-y| \rightarrow$ $\infty$ is necessarily Gaussian. In other words, the strong ultraviolet divergences of dimensions $d \geqslant 4$ results in the destruction of the $\phi^{4}$ model.

We restrict our attention to Euclidean field theories in $d=2$ and 3, and often work with these objects in (sometimes large) finite volumes $\mathbb{T}_{N}^{d}$. We are particularly concerned with the significantly harder case of $d=3$, which is the physically relevant dimension in statistical physics.

## 3 The statistical mechanics of Euclidean field theories

In this thesis we address two areas of research concerning the statistical mechanics of Euclidean field theories. First, these objects arise naturally as Gibbs measures for Hamiltonian PDEs, such as wave and Schrödinger equations. We are interested in exploring this connection further for the specific case of nonlinear wave equations. Second, the $\phi^{4}$ model bears many similarities to the Ising model. Indeed, it is well-known that both models undergo phase transition. However, whilst the phase coexistence regime of the Ising model has been studied extensively, there are comparatively few results for $\phi^{4}$. We are interested in exploring the finer properties of the coexistence regime for $\phi^{4}$ : in particular, looking at the phenomenon of phase segregation and implications for relaxation times of its natural Glauber dynamics.

### 3.1 Nonlinear wave equations and (quasi-)invariant measures

Wave and Schrödinger equations are of great importance in physics since they are known to model a wide variety of phenomena. Wave equations are PDEs of the form

$$
\begin{equation*}
\partial_{t}^{2} u=\Delta u \pm u^{p} \tag{3.1}
\end{equation*}
$$

where $u: \mathbb{R} \times \mathbb{T}^{d} \rightarrow \mathbb{R}$. Schrödinger equations are PDEs of the form

$$
-i \partial_{t} \varphi=\Delta \varphi \pm|\varphi|^{p-1} \varphi
$$

where $\phi: \mathbb{R} \times \mathbb{T}^{d} \rightarrow \mathbb{C}$. Above, $p$ is taken to be a positive odd integer; $u^{p}$ and $|\varphi|^{p-1} \varphi$ are called nonlinearities (i.e. the linear wave and Schrödinger equations correspond to the PDEs above without these terms); the sign of the nonlinearity corresponds to the equation being defocusing (minus) or focusing (plus). We often just consider the cubic $(p=3)$ defocusing case. We do not consider other types of nonlinearities or the equations posed on the full space $\mathbb{R}^{d}$.

These equations are examples of Hamiltonian PDEs. For the wave equation, this can be seen by rewriting the PDE as the following system:

$$
\begin{align*}
\partial_{t} u & =\partial_{v} \mathscr{H}^{\mathrm{NLW}}(u, v) \\
\partial_{t} v & =-\partial_{u} \mathscr{H}^{\mathrm{NLW}}(u, v) \tag{3.2}
\end{align*}
$$

where $\left(u, \partial_{t} u\right)=(u, v)$ and the Hamiltonian given by

$$
\mathscr{H}^{\mathrm{NLW}}(u, v)=\int_{\mathbb{T}^{d}} \frac{1}{p+1} u^{p+1}+\frac{1}{2}|\nabla u|^{2}+\frac{1}{2} v^{2} d x .
$$

is conserved. For the Schrödinger equation, the Hamiltonian structure can be seen by writing it in terms of real and imaginary parts (which we do not do) and then showing that it conserves the Hamiltonian

$$
\mathscr{H}^{\mathrm{NLS}}(\varphi)=\int_{\mathbb{T}^{d}} \frac{1}{p+1}|\varphi|^{p+1}+\frac{1}{2}|\nabla \varphi|^{2} d x .
$$

Invariant measures of Hamiltonian dynamics are interesting to study because, for example, they are important to the study of long-time behaviour of solutions (i.e. global existence of solutions and ergodicity). In finite dimensional systems, there is a well-known link between conserved quantities, such as the Hamiltonian, and invariant measures. This correspondence is a consequence of Liouville's theorem, which states that Lebesgue measure on phase space (position space $\times$ momentum space) is conserved under the dynamics. The punchline is that the Gibbs measure (i.e. the measure with density given by the exponential of minus the Hamiltonian), or the analogous measure associated to any conserved quantity, is invariant. It is natural to ask whether this correspondence passes on to infinite dimensional Hamiltonian systems. Note that the same argument in finite dimensions does not carry over to this case (for one, Lebesgue measure does not exist in this situation). However, it is relatively straightforward to establish invariance of measures associated to conserved quantities for linear wave and Schrödinger equations because they are Gaussian.

For nonlinear Hamiltonian PDEs, in particular nonlinear Schrödinger equations, the study of invariant measures is significantly harder. For one, their Gibbs measures are finite volume approximations of nontrivial Euclidean field theories (over vector-valued or complex fields). Moreover, the well-posedness theory for nonlinear equations is more difficult than for linear equations. The first breakthrough was in $d=1$ by Lebowitz, Rose, and Speer [LRS88] and Bourgain [Bou94], where the invariance of Gibbs measures was established for nonlinear defocusing Schrödinger equations with polynomial nonlinearity of order $p \leqslant 5$ (and also the focusing case with an energy cutoff in the Gibbs measure). The next big breakthrough was by Bourgain [Boug6b], who famously established invariance of a complex-valued version of $\phi_{2}^{4}$ for the two-dimensional renormalised cubic defocusing Schrödinger equation. The analogous problem in $d=3$ remains open.

A related but more tractable question is to ask how certain Gaussian measures, which arise as invariant measures of linear equations, are transported under the flow of nonlinear equations. We are specifically interested in the case of the cubic nonlinear wave equation, which is easier to analyse than Schrödinger equations. Given $s \in \mathbb{R}$, let $H^{s}\left(\mathbb{T}^{d}\right)$ denote the classical $L^{2}$-based Sobolev space of order $\sigma$ and
define $\vec{H}^{s}\left(\mathbb{T}^{d}\right)=H^{s}\left(\mathbb{T}^{d}\right) \times H^{s-1}\left(\mathbb{T}^{d}\right)$. Let $\vec{\mu}_{s}$ denote the Gaussian measure with formal density:

$$
d \vec{\mu}_{s}=Z_{s}^{-1} e^{-\frac{1}{2}\|\vec{u}\|_{\vec{H}^{s+1}}^{2}} d \vec{u}
$$

where $\vec{u}=(u, v)$. The norms of $\vec{H}^{s+1}\left(\mathbb{T}^{d}\right)$ are conserved under the dynamics of the linear wave equation and one can show that their associated measures are invariant. However, the cubic nonlinearity destroys the conservation of these norms and one does not expect these measures to be invariant.

Nevertheless, there have been a series of recent results initiated by Tzvetkov [Tzv15] that has made significant progress in better understanding the relation of Gaussian measures analogous to $\vec{\mu}_{s}$ and nonlinear Hamiltonian PDEs. See, for example, [ $\mathrm{OT}_{17}, \mathrm{OST}_{18}$, OT $\mathrm{O}_{2}, \mathrm{OTT}_{19}$ ] and references therein. In the case of wave equations, under certain restrictions on $s$ and the dimension, the measure $\vec{\mu}_{s}$ (or analogously measures) can be shown to be quasi-invariant under these dynamics: this means is that the law of the solution at any time is equivalent to the law of the (random) initial data sampled from $\mu_{s}$. Whilst not as strong as invariance, this is still very useful in infinite dimensions because many interesting properties concerning small-scale behaviour under a Gaussian measure hold true with probability 0 or 1 (this is an implication of Fernique's theorem [DPZ14, Theorem 2.7]). Indeed, one can show that samples under $\vec{\mu}_{s}$ almost surely belong to $L^{p}$-based Sobolev spaces of appropriate regularity. Then, quasi-invariance implies an almost sure preservation of this $L^{p}$-based regularity for nonlinear Hamiltonian PDEs. Such a phenomenon is not in general true in the deterministic setting, even for linear equations. See [Lit63, Per8o, Sog93].

These results can also be viewed from the perspective of the study of transport for Gaussian measures. Indeed, it is well-known that Gaussian measures in infinite dimensions are either equivalent or mutually singular. It is interesting to then ask under which transformations is equivalence preserved, i.e. transformations under which the Gaussian measure is quasi-invariant. This has been well-studied in the case of deterministic shifts by Cameron and Martin [CM49], and there are general abstract criterion for nonlinear transformations due to Ramer [Ram74] and Cruzeiro [Cru83b, Cru83a]. The recent works mentioned in the preceding paragraph can be seen as giving concrete and nontrivial examples of nonlinear transformations under which a large class of Gaussian measures are quasi-invariant.

### 3.2 Phase transitions, Ising, and $\phi^{4}$

Phase transitions are rich and complex phenomena that are ubiquitous in statistical mechanics. An example of central importance to us is the ferromagnet-paramagnet transition where iron, beyond a certain critical temperature, loses its ability to retain a non-zero magnetisation in the presence of no external field.

The Ising (or Lenz-Ising) model was introduced by Lenz [Len2o] to capture this phenomenon. It is given by a Gibbs probability measure defined on spin configurations $\{ \pm 1\}^{\mathbb{Z}^{d}}$ such that the probability of a given spin configuration $\sigma$ is formally proportional to $e^{-\mathscr{Y}_{\beta, h}^{\text {ling }}(\sigma)}$, where $\beta>0$ is the inverse temperature, and $h \in \mathbb{R}$ is the external field, and

$$
\mathscr{H}_{\beta, h}^{\text {Ising }}(\sigma)=-\beta \sum_{i, j \in \mathbb{Z}^{d}, i \sim j} \sigma_{i} \sigma_{j}-h \sum_{i \in \mathbb{Z}^{d}} \sigma_{i}
$$

where $i \sim j$ means $i$ and $j$ are nearest-neighbours. We write $\langle\cdot\rangle_{\beta, h}^{\text {Ising }}$ to denote expectations with respect to this measure, which is interpreted as the weak limit of Ising models on growing discrete tori $\mathbb{T}_{N}^{d} \cap \mathbb{Z}^{d}$.

Phase transition in the Ising model for $d \geqslant 2$ was famously established by Peierls [Pei36] and later made rigorous by Griffiths [Gri64] and Dobrushin [Dob65]. One can show the existence of long range order when $\beta$ is sufficiently large and $h=0$ : namely, the quantity

$$
\left|\left\langle\sigma_{0} \sigma_{i}\right\rangle_{\beta, 0}^{\text {Ising }}-\left\langle\sigma_{0}\right\rangle_{\beta, 0}^{\text {Ising }}\left\langle\sigma_{i}\right\rangle_{\beta, 0}^{\text {Ising }}\right|
$$

does not decay as $|i| \rightarrow \infty$. Equivalently, one can show the existence of spontaneous magnetisation:

$$
\lim _{h \downarrow 0}\left\langle\sigma_{0}\right\rangle_{\beta, h}^{\text {Ising }}>0=\left\langle\sigma_{0}\right\rangle_{\beta, 0}^{\text {Ising }} .
$$

These results rely on the development of contour bounds for the Ising model. This is most easily explained in $d=2$. Under a deformation convention to avoid ambiguities, each spin configuration $\sigma$ is in bijection with a configuration of simple curves, called contours, that form interfaces between regions of + spins and spins. The set of contours is called the phase boundary $\partial \sigma$. One can rewrite the Ising measure in terms of contours and show that, for any closed bounded simple curve $\Gamma$ formed by lattice lines,

$$
\begin{equation*}
\left\langle\mathbf{1}_{\Gamma \in \partial \sigma}\right\rangle_{\beta, 0}^{\text {Ising }} \leqslant e^{-2 \beta|\Gamma|} . \tag{3.3}
\end{equation*}
$$

The significance of this in the context of phase transitions is that, by the $\sigma \mapsto-\sigma$ symmetry, one can rewrite

$$
\begin{equation*}
\left\langle\sigma_{0} \sigma_{i}\right\rangle_{\beta, 0}^{\text {Ising }}-\left\langle\sigma_{0}\right\rangle_{\beta, 0}^{\text {Ising }}\left\langle\sigma_{i}\right\rangle_{\beta, 0}^{\text {Ising }}=1-4\left\langle\mathbf{1}_{\sigma_{0}=1} \mathbf{1}_{\sigma_{i}=-1}\right\rangle_{\beta, 0}^{\text {Ising }} . \tag{3.4}
\end{equation*}
$$

On the event $\left\{\sigma_{0}=1\right\} \cap\left\{\sigma_{i}=-1\right\}$, there must be a contour separating 0 and $i$ (i.e. it encloses either 0 or $i$ ). Summing over all possible contours and using the contour bound (3.3), one can show that, uniformly over $i \in \mathbb{Z}^{d}$, the righthand side


Figure 1: Plot of $\mathscr{V}_{\beta}$
of (3.4) converges to 1 as $\beta \rightarrow \infty$. In particular, there is long range order provided $\beta$ is sufficiently large.

It turns out that phase transitions also occur in $\phi^{4}$ models in $d=2$ and 3 , and the underlying reason for this is that $\phi^{4}$ and Ising models are very similar. To explain this, first note that due to renormalisation, the $\phi^{4}$ potential for fields with ultraviolet cutoff $K>0$ becomes infinitely non-convex as $K \rightarrow \infty$. The leading order divergence is proportional to $\lambda$ and this governs the rate at which the potential is becoming more non-convex. Thus, one can formally reparametrise the $\phi^{4}$ potential as a quartic double well of the form $\mathscr{V}(\phi(x))=\lambda\left(\phi(x)^{2}-1\right)^{2}$. A scaling argument then yields that there exists $\beta=\beta(\lambda) \rightarrow \infty$ as $\lambda \rightarrow \infty$ such that the above theory is equivalent to a $\phi^{4}$ theory defined formally by the measure $\nu_{\beta}$ with density

$$
\begin{equation*}
d \nu_{\beta}(\phi) \propto \exp \left(-\int_{\mathbb{R}^{d}} \mathscr{V}_{\beta}(\phi(x))+\frac{1}{2}|\nabla \phi(x)|^{2} d x\right) d \phi \tag{3.5}
\end{equation*}
$$

where $\mathscr{T}_{\beta}(\phi(x))=\frac{1}{\beta}\left(\phi(x)^{2}-\beta\right)^{2}$. See [GJS76c] for full details in $d=2$. We write $\langle\cdot\rangle_{\beta}$ to denote the corresponding expectation operator. $\mathscr{V}_{\beta}(\phi(x))$ has minima at $\phi(x)= \pm \sqrt{\beta}$ with a potential barrier at $\phi(x)=0$ of height $\beta$, so the minima become widely separated by a steep barrier as $\beta \rightarrow \infty$. See Figure 1. Consequently, $\nu_{\beta}$ resembles an Ising model with spins at $\pm \sqrt{\beta}$ (i.e. at inverse temperature $\beta>0$ ) for large $\beta$.

Glimm, Jaffe, and Spencer [GJS75] exploited this similarity with low temperature Ising and proved the existence of long range order and symmetry breaking for $\nu_{\beta}$ in $d=2$ using a sophisticated modification of Peierls' argument. In [GJS76a, GJS76b] they further develop the Peierls' expansion for $\nu_{\beta}$ into a full low temperature expansion and establish spontaneous magnetisation. Moreover, they construct two distinct measures that correspond to $\nu_{\beta}$. These two measures satisfy all the Osterwalder-Schrader axioms and exhibit exponential decay of correlations.

The Peierls' argument of [GJS75] relies on contour bounds for $\nu_{\beta}$. Discretise $\mathbb{R}^{2}$ into unit blocks and, for each block $\square \subset \mathbb{R}^{2}$ and $\phi \sim \nu_{\beta}$, let $\phi(\square)$ be the block averaged
field. The configuration of block averages retains the large-scale information of the field, meaning that it is appropriate to study phase transitions, but it does not contain small-scale divergences. Due to the structure of the potential $\mathscr{V}_{\beta}$ when $\beta$ is large, the configuration of block averages resembles an Ising model (however, it is still a continuous spin configuration). The set of blocks are decomposed pathwise into positive and negative blocks depending on the sign of the block averages, i.e. is positive if $\phi(\square)>0$. The phase boundary of a configuration consists of the connected components of the boundary between positive and negative blocks, i.e. contours. Conditional on certain (strong) moment bounds, one can then show that, for any fixed contour $\Gamma$, there exists $C>0$ such that for $\beta$ sufficiently large,

$$
\nu_{\beta}(\Gamma \text { is in the phase boundary }) \leqslant e^{-C \sqrt{\beta}|\Gamma|} .
$$

The existence of phase transition for $\phi^{4}$ then follows by using this contour bound and arguing as in the case of low temperature Ising. The key difficulty, therefore, is to show the moment bounds. The techniques of [GJS75, GJS76a, GJS76b] fail to establish these moment bounds in the significantly harder case of $d=3$.

However, phase transition for $\nu_{\beta}$ in $d=3$ was established by Fröhlich, Simon, and Spencer [FSS76] using a different argument based fundamentally on reflection positivity. This argument is much more general than Peierls' argument and plays a central role in the theory of phase transitions in $d \geqslant 3$ : it applies to models with continuous symmetry [FSS76], quantum spin systems [DLS78], and can be combined with Peierls estimates to yield a very systematic theory of phase transition [FILS78, FILS8o]. However, the techniques of [FSS76] alone are less quantitative than the Peierls' theory of [GJS75]. For example, it is not clear how to extend the results of [GJS76a, GJS76b] to $d=3$. Moreover, these techniques are less natural for the $\phi^{4}$ model, since intuitively the mechanisms which govern phase transition in this case are the same as for the Ising model.

The similarities between Ising and $\phi^{4}$ in the context of phase transition are in fact manifestations of a deeper connection between these models. On the one hand, $\phi^{4}$ arises as the continuum limit of Ising-type models near their critical points [SG73, CMP95, HI 18]. On the other hand, one formally obtains Ising as the limit of $\phi^{4}$ models as the coupling constant $\lambda \rightarrow \infty$ [GJ85]. It is, moreover, conjectured that the scaling limits of these models at their critical points yield the same limit [GJ85], i.e. Ising and $\phi^{4}$ are in the same universality class, and that this limiting object is a special type of field theory that exhibits conformal symmetries [BPZ84]. The rigorous study of these phenomena is extremely difficult and there are many open problems. Instead, still drawing on the analogy between Ising and $\phi^{4}$, we address much more tractable but still interesting finer properties of the phase transition.

### 3.2.1 Phase segregation

Although phase coexistence for $\nu_{\beta}$ has been established, little is known of this regime in comparison to the low temperature Ising model. In the latter model, the study of phase segregation at low temperatures in large but finite volumes was initiated by Minlos and Sinai [MS67, MS68], culminating in the famous Wulff constructions: due to Dobrushin, Kotecký, and Shlosman in $d=2$ [DKS89, DKS92], with simplifications due to Pfister [Pfig1] and results up to the critical point by Ioffe and Schonmann [IS98]; and Bodineau [Bod99] in $d=3$, see also results up to the critical point by Cerf and Pisztora [CPoo] and the bibliographical review in [BIVoo, Section 1.3.4].

An easier point of entry to study phase segregation phenomena for $\phi^{4}$ models is given by surface order large deviation estimates for the average magnetisation of finite volume approximations. For the Ising model, these type of estimates were first established in $d=2$ by Schonmann [Sch87] and later extended up to the critical point by Chayes, Chayes, and Schonmann [CCS87]; in $d=3$ they were first established by Pisztora [Pis96]. They are related to the Wulff constructions, which actually allow one to characterise the large deviations for the average magnetisation. See [BIVoo]. Moreover, they should be contrasted with the volume order large deviations established for the finite volume average magnetisation in the high temperature regime where there is no phase coexistence [CF86, Ell85, FO88, Oll88].

### 3.2.2 The Glauber dynamics of $\phi^{4}$

The Glauber dynamics of $\nu_{\beta, N}$, the finite volume approximations of $\nu_{\beta}$, is given by the singular stochastic PDE

$$
\begin{align*}
\left(\partial_{t}-\Delta\right) \Phi & =-\frac{4}{\beta} \Phi^{3}+(4+\infty) \Phi+\sqrt{2} \xi  \tag{3.6}\\
\Phi(0, \cdot) & =\phi_{0}
\end{align*}
$$

where $\Phi \in S^{\prime}\left(\mathbb{R}_{+} \times \mathbb{T}_{N}^{d}\right)$ is a space-time Schwartz distribution, $\phi_{0}$ is a suitable initial condition, the infinite constant indicates renormalisation, and $\xi$ is space-time white noise. This equation is (a version of) the dynamical $\phi^{4}$ model and has its origins in the theory of stochastic quantisation [PW81]. It also arises naturally as the continuum limit of Glauber dynamics of Ising-type models: this has been established for $d=2$ in [MW17a] and is conjectured to hold for $d=3$.

There is now a fairly complete well-posedness theory of (3.6) for $d=2$ and 3. The local well-posedness for $d=2$ is classical [DPDo3] and global well-posedness on $\mathbb{R}^{2}$ has also been established [MW 17c]. The local well-posedness for $d=3$ was a major breakthrough in stochastic analysis during the last decade and there are now approaches using regularity structures [Hai14, Hai16], paracontrolled distributions
[GIP15, CC18], and renormalisation group [Kup16]. Global well-posedness on finite volumes was established in [MW17b] and then later extended to infinite volume [GH19, MW18].

By contrast, the long-time/large-scale behaviour of this equation is less understood. On the one hand, in finite volumes one can show that solutions are Markov processes that are reversible with respect to $\nu_{\beta, N}$ and admit a spectral gap $\lambda_{\beta, N}>0$ - a quantity whose inverse, which is called the relaxation time, governs the rate at which variances converge to equilibrium. See [TW18, HM18a, HS19, ZZ18a]. However, these results are not quantitative and very little is known about the dependency of $\lambda_{\beta, N}$ on $\beta$ and $N$. Indeed, due to phase transition one expects that the dynamics in infinite volume does not admit a unique invariant measure when $\beta$ is sufficiently large. Thus, one expects the limiting behaviour of $\lambda_{\beta, N}$ as $N \rightarrow \infty$ to be very sensitive to the choice of $\beta$.

This phenomenon has been well-studied for the Glauber dynamics of the 2D Ising model, where a relatively complete picture has been established (in higher dimensions it is less complete). The relaxation times for the Ising dynamics on the 2D torus of sidelength $N$ undergo the following trichotomy as $N \rightarrow \infty$ : in the high temperature regime, they are uniformly bounded in $N$ [AH87, MO94]; in the low temperature regime, they are exponential in $N$ [Sch87, CCS87, Tho89, MO94, CGMS96]; and at criticality, they are polynomial in $N$ [Hol91, LS12]. It would be interesting to see whether such a trichotomy holds for the relaxation times of dynamical $\phi^{4}$.

## 4 Main contributions

In this thesis, we solve two problems concerning the statistical mechanics of Euclidean field theories in the physically relevant dimension $d=3$. One of the reasons why both of these problems had remained open is the difficulties in handling ultraviolet divergences in $d=3$ : previous methods were either too difficult or too delicate to be incorporated successfully with statistical mechanics arguments. The key advancement that has enabled us to attack these problems is the new variational approach to ultraviolet stability for $\phi_{3}^{4}$ developed by Barashkov and Gubinelli [BG19], which in turn was inspired by methods developed in the context of singular stochastic PDEs in the last decade [Hai 14, GIP 15]. The common theme underlying our contributions is the development of this variational approach in the context of understanding the statistical mechanics of Euclidean field theories in $d=3$.

The first contribution of this thesis is to establish the quasi-invariance of Gaussian measures supported on Sobolev spaces under the dynamics of the cubic nonlinear wave equation in three dimensions.
Contribution 1. Let $s \geqslant 4$ be an even integer. Then, $\vec{\mu}_{s}$ is quasi-invariant under the dynamics of the defocusing cubic nonlinear wave equation on $\mathbb{T}^{3}$.

This is based on the article "Quasi-invariant Gaussian measures for the nonlinear wave equation in three dimensions", which is joint work with Tadahiro Oh, Nikolay Tzvetkov, and Hendrik Weber [GOTW18].

We adopt the general strategy of [Tzv15] and study quasi-invariance of the Gaussian measures $\vec{\mu}_{s}$ indirectly by studying non-Gaussian measures that arise naturally due to the presence of the nonlinearity. The two key steps in this strategy are (i) the construction of the non-Gaussian measure and (ii) an energy estimate on the time derivative of the modified Hamiltonian (that is, the Hamiltonian of the Gaussian measure plus a correction term induced by the presence of the nonlinearity).

In [OT20], this strategy was used to prove the analogue of this result for $d=$ 2. This was done by introducing a simultaneous renormalisation on the modified Hamiltonian and its time derivative (this, in particular, allows one to make sense of the nonlinear correction term), and then performing a delicate analysis centered on a quadrilinear Littlewood-Paley expansion. Their analysis does not extend to $d=3$ because of difficulties in both steps (i) and (ii) of the above strategy.

To prove our result, we combine use of the variational formula, deterministic growth bound on solutions, and stochastic estimates on random distributions to both a) construct the relevant non-Gaussian measures and b) establish softer energy estimates that are sufficient to prove quasi-invariance. This results in a significantly simpler proof of quasi-invariance in the harder, physically relevant three-dimensional case as compared with the two-dimensional case.

The second contribution of this thesis is the development of quantitative methods (in the spirit of [GJS75]) to establish phase transition for $\phi_{3}^{4}$, and subsequent use of these methods to initiate the study of phase segregation for this model and quantify the decay of the spectral gap for its Glauber dynamics. This is based on the article "Phase transitions for $\phi_{3}^{4}$ ", which is joint work with Ajay Chandra and Hendrik Weber [CGW20].

We study the behaviour of the average magnetisation

$$
\mathfrak{m}_{N}(\phi)=\frac{1}{N^{3}} \int_{\mathbb{T}_{N}} \phi(x) d x
$$

for fields $\phi$ distributed according to $\nu_{\beta, N}$. Our main result is to establish a surface order upper bound on large deviations for $\mathfrak{m}_{N}$. We state it for $d=3$ below, but an analogue also holds for $d=2$.

Contribution 2. For any $\zeta \in(0,1)$, there exists $C=C(\zeta)>0$ such that, for $\beta$ and $N$ sufficiently large,

$$
\begin{equation*}
\nu_{\beta, N}\left(\mathfrak{m}_{N} \in(-\zeta \sqrt{\beta}, \zeta \sqrt{\beta})\right) \leqslant e^{-C \sqrt{\beta} N^{2}} \tag{4.1}
\end{equation*}
$$

The main difficulty in establishing this result is to handle the ultraviolet divergences of $\nu_{\beta, N}$ whilst preserving the structure of the low temperature potential. We
do this by building on the variational approach to ultraviolet stability. Our insight is to separate scales within the corresponding stochastic control problem through a coarse-graining into an effective Hamiltonian and remainder. The effective Hamiltonian captures the macroscopic description of the system and is treated using low temperature expansion techniques adapted from [GJS76b]. The remainder contains the ultraviolet divergences and these are killed using the renormalisation techniques of [BG19].

Morover, we adapt arguments which were used by Bodineau, Velenik, and Ioffe [BIVoo] in the context of equilibrium crystal shapes of discrete spin models, to study phase segregation for $\phi_{3}^{4}$. In particular, we adapt them to handle a block-averaged model with unbounded spins. Technically, this requires control over large fields.

A direct implication of our result is the exponential explosion of relaxation times in the infinite volume limit provided $\beta$ is sufficiently large. This is a step towards establishing phase transition for the relaxation times of dynamical $\phi^{4}$.

## 5 The Boué-Dupuis formula in the simplest setting

To close the main body of this introduction, we discuss our main tool - the BouéDupuis variational formula for expectations of functionals of Brownian motion - in its simplest setting. The use of this formula in the context of Euclidean field theory in the spirit of [BG19] is explored at depth in the next two parts of this thesis.

We equip $\Omega=C([0,1] ; \mathbb{R})$ with its Borel $\sigma$-algebra and let $\mathbb{P}$ be the probability measure such that the coordinate process $B_{0}$ is a Brownian motion. We write $\mathbb{E}$ to denote expectation with respect to $\mathbb{P}$. We work on the filtered probability space $\left(\Omega, \mathscr{A},\left(\mathscr{A}_{t}\right)_{0 \leqslant t \leqslant 1}, \mathbb{P}\right)$, where $\mathscr{A}$ is the $\mathbb{P}$-completion of the Borel $\sigma$-alebra on $\Omega$ and $\left(\mathscr{F}_{t}\right)_{0 \leqslant t \leqslant 1}$ is the natural filtration induced by $B$ augmented with $\mathbb{P}$-null sets of $\mathscr{A}$.

We now define the space of drifts for our control problem. Let $\mathbb{H}$ be the space of processes $v_{\bullet}$ that are $\mathbb{P}$-almost surely in $L^{2}([0,1] ; \mathbb{R})$ and progressively measurable with respect to $\left(\mathscr{A}_{t}\right)_{0 \leqslant t \leqslant 1}$. It is convenient in applications, including to show the ultraviolet stability of $\phi_{3}^{4}$, to also work with bounded drifts $\mathbb{H}_{b} \subset \mathbb{H}$. These are defined as follows: for every $M \in \mathbb{N}$, let $\mathbb{H}_{b, M} \subset \mathbb{H}$ be drifts such that $\mathbb{P}$-almost surely we have $\int_{0}^{1} v_{s}^{2} d s \leqslant M$. Then, let $\mathbb{H}_{b}=\bigcup_{M \in \mathbb{N}} \mathbb{H}_{b, M}$. Finally, in the proof of the Boué-Dupuis formula, it is convenient to work with simple drifts $\mathbb{H}_{s} \subset \mathbb{H}_{b}$. These are the drifts $v$ of the form

$$
v_{s}=\sum_{j=1}^{k} F_{j} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(s)
$$

where $k \in \mathbb{N}, 0=t_{1} \leqslant \cdots \leqslant t_{k+1}=T$, and $N \in \mathbb{N}, F_{j}: \mathbb{R} \rightarrow \mathbb{R}$ is $\mathscr{F}_{t_{j}}$-measurable, and $\left|F_{j}\right| \leqslant N \mathbb{P}$-almost surely.

The following theorem is the Boué-Dupuis formula.

Theorem 5.1. Let $\mathscr{H}: \Omega \rightarrow \mathbb{R}$ be bounded and measurable. Then,

$$
-\log \mathbb{E} e^{-\mathscr{H}(B)}=\inf \mathbb{E}\left[\mathscr{H}\left(B+\int_{0} v_{t} d t\right)+\frac{1}{2} \int_{0}^{1} v_{t}^{2} d t\right]
$$

where the infimum is over $v \in \mathbb{H}$ or $\mathbb{H}_{b}$.
Proof. Theorem 5.1 was first established in [BD98] but we follow the proof in [BD19, Chapters 8.1.3-8.1.4]. The upper and lower bounds are established in Sections 5.1 and 5.2, respectively.

Remark 5.2. Various improvements/extensions of Theorem 5.1 exist. For example, see [Üst14] for a version with $\mathscr{H}$ measurable and satisfying certain integrability conditions. See also [Leh13] for a simplified version of Theorem 5.1 that is sufficient to analyse functional inequalities, i.e. logarithmic Sobolev and Brascamp-Lieb inequalities.

### 5.1 Proof of Theorem 5.1: upper bound

We are going to show that for any $v \in \mathbb{H}_{s}$,

$$
\begin{equation*}
-\log \mathbb{E} e^{-\mathscr{H}(B)} \leqslant \mathbb{E}\left[\mathscr{H}\left(B+\int_{0} v_{t} d_{t}\right)+\frac{1}{2} \int_{0}^{1} v_{t}^{2} d t\right] . \tag{5.1}
\end{equation*}
$$

Showing that this bound extends to all $v \in \mathbb{H}$ (and, hence, all $v \in \mathbb{H}_{b}$ ) follows by approximation arguments. See [BD19, Chapter 8.1.3].

Our starting point is a representation of the classical Gibbs variational principle.
Lemma 5.3. Let $M_{1}(\Omega)$ be the space of probability measures on $(\Omega, \mathscr{A})$. Then,

$$
-\log \mathbb{E} e^{-\mathscr{H}(B)}=\inf _{\mathbb{Q} \in \cdot M_{1}(\Omega)}\left[\mathbb{E}_{\mathbb{Q}} \mathscr{H}(B)+R(\mathbb{Q} \| \mathbb{P})\right]
$$

where $\mathbb{E}_{\mathbb{Q}}$ denotes expectation with respect to $\mathbb{Q}$ and $R(\mathbb{Q} \| \mathbb{P})=\mathbb{E}_{\mathbb{Q}}\left[\log \frac{d \mathbb{Q}}{d \mathbb{P}}\right]$ is the relative entropy (with the convention that $R(\mathbb{Q} \| \mathbb{P})=\infty$ if $\mathbb{Q}$ is not absolutely continuous with respect to $\mathbb{P}$ ).

Moreover, the infimum is obtained at the measure $\mathbb{Q}^{\text {opt }}$ with density

$$
\frac{d \mathbb{Q}^{\mathrm{opt}}}{d \mathbb{P}}=\frac{e^{-\mathscr{H}(B)}}{\mathbb{E} e^{-\mathscr{H}(B)}} .
$$

Proof. It suffices to consider $\mathbb{Q} \in \mathcal{M}_{1}(\Omega)$ absolutely continuous with respect to $\mathbb{P}$. Then, by using the definition of $\mathbb{Q}^{\text {opt }}$,

$$
\mathbb{E}_{\mathbb{Q}} \mathscr{H}(B)+R(\mathbb{Q} \| \mathbb{P})=\mathbb{E}_{\mathbb{Q}}\left[\mathscr{H}(B)+\log \frac{d \mathbb{Q}}{d \mathbb{P}}\right]
$$

$$
\begin{aligned}
& =\mathbb{E}_{\mathbb{Q}}\left[\mathscr{H}(B)+\log \frac{d \mathbb{Q}^{\text {opt }}}{d \mathbb{P}}+\log \frac{d \mathbb{Q}}{d \mathbb{Q}^{\text {opt }}}\right] \\
& =\mathbb{E}_{\mathbb{Q}}\left[\mathscr{H}(B)-\mathscr{H}(B)-\log \mathbb{E} e^{-\mathscr{H}(B)}+\log \frac{d \mathbb{Q}}{d \mathbb{Q}^{\text {opt }}}\right] \\
& =-\log \mathbb{E} e^{-\mathscr{H}(B)}+R\left(\mathbb{Q} \| \mathbb{Q}^{\text {opt }}\right) .
\end{aligned}
$$

We are done with the observation that $R\left(\mathbb{Q} \| \mathbb{Q}^{\text {opt }}\right) \geqslant 0$ with equality if and only if $\mathbb{Q}=\mathbb{Q}^{\text {opt }}$.

For any $\tilde{v} \in \mathbb{H}_{s}$, denote by $\mathbb{Q}^{\tilde{v}}$ the measure with density

$$
\begin{equation*}
\frac{d \mathbb{Q}^{\tilde{v}}}{d \mathbb{P}}=e^{\int_{0}^{1} \tilde{v}_{t} d B_{t}-\frac{1}{2} \int_{0}^{1} \tilde{v}_{t}^{2} d t} \tag{5.2}
\end{equation*}
$$

Note that the stochastic exponential in (5.2) has expectation 1 and hence $Q^{\tilde{v}}$ is a probability measure. See e.g. [RY13, Proposition 1.15, Chapter VIII]. By Girsanov's theorem [RY13, Theorem 1.4, Chapter VIII], the process $B^{\tilde{v}}=B-\int_{0} \tilde{v}_{t} d t$ is a Brownian motion under the measure $\mathbb{Q}^{\tilde{v}}$.

Now fix $v \in \mathbb{H}_{s}$. By direct calculation one can show that there exists $\tilde{v} \in \mathbb{H}_{s}$ such that the distribution of $\left(B^{\tilde{v}}, \tilde{v}\right)$ under $\mathbb{Q}^{\tilde{v}}$ is equal to the distribution of $(B, v)$ under $\mathbb{P}$. See [BD19, Lemma 8.7]. Applying the variational principle in Lemma 5.3 with the choice $\mathbb{Q}=\mathbb{Q}^{\tilde{v}}$ then yields

$$
-\log \mathbb{E} e^{-\mathscr{H}(B)} \leqslant \mathbb{E}_{\mathbb{Q}^{\tilde{v}}}\left[\mathscr{H}(B)+R\left(\mathbb{Q}^{\tilde{v}} \| \mathbb{P}\right)\right] .
$$

First, note that by Girsanov's theorem and the definition of $\tilde{v}$,

$$
\begin{equation*}
\mathbb{E}_{\mathbb{Q}^{\tilde{v}}} \mathscr{H}(B)=\mathbb{E}_{\mathbb{Q}^{\tilde{v}}}\left[\mathscr{H}\left(B^{\tilde{v}}+\int_{0} \tilde{v}_{t} d t\right)\right]=\mathbb{E}\left[\mathscr{H}\left(B+\int_{0} v_{t} d t\right)\right] \tag{5.3}
\end{equation*}
$$

Second,

$$
\begin{align*}
R\left(\mathbb{Q}^{\tilde{v}} \| \mathbb{P}\right) & =\mathbb{E}_{\mathbb{Q}^{\tilde{v}}}\left[\int_{0}^{1} \tilde{v}_{t} d B_{t}-\frac{1}{2} \int_{0}^{1} \tilde{v}_{t}^{2} d t\right]=\mathbb{E}_{\mathbb{Q}^{\tilde{v}}}\left[\int_{0}^{1} \tilde{v}_{t} d B_{t}^{\tilde{v}}+\frac{1}{2} \int_{0}^{1} \tilde{v}_{t}^{2} d t\right]  \tag{5.4}\\
& =\mathbb{E}_{\mathbb{Q}^{\tilde{v}}}\left[\frac{1}{2} \int_{0}^{1} \tilde{v}_{t}^{2} d t\right]=\mathbb{E}\left[\frac{1}{2} \int_{0}^{1} v_{t}^{2} d t\right]
\end{align*}
$$

where in the first equality we have used the definition of $\mathbb{Q}^{\tilde{v}}$, in the second equality we have used Girsanov's theorem, in the third equality we have used that $\int_{0} \tilde{v}_{t} d B_{t}^{\tilde{v}}$ is a martingale, and in the last equality we have used the definition of $\tilde{v}_{s}$.

Combining (5.3) and (5.4) establishes (5.1).

### 5.2 Proof of Theorem 5.1: lower bound

We restrict to the case where $\mathscr{H}(B)$ is of the form:

$$
\mathscr{H}(B)=h\left(B_{t_{1}}, B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{k}}-B_{t_{k-1}}\right)
$$

where $k \in \mathbb{N}, 0=t_{1}<\cdots<t_{k}=T$, and $h: \mathbb{R}^{k} \rightarrow \mathbb{R}$ is smooth and compactly supported.

The advantage of this regularisation is that we are able to construct an explicit minimiser for the corresponding variational problem: i.e., we show that there exists $u \in \mathbb{H}_{b} \subset \mathbb{H}$ such that

$$
-\log \mathbb{E} e^{-\mathscr{H}(B)}=\mathbb{E}\left[\mathscr{H}\left(B+\int_{0} u_{t} d t\right)+\frac{1}{2} \int_{0}^{1} u_{t}^{2} d t\right] .
$$

The extension to measurable and bounded $\mathscr{H}$ then requires tedious but straightforward approximation arguments, so we omit them. Note that the infimum in the stochastic control problem may not be attained for general $\mathscr{H}$. See [BD19, Chapter 8.1.4] for more details on this approximation procedure.

The key tool to construct minimisers is given in the following lemma.
Lemma 5.4. Fix $T>0$ and $m \in \mathbb{N}$. Let $g: \mathbb{R}^{m} \times \mathbb{R} \rightarrow \mathbb{R}$ be smooth and compactly supported, and define $V:[0, T] \times \mathbb{R}^{m} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
V(t, z, x)=-\log \mathbb{E} e^{-g\left(z, x+B_{T-t}\right)}
$$

Then,

- $z \mapsto V(t, z, x)$ is smooth and compactly supported for all $(t, x) \in[0, T] \times \mathbb{R}$;
- $x \mapsto V(t, z, x)$ is smooth with bounded derivatives of all order for all $(t, z) \in$ $[0, T] \times \mathbb{R}^{m}$.

Moreover, for $z \in \mathbb{R}^{m}$, let $t \mapsto U(z, t)$ be the unique solution to the equation

$$
U(z, t)=-\int_{0}^{t} \partial_{x} V(s, z, U(z, s)) d s+B_{t}
$$

and define $u(t)=-\partial_{x} V(t, z, U(z, t))$.
Then,

$$
\begin{equation*}
-\log \mathbb{E} e^{-g\left(z, B_{T}\right)}=\mathbb{E}\left[g\left(z, B+\int_{0} u_{t} d t\right)+\frac{1}{2} \int_{0}^{T} u_{t}^{2} d t\right] \tag{5.5}
\end{equation*}
$$

Proof. This lemma is classical in stochastic control theory. Indeed, by the FeynmanKac formula, $Z=\mathbb{E} e^{g\left(z, x+B_{T-t}\right)}$ solves a linear PDE. From this, one gets that $V=-\log Z$ solves a nonlinear PDE called a Hamilton-Jacobi-Bellman equation. As such, $V$ can be interpreted as a cost function for a stochastic control problem. Since $V$ is smooth, standard arguments can be used to construct a minimiser. See [FSo6, Chapter VI].

We define a sequence of potentials $V_{j}: \mathbb{R}^{j} \rightarrow \mathbb{R}$ for $j \in\{1, \ldots, k\}$ as follows: let $V_{k}=h$. For $j \in\{1, \ldots, k-1\}$ and $z_{j} \in \mathbb{R}^{j}$, let

$$
V_{j}\left(z_{j}\right)=-\log \mathbb{E} e^{V_{j+1}\left(z_{j}, B_{t_{j+1}}-B_{t_{j}}\right)}
$$

Using the independence of Brownian increments, we can rewrite this as a conditional expectation

$$
e^{-V_{j}\left(z_{j}\right)}=\mathbb{E} e^{-V_{j+1}\left(z_{j}, B_{t_{j+1}}-B_{t_{j}}\right)}=\mathbb{E}\left[e^{-V_{j+1}\left(z_{j}, B_{t_{j+1}}-B_{t_{j}}\right)} \mid \mathscr{A}_{t_{j}}\right] .
$$

Then,

$$
V_{0}=-\log \mathbb{E} e^{-V_{1}\left(B_{t_{1}}\right)}=-\log \mathbb{E} e^{-\mathscr{H}(B)}
$$

where the first equality is by definition and the second is by successive conditioning. Thus, we can interpret the sequence of potentials $\left(V_{j}\right)_{1 \leqslant j \leqslant k}$ as renormalisations of the potential $V_{0}=-\log \mathbb{E} e^{-\mathscr{H}(B)}$.

We construct a minimiser to the stochastic control problem associated to $V_{0}$, which is what we are interested in, by analysing the stochastic control problems associated to the renormalised potentials starting with $j=k$ and then running backwards. In particular, we apply Lemma 5.4 to construct minimisers of the control problem associated to $V_{j}$ for times $t \in\left[t_{j}, t_{j+1}\right)$ and then glue these minimisers together.

Let $\left(U\left(z_{j}, t\right)\right)_{t_{j} \leqslant t<t_{j+1}}$ be the solution of the equation

$$
U\left(z_{j}, t\right)=-\int_{t_{j}}^{t_{j+1}} \partial_{x} V_{j+1}\left(s, z_{j}, U\left(z_{j}, s\right)\right) d s+B(t)-B\left(t_{j}\right)
$$

Define the process $u \in \mathbb{H}_{b}$ by $u(t)=-\partial_{x} V_{j+1}\left(t, Z_{j}, U\left(Z_{j}, t\right)\right)$ for $t \in\left[t_{j}, t_{j+1}\right)$, where $Z_{j}=\left(B_{t_{1}}, B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{k}}-B_{t_{k-1}}\right)$. Then, by recursively applying (5.5) starting from $j=k$ and running backwards, we obtain:

$$
\begin{aligned}
&-\log \mathbb{E} e^{\mathscr{H}(B)}= \mathbb{E}\left[h \left(B_{t_{1}}+\int_{0}^{t_{1}} u_{t} d t, B_{t_{2}}-B_{t_{1}}+\int_{t_{1}}^{t_{2}} u_{t} d t\right.\right. \\
&\left.\left.\ldots, B_{t_{k}}-B_{t_{k-1}}+\int_{t_{k-1}}^{t_{k}} u_{t} d t\right)+\frac{1}{2} \int_{0}^{1} u_{t}^{2} d t\right] \\
&= \mathbb{E}\left[\mathscr{H}\left(B+\int_{0} u_{t} d t\right)+\frac{1}{2} \int_{0}^{1} u_{t}^{2} d t\right]
\end{aligned}
$$

which completes the proof with this specific choice of $\mathscr{H}$.

## 6 Thesis organisation

The remainder of this thesis is organised into three parts. Part II concerns quasiinvariant Gaussian measures of nonlinear wave equations. In the prologue, we begin by proving the classical correspondence between conserved quantities and invariant measures in finite dimensional Hamiltonian dynamics. Then, we discuss extending this to the linear wave equation. The main body of this part consists of the work [GOTW 18], where we establish Contribution 1. In the epilogue, we discuss an extension of our results that has since appeared in the literature.

Part III concerns phase transitions for the $\phi^{4}$ model. In the prologue, as a warmup for the arguments to come, we recall the classical contour bounds for the low temperature Ising model. The main body of this part consists of the work [CGW20], where we establish Contribution 2. In the epilogue, we sketch how our techniques can be used with the Peierls' argument of [GJS75] to establish phase transition for $\phi_{3}^{4}$.

In Part IV we conclude this thesis with a discussion of future directions. In particular, we discuss two interesting problems that seem within reach.

## II. Nonlinear wave equations

## Prologue

We begin this part by deriving the classical fact that Gibbs measures are invariant under finite dimensional Hamiltonian dynamics.

Hamiltonian dynamics in finite dimensions are systems of ODEs of the form

$$
\begin{align*}
& \frac{d \mathbf{p}}{d t}=-\nabla_{\mathbf{q}} \mathscr{H}(\mathbf{p}, \mathbf{q})  \tag{0.1}\\
& \frac{d \mathbf{q}}{d t}=\nabla_{\mathbf{p}} \mathscr{H}(\mathbf{p}, \mathbf{q})
\end{align*}
$$

where $\mathbf{p}, \mathbf{q} \in \mathbb{R}^{3}$ are generalised momentum and position; $\nabla_{\mathbf{p}}, \nabla_{\mathbf{q}}$ are gradients in momentum and position space, respectively, and $\mathscr{H}: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ is a (e.g. smooth) Hamiltonian.

Note that, for solutions $(\mathbf{p}(t), \mathbf{q}(t))$ of (o.1), we have

$$
\frac{d}{d t} \mathscr{H}(\mathbf{p}, \mathbf{q})=\nabla_{\mathbf{p}} \mathscr{H}(\mathbf{p}, \mathbf{q}) \cdot \frac{d \mathbf{p}}{d t}+\nabla_{\mathbf{q}} \mathscr{H}(\mathbf{p}, \mathbf{q}) \cdot \frac{d \mathbf{q}}{d t}=0
$$

Thus, the Hamiltonian $\mathscr{H}$ is conserved.
We write $\Phi: \mathbb{R} \times \mathbb{R}^{6} \rightarrow \mathbb{R}^{6}$ to denote the flow of this ODE, i.e. $\Phi(t)\left(\mathbf{p}_{0}, \mathbf{q}_{\mathbf{0}}\right)$ is the solution to (o.1) with initial data $\left(\mathbf{p}_{\mathbf{0}}, \mathbf{q}_{\mathbf{0}}\right)$. Note that it is reversible, i.e. $\Phi(t)^{-1}=\Phi(-t)$.

Let $m$ be the Gibbs measure, i.e. the measure with density proportional to

$$
e^{-\mathscr{H}(\mathbf{p}, \mathbf{q})} d \mathbf{p} d \mathbf{q} .
$$

Consider $\Phi(t)_{*} m(A)$ for any measurable set $A \subset \mathbb{R}^{6}$ and $t \in \mathbb{R}$, where $\Phi(t)_{*} m$ is the pushforward of $m$ under $\Phi(t)$. Note that by reversibility, $\Phi(t)_{*} m(A)=m(\Phi(-t) A)$. Then,

$$
\begin{aligned}
& \partial_{t} \Phi(t)_{*} m(A)=\partial_{t} \int_{\Phi(-t) A} e^{-\mathscr{H}(\mathbf{p}, \mathbf{q})} d \mathbf{p} d \mathbf{q} \\
&=\partial_{t} \int_{A} e^{-\mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q}))} \operatorname{det}\left(\nabla_{\mathbf{p}} \Phi(t)(\mathbf{p}, \mathbf{q}), \nabla_{\mathbf{q}} \Phi(t)(\mathbf{p}, \mathbf{q})\right) d \mathbf{p} d \mathbf{q} \\
&=\int_{A}-\partial_{t} \mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q})) \cdot e^{-\mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q})} \operatorname{det}\left(\nabla_{\mathbf{p}} \Phi(t)(\mathbf{p}, \mathbf{q}), \nabla_{\mathbf{q}} \Phi(t)(\mathbf{p}, \mathbf{q})\right) \\
&+e^{-\mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q}))} \nabla_{\mathbf{p}, \mathbf{q}} \cdot\left(-\nabla_{\mathbf{q}} \mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q})), \nabla_{\mathbf{p}} \mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q}))\right) d \mathbf{p} d \mathbf{q} \\
& \quad=0
\end{aligned}
$$

where the first equality is by a standard change of variables, the second equality is by direct calculation, and the third equality is by the conservation of $\mathscr{H}$ and fact that the vector field $\frac{d}{d t} \Phi(t)(\mathbf{p}, \mathbf{q})=\left(-\nabla_{\mathbf{q}} \mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q})), \nabla_{\mathbf{p}} \mathscr{H}(\Phi(t)(\mathbf{p}, \mathbf{q}))\right)$ is divergence free with respect to $\nabla_{\mathbf{p}, \mathbf{q}}=\left(\nabla_{\mathbf{p}}, \nabla_{\mathbf{q}}\right)$. Hence, $m$ is invariant under $\Phi$. Note that this argument is not special to the Gibbs measure; one can replace $m$ by any measure with density

$$
e^{-\tilde{\mathscr{H}}(\mathbf{p}, \mathbf{q})} d \mathbf{p} d \mathbf{q}
$$

where $\tilde{\mathscr{H}}$ is conserved under (o.1).
The approach above, which is fundamentally Liouville's theorem in statistical physics, is still useful in the infinite dimensional context. Recall that the linear wave equation is given by the system of PDEs

$$
\begin{align*}
\partial_{t} u & =v \\
\partial_{t} v & =\Delta u . \tag{0.2}
\end{align*}
$$

Moreover, recall that $\vec{\mu}_{s}$ is the Gaussian measure with formal density

$$
d \vec{\mu}_{s}=Z_{s}^{-1} e^{-\frac{1}{2}\|\vec{u}\|_{\vec{H}^{s+1}}^{2}} d \vec{u}
$$

where $\vec{H}^{s+1}\left(\mathbb{T}^{d}\right)=H^{s+1}\left(\mathbb{T}^{d}\right) \times H^{s}\left(\mathbb{T}^{d}\right)$ and $\vec{u}=(u, v)$. Note that, for a solution $\vec{u}(t)$ of (0.2),

$$
\begin{aligned}
\frac{d}{d t}\|\vec{u}\|_{\vec{H}^{s+1}}^{2} & =\frac{d}{d t} \int_{\mathbb{T}^{d}}\left|(-\Delta)^{\frac{s+1}{2}} u\right|^{2}+\left|(-\Delta)^{\frac{s}{2}} v\right|^{2} d x \\
& =2 \int_{\mathbb{T}^{d}}(-\Delta)^{\frac{s+1}{2}} u \cdot(-\Delta)^{\frac{s+1}{2}} v+(-\Delta)^{\frac{s}{2}} v \cdot(-\Delta)^{\frac{s}{2}}(\Delta u) d x=0
\end{aligned}
$$

where the third equality is by (fractional) integration by parts. Hence, $\|\vec{u}\|_{\vec{H}^{s+1}}^{2}$ is conserved under (o.2). A truncation argument in Fourier space along with Liouville's theorem for finite dimensional systems then establishes invariance. Details are given in [Tzv15], where this approach is the first step to establishing quasi-invariance of Gaussian measures under (nonlinear) Hamiltonian PDEs.

Although the approach of the preceding paragraph is more in the spirit of what we do in the upcoming sections, the invariance of the measures $\vec{\mu}_{s}$ under the linear wave equation can be seen more elegantly by using rotation invariance of Gaussian measures. We give the essential ideas but omit details. Samples from $\vec{\mu}_{s}$ can be constructed as random Fourier series (so-called Karhunen-Loève expansions) that converge in $\vec{H}^{\sigma}$ for every $\sigma<s-\frac{d-2}{2}$. The solution map of the linear wave equation acts as a rotation map on frequencies of functions belonging to $\vec{H}^{\sigma}$. As a result, the solution of the linear wave equation with initial data sampled from $\vec{\mu}_{s}$ admits a random Fourier representation where each frequency is a rotation from the frequencies of the initial data, hence it is distributed according to $\vec{\mu}_{s}$. This establishes invariance.
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## 1 Introduction

### 1.1 Main result

We consider the following defocusing cubic nonlinear wave equation (NLW) on the three-dimensional torus $\mathbb{T}^{3}=(\mathbb{R} / \mathbb{Z})^{3}$ :

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta u+u^{3}=0 \tag{1.1}
\end{equation*}
$$

where $u: \mathbb{T}^{3} \times \mathbb{R} \rightarrow \mathbb{R}$ is the unknown function. With $v=\partial_{t} u$, we rewrite (1.1) in the following vectorial form:

$$
\left\{\begin{align*}
\partial_{t} u & =v  \tag{1.2}\\
\partial_{t} v & =\Delta u-u^{3}
\end{align*}\right.
$$

Given $\sigma \in \mathbb{R}$, let $H^{\sigma}\left(\mathbb{T}^{3}\right)$ denote the classical $L^{2}$-based Sobolev space of order $\sigma$ defined by the norm:

$$
\|u\|_{H^{\sigma}}=\left\|\langle n\rangle^{\sigma} \widehat{u}(n)\right\|_{\ell^{2}\left(\mathbb{Z}^{3}\right)},
$$

where $\langle\cdot\rangle=\left(1+|\cdot|^{2}\right)^{\frac{1}{2}}$ and $\widehat{u}$ denotes the Fourier transform of $u$. A classical argument yields global well-posedness of the Cauchy problem (1.2) in the Sobolev spaces:

$$
\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right) \stackrel{\text { def }}{=} H^{\sigma}\left(\mathbb{T}^{3}\right) \times H^{\sigma-1}\left(\mathbb{T}^{3}\right)
$$

for $\sigma \geqslant 1$ and, consequently, admits a global flow $\Phi_{\text {NLW }}$ (see Lemma 2.4 below) on these spaces.

Given $s \in \mathbb{R}$, let $\vec{\mu}_{s}$ denote the Gaussian measure with Cameron-Martin space $\vec{H}^{s+1}\left(\mathbb{T}^{3}\right)$. Denoting $\vec{u}=(u, v)$, the Gaussian measure $\vec{\mu}_{s}$ has a formal density:

$$
\begin{aligned}
d \vec{\mu}_{s} & =Z_{s}^{-1} e^{-\frac{1}{2}|\vec{u}|_{\vec{H}^{s+1}}^{2}} d \vec{u} \\
& =\prod_{n \in \mathbb{Z}^{3}} Z_{s, n}^{-1} e^{-\frac{1}{2}\langle n\rangle^{2(s+1)}|\hat{u}(n)|^{2}} e^{-\frac{1}{2}\langle n\rangle^{2 s}|\hat{v}(n)|^{2}} d \widehat{u}(n) d \widehat{v}(n) .
\end{aligned}
$$

Samples $\vec{u}^{\omega}=\left(u^{\omega}, v^{\omega}\right)$ from $\vec{\mu}_{s}$ can be constructed via the following KarhunenLoève expansions: ${ }^{1}$

$$
\begin{equation*}
u^{\omega}(x)=\sum_{n \in \mathbb{Z}^{3}} \frac{g_{n}(\omega)}{\langle n\rangle^{s+1}} e^{i n \cdot x} \quad \text { and } \quad v^{\omega}(x)=\sum_{n \in \mathbb{Z}^{3}} \frac{h_{n}(\omega)}{\langle n\rangle^{s}} e^{i n \cdot x}, \tag{1.3}
\end{equation*}
$$

where $\left\{g_{n}\right\}_{n \in \mathbb{Z}^{3}}$ and $\left\{h_{n}\right\}_{n \in \mathbb{Z}^{3}}$ are collections of standard complex-valued Gaussian variables which are independent modulo the condition ${ }^{2} g_{n}=\overline{g_{-n}}$ and $h_{n}=\overline{h_{-n}}$. It is easy to see that the series (1.3) converge in $L^{2}\left(\Omega ; \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)\right)$ for

$$
\begin{equation*}
\sigma<s-\frac{1}{2} \tag{1.4}
\end{equation*}
$$

[^1]and therefore the map
$$
\omega \in \Omega \longmapsto\left(u^{\omega}, v^{\omega}\right)
$$
induces the Gaussian measure $\vec{\mu}_{s}$ as a probability measure on $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ for the same range of $\sigma$. Our main goal in this paper is to study the transport property of the Gaussian measure $\vec{\mu}_{s}$ under the dynamics of (1.2). We state our main result.

Theorem 1.1. Let $s \geqslant 4$ be an even integer. Then, $\vec{\mu}_{s}$ is quasi-invariant under the dynamics of the defocusing cubic NLW (1.2) on $\mathbb{T}^{3}$. More precisely, for any $t \in \mathbb{R}$, the Gaussian measure $\vec{\mu}_{s}$ and its pushforward under $\Phi_{\mathrm{NLW}}(t)$ are mutually absolutely continuous.

Theorem 1.1 ensures the propagation of almost sure properties of $\vec{\mu}_{s}$ along the flow. This is important because, in infinite dimensions, many interesting properties concerning small-scale behavior under a Gaussian measure hold true with probability o or 1. This is an implication of Fernique's theorem (Theorem 2.7 in [DPZ14]); under a Gaussian measure, any given norm is finite with probability o or 1. For example, samples $\vec{u}$ of the Gaussian measure $\vec{\mu}_{s}$ almost surely belong to the $L^{p}{ }_{-}$ based Sobolev spaces $\vec{W}^{\sigma, p}\left(\mathbb{T}^{3}\right)$ for any $p \geqslant 1$ and more generally to the Besov spaces, $\vec{B}_{p, q}^{\sigma}\left(\mathbb{T}^{3}\right)$ for any $p, q \geqslant 1$, including the case $p=q=\infty$ (Hölder-Besov space), provided that $\sigma$ satisfies (1.4). Theorem 1.1 then implies that these $L^{p}$-based regularities are transported along the nonlinear flow. An analogous statement for deterministic initial data is expected to fail in general. See [Lit63, Per8o, Sog93].

Theorem 1.1 is an addition to a series of recent results [Tzv15, OT17, OST18, OT20, OTT19] that has made significant progress in the study of transport properties of Gaussian measures under nonlinear Hamiltonian PDEs. The general strategy, as introduced by the third author in [Tzv15], is to study quasi-invariance of the Gaussian measures $\vec{\mu}_{s}$ indirectly by studying weighted Gaussian measures, where the weight corresponds to a correction term that arises due to the presence of the nonlinearity. See Subsection 3.2. The two key steps in this strategy are (i) the construction of the weighted Gaussian measure and (ii) an energy estimate on the time derivative of the modified energy (that is, the energy of the Gaussian measure plus the correction term). In [OT20], the second and third authors employed this strategy and proved the analogue of Theorem 1.1 in the two-dimensional case. This was done by introducing a simultaneous renormalization on the modified energy functional and its time derivative and then performing a delicate analysis centered on a quadrilinear Littlewood-Paley expansion.

As pointed out in [OT20], the argument in the two-dimensional case does not extend to the current three-dimensional setting. The proof of Theorem 1.1 uses two new key ingredients. The first is the use of a variational formula in constructing weighted Gaussian measures, inspired by Barashkov and Gubinelli [BG19]. The second new ingredient appears in studying the growth of the truncated weighted Gaussian measures, where we combine a deterministic growth bound on solutions (as in a recent
paper by Planchon, Visciglia, and the third author [PTV19]) with stochastic estimates on random distributions (as in the two-dimensional case [OT20]). This hybrid argument allows us to use a softer energy estimate to prove quasi-invariance. Our simplification also comes from the use of Besov spaces in the spirit of [MWX 17 ]. This results in a significantly simpler proof of quasi-invariance in the harder, physically relevant three-dimensional case as compared with the two-dimensional case.

### 1.2 Remarks and comments

(i) A slight modification of the proof of Theorem 1.1 shows that the Gaussian measures $\vec{\mu}_{s}$ are also quasi-invariant under the nonlinear Klein-Gordon equation:

$$
\left\{\begin{array}{l}
\partial_{t} u=v  \tag{1.5}\\
\partial_{t} v=(\Delta-1) u-u^{3}
\end{array}\right.
$$

It is easy to see that $\vec{\mu}_{s}$ is invariant under the linear Klein-Gordon equation, i.e. removing $u^{3}$ in (1.5), which trivially implies that almost sure properties of $\vec{\mu}_{s}$ are transported along the flow of the linear dynamics. The addition of a defocusing cubic nonlinearity into the equation destroys invariance but the quasi-invariance of $\vec{\mu}_{s}$ for (1.5) can be interpreted as saying that the nonlinear flow retains the small-scale properties of the linear flow.

In order to obtain invariance of $\vec{\mu}_{s}$ under the linear wave equation, one would need to replace $\langle\cdot\rangle$ with $|\cdot|$ in (1.3), which would raise an issue at the zeroth Fourier mode (see Remark 3.6). Nevertheless, in the study of small-scale properties of solutions, this issue is irrelevant and one can easily show that $\vec{\mu}_{s}$ is quasi-invariant under the linear wave equation. Theorem 1.1 then implies that the NLW dynamics also retains the small-scale properties of the linear wave dynamics.
(ii) The restriction that $s$ is an even integer in Theorem 1.1 comes from an application of the classical Leibniz rule in order to derive the right correction term for the modified energy and the weighted Gaussian measure. In terms of regularity restrictions, the construction of the weighted Gaussian measure works for any real $s>\frac{3}{2}$ (Proposition 3.7). Our argument for the energy estimate (Proposition 3.8) only requires $s>\frac{5}{2}$ but, in our derivation of a modified energy, we also use the classical Leibniz rule for $(-\Delta)^{\frac{s}{2}}$ which only works if $s$ is an even integer. It may be possible to relax this second condition using a fractional Leibniz rule to go below $s=4$. At present, however, we do not know how to do this.
(iii) Our new hybrid argument in proving Theorem 1.1 requires a softer energy estimate than that in [OT20] and is also applicable to the two-dimensional case. We point out, however, that the argument in [OT20], involving heavier multilinear analysis, provides better quantitative information on the growth of the truncated weighted Gaussian measures. See Remark 3.12. For example, the argument in [OT20] allows us to prove higher $L^{p}$-integrability of the Radon-Nikodym derivative
of the weighted Gaussian measures (with an energy cutoff), while our proof of Theorem 1.1 does not provide such extra information.
(iv) It would be of interest to investigate the quasi-invariance property of $\vec{\mu}_{s}$ for NLW with a higher order nonlinearity or in higher dimensions. Our techniques appear to carry over to higher order nonlinearities. This might even permit to analyze energysupercritical equations (such as the three-dimensional septic NLW), where global well-posedness is not known. Consequently, one might aim to prove "local-in-time" quasi-invariance (as stated in [Bou96a]). See also [PTV 19] for an example of a local-in-time quasi-invariance result. See also Remark 3.4 below.
(v) Quasi-invariance results such as Theorem 1.1 are complimentary to the study of low regularity well-posedness with random initial data. Starting with the seminal work of Bourgain [Bou94, Bou96b], there has been intensive study on the random data Cauchy theory for nonlinear dispersive PDEs. There are two related directions in this study. The first one is the study of invariant measures associated with conservation laws such as Gibbs measures, in particular, the construction of almost sure global-in-time dynamics via the so-called Bourgain's invariant measure argument; see [OT17, BOP 19 ] for the references therein. The other is the study of almost sure well-posedness with respect to random initial data. Here, one can often exploit the higher $L_{x}^{p}$-based regularity made accessible by randomization of initial data to establish well-posedness below critical thresholds, where equations are ill-posed in $L^{2}$-based Sobolev spaces. In the context of NLW, see the work [BTo8, BT11] by Burq and the third author for almost sure local well-posedness. There are also globalization arguments in this probabilistic setting; see [BT11, Poc, OP16, OP 17 ]. See also a general review [BOP19] on the subject.

As for the defocusing cubic NLW (1.2) on $\mathbb{T}^{3}$, the scaling symmetry induces the critical regularity $\sigma_{\text {crit }}=\frac{1}{2}$. It is known that (1.2) is locally well-posed in $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ for $\sigma \geqslant \frac{1}{2}$, while it is ill-posed for $\sigma<\frac{1}{2}$; see [LS95, CCTo3, BTo8, OOT]. In [BTo8, BT11], Burq and the third author proved almost sure global well-posedness of (1.2) with respect to the random initial data in (1.3) for $s>\frac{1}{2}$, namely for $\sigma>0$. In this regime, the flow $\Phi_{\text {NLW }}$ exists almost surely globally in time. Then, it is natural to ask the following question.
Problem. Study the transport property of the Gaussian measures $\vec{\mu}_{s}$ for low values of $s>\frac{1}{2}$, in particular in the regime where the global-in-time dynamics is constructed only probabilistically.

### 1.3 Organization

In Section 2, we introduce basic tools in our proof: Besov spaces, the Wiener chaos estimate, the classical well-posedness theory of (1.2), and also deterministic growth bounds. In Section 3, we present the proof of Theorem 1.1 assuming (i) the construction of the weighted Gaussian measures (Proposition 3.7) and (ii) the
energy estimate (Proposition 3.8). Section 4 is devoted to the construction of the weighted Gaussian measures and, finally, Section 5 deals with the energy estimate.

## 2 Analytic and stochastic toolbox

### 2.1 On the phase space

Given $N \in \mathbb{N}$, we denote by $\pi_{N}$ the frequency projector on the (spatial) frequencies $\{|n| \leqslant N\}$ :

$$
\left(\pi_{N} u\right)(x)=\sum_{|n| \leqslant N} \widehat{u}_{n} e^{i n \cdot x}
$$

We then set

$$
\mathscr{E}_{N}=\pi_{N} L^{2}\left(\mathbb{T}^{3}\right)
$$

Namely, $\mathscr{E}_{N}$ is the finite-dimensional vector space of real-valued trigonometric polynomials of degree $\leqslant N$ endowed with the restriction of the $L^{2}\left(\mathbb{T}^{3}\right)$ scalar product. The product space $\mathscr{E}_{N} \times \mathscr{E}_{N}$ is a finite dimensional real inner-product space and thus there is a canonical Lebesgue measure on this space, which we denote by $L_{N}$. We also use $\left(\mathscr{E}_{N} \times \mathscr{E}_{N}\right)^{\perp}$ to denote the orthogonal complement of $\mathscr{E}_{N} \times \mathscr{E}_{N}$ in $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right), \sigma<s-\frac{1}{2}$.

### 2.2 Besov spaces

Let $B(\xi, r)$ denote the ball in $\mathbb{R}^{3}$ of radius $r>0$ centered at $\xi \in \mathbb{R}^{3}$ and let $\mathscr{A}$ denote the annulus $B\left(0, \frac{4}{3}\right) \backslash B\left(0, \frac{3}{8}\right)$. Letting $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, we define a sequence $\left\{\chi_{j}\right\}_{j \in \mathbb{N}_{0}}$ by setting

$$
\chi_{0}=\tilde{\chi}, \quad \chi_{j}(\cdot)=\chi\left(2^{-j} \cdot\right), \quad \text { and } \quad \sum_{j=0}^{\infty} \chi_{j} \equiv 1
$$

for some suitable $\tilde{\chi}, \chi \in C_{c}^{\infty}\left(\mathbb{R}^{3} ;[0,1]\right)$ such that $\operatorname{supp}(\tilde{\chi}) \subset B\left(0, \frac{4}{3}\right)$ and $\operatorname{supp}(\chi) \subset$ $\mathscr{A}$. We then define the Littlewood-Paley projector $\mathbf{P}_{j}, j \in \mathbb{N}_{0}$, by setting

$$
\mathbf{P}_{j} u(x)=\sum_{n \in \mathbb{Z}^{3}} \chi_{j}(n) \widehat{u}(n) e^{i n \cdot x}
$$

for $u \in \mathscr{D}^{\prime}\left(\mathbb{T}^{3}\right)$.
Given $s \in \mathbb{R}$ and $1 \leqslant p, q \leqslant \infty$, the Besov space $B_{p, q}^{s}\left(\mathbb{T}^{3}\right)$ is the set of distributions $u \in \mathscr{D}^{\prime}\left(\mathbb{T}^{3}\right)$ such that

$$
\begin{equation*}
\|u\|_{B_{p, q}^{s}}=\left\|\left\{2^{s j}\left\|\mathbf{P}_{j} u\right\|_{L_{x}^{p}}\right\}_{j \in \mathbb{N}_{0}}\right\|_{\ell_{j}^{q}}<\infty . \tag{2.1}
\end{equation*}
$$

We use the conventions $\vec{B}_{p, q}^{s}\left(\mathbb{T}^{3}\right)=B_{p, q}^{s}\left(\mathbb{T}^{3}\right) \times B_{p, q}^{s-1}\left(\mathbb{T}^{3}\right)$ and $\overrightarrow{\mathscr{C}} s\left(\mathbb{T}^{3}\right)=\mathscr{C}^{s}\left(\mathbb{T}^{3}\right) \times$ $\mathscr{C}^{s-1}\left(\mathbb{T}^{3}\right)$, where $\mathscr{C}^{s}\left(\mathbb{T}^{3}\right)=B_{\infty, \infty}^{s}\left(\mathbb{T}^{3}\right)$ denotes the Hölder-Besov space. Note
that (i) the parameter $s$ measures differentiability and $p$ measures integrability, (ii) $H^{s}\left(\mathbb{T}^{3}\right)=B_{2,2}^{s}\left(\mathbb{T}^{3}\right)$, and (iii) for $s>0$ and not an integer, $\mathscr{C}^{s}\left(\mathbb{T}^{3}\right)$ coincides with the classical Hölder spaces; see [Graog].

Lemma 2.1. The following estimates hold.
(i) (interpolation) For $0<s_{1}<s_{2}$, we have ${ }^{3}$

$$
\begin{equation*}
\|u\|_{H^{s_{1}}} \lesssim\|u\|_{H^{s_{2}}}^{\frac{s_{1}}{s_{2}}}\|u\|_{L^{2}}^{\frac{s_{2}-s_{1}}{s_{2}}} . \tag{2.2}
\end{equation*}
$$

(ii) (immediate embeddings) Let $s_{1}, s_{2} \in \mathbb{R}$ and $p_{1}, p_{2}, q_{1}, q_{2} \in[1, \infty]$. Then, we have

$$
\begin{align*}
\|u\|_{B_{p_{1}, q_{1}}^{s_{1}}} & \lesssim\|u\|_{B_{p_{2}, q_{2}}^{s_{2}}} \quad \text { for } s_{1} \leqslant s_{2}, p_{1} \leqslant p_{2}, \text { and } q_{1} \geqslant q_{2}, \\
\|u\|_{B_{p_{1}, q_{1}}^{s_{1}}} & \lesssim\|u\|_{B_{p_{1}, \infty}^{s_{2}}} \quad \text { for } s_{1}<s_{2},  \tag{2.3}\\
\|u\|_{B_{p_{1}, \infty}^{0}}^{0} & \lesssim\|u\|_{L^{p_{1}}} \lesssim\|u\|_{B_{p_{1}, 1}^{0}} .
\end{align*}
$$

(iii) (algebra property) Let $s>0$. Then, we have

$$
\begin{equation*}
\|u v\|_{\mathscr{C}^{s}} \lesssim\|u\|_{\mathscr{C}^{s}}\|v\|_{\mathscr{C}^{s}} \tag{2.4}
\end{equation*}
$$

(iv) (Besov embedding) Let $1 \leqslant p_{2} \leqslant p_{1} \leqslant \infty, q \in[1, \infty]$, and $s_{2}=s_{1}+3\left(\frac{1}{p_{2}}-\frac{1}{p_{1}}\right)$. Then, we have

$$
\begin{equation*}
\|u\|_{B_{1}, q}^{s_{1}} \lesssim\|u\|_{B_{P_{2}, q}^{s_{2}}} . \tag{2.5}
\end{equation*}
$$

(v) (duality) Let $s \in \mathbb{R}$ and $p, p^{\prime}, q, q^{\prime} \in[1, \infty]$ such that $\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1$. Then, we have

$$
\begin{equation*}
\left|\int_{\mathbb{T}^{3}} u v d x\right| \leqslant\|u\|_{B_{p, q}^{s}}\|v\|_{B_{p^{\prime}, q^{\prime}}^{-s}}, \tag{2.6}
\end{equation*}
$$

where $\int_{\mathbb{T}^{3}} u v d x$ denotes the duality pairing between $B_{p, q}^{s}\left(\mathbb{T}^{3}\right)$ and $B_{p^{\prime}, q^{\prime}}^{-s}\left(\mathbb{T}^{3}\right)$.
(vi) (fractional Leibniz rule) Let $p, p_{1}, p_{2}, p_{3}, p_{4} \in[1, \infty]$ such that $\frac{1}{p_{1}}+\frac{1}{p_{2}}=$ $\frac{1}{p_{3}}+\frac{1}{p_{4}}=\frac{1}{p}$. Then, for every $s>0$, we have

$$
\begin{equation*}
\|u v\|_{B_{p, q}^{s}} \lesssim\|u\|_{B_{p_{1}, q}^{s}}\|v\|_{L^{p_{2}}}+\|u\|_{L^{p_{3}}}\|v\|_{B_{p_{4}, q}^{s}} . \tag{2.7}
\end{equation*}
$$

(vi) (product estimate) Let $s_{1}<0<s_{2}$ such that $s_{1}+s_{2}>0$. Then, we have

$$
\begin{equation*}
\|u v\|_{\mathscr{C}^{s_{1}}} \lesssim\|u\|_{\mathscr{C}^{s_{1}}}\|v\|_{\mathscr{C}_{2} s_{2}} . \tag{2.8}
\end{equation*}
$$

[^2]Proof. While these estimates are standard, we briefly discuss their proofs for readers' convenience. See also [BCD11] for details of the proofs in the non-periodic case. The log convexity inequality (2.2) and the duality (2.6) follow from Hölder's inequality. The first estimate in (2.3) is immediate from the definition (2.1), while the second one in (2.3) follows from the $\ell^{q_{1}}$-summability of $\left\{2^{\left(s_{1}-s_{2}\right) j}\right\}_{j \in \mathbb{N} \mathbf{N}}$ for $s_{1}<s_{2}$. The last estimate in (2.3) follows from the boundedness of the Littlewood-Paley projector $\mathbf{P}_{j}$ and Minkowski's inequality. The Besov embedding (2.5) is a direct consequence of Bernstein's inequality:

$$
\left\|\mathbf{P}_{j} u\right\|_{L^{p_{1}}} \lesssim 2^{3 j\left(\frac{1}{p_{2}}-\frac{1}{p_{1}}\right)}\left\|\mathbf{P}_{j} u\right\|_{L^{p_{2}}} .
$$

The algebra property (2.4) is immediate from the following paraproduct decomposition due to Bony [Bon81]:

$$
\begin{equation*}
u v=\sum_{j \in \mathbb{N}_{0}} \mathbf{P}_{j} u \cdot S_{j} v+\sum_{j \in \mathbb{N}_{0}} \sum_{|j-k| \leqslant 1} \mathbf{P}_{j} u \cdot \mathbf{P}_{k} v+\sum_{k \in \mathbb{N}_{0}} S_{k} u \cdot \mathbf{P}_{k} v \tag{2.9}
\end{equation*}
$$

with Hölder's inequality. Here, $S_{j}$ is given by

$$
S_{j} u=\sum_{k \leqslant j-2} \mathbf{P}_{k} u
$$

The fractional Leibniz rule (2.7) also follows from the paraproduct decomposition (2.9). In proving (2.7) for the resonant product, i.e. the second term on the right-hand side of (2.9), one needs to proceed slightly more carefully:

$$
\begin{aligned}
& \left\|2^{s m}\right\| \mathbf{P}_{m}\left(\sum_{j \in \mathbb{N}_{0}} \sum_{j j-k \mid \leqslant 1} \mathbf{P}_{j} u \cdot \mathbf{P}_{k} v\right)\left\|_{L^{p}}\right\|_{\ell_{m}^{q}} \\
& \\
& \quad \lesssim\left\|\sum_{j \geqslant m-10} 2^{s(m-j)} 2^{s j}\right\| \mathbf{P}_{j} u\left\|_{L^{p_{1}} \|}\right\| \mathbf{P}_{j} v\left\|_{L^{p_{2}}}\right\|_{\ell_{m}^{q}} \\
& \quad \lesssim\|u\|_{B_{p_{1}, q}^{s}}\|v\|_{L^{p_{2}}},
\end{aligned}
$$

where we used Young's and Hölder's inequalities together with the embedding: $L^{p_{2}}\left(\mathbb{T}^{3}\right) \hookrightarrow B_{p_{2}, \infty}^{0}\left(\mathbb{T}^{3}\right)$ in the last step. See also Lemma 2.84 in [BCD11]. Lastly, the product estimate (2.8) follows from a similar consideration.

### 2.3 Wiener chaos estimate

Let $\left\{g_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of independent standard Gaussian random variables defined on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$, where $\mathscr{F}$ is the $\sigma$-algebra generated by this sequence. Given $k \in \mathbb{N}_{0}$, we define the homogeneous Wiener chaoses $\mathscr{H}_{k}$ to be the closure (under $L^{2}(\Omega)$ ) of the span of Fourier-Hermite polynomials $\prod_{n=1}^{\infty} H_{k_{n}}\left(g_{n}\right)$,
where $H_{j}$ is the Hermite polynomial of degree $j$ and $k=\sum_{n=1}^{\infty} k_{n} .{ }^{4}$ Then, we have the following Ito-Wiener decomposition:

$$
L^{2}(\Omega, \mathscr{F}, \mathbb{P})=\bigoplus_{k=0}^{\infty} \mathscr{H}_{k}
$$

See Theorem 1.1.1 in [Nuao6]. We have the following classical Wiener chaos estimate.

Lemma 2.2. Let $k \in \mathbb{N}_{0}$. Then, we have

$$
\begin{equation*}
\left(\mathbb{E}\left[|X|^{p}\right]\right)^{\frac{1}{p}} \leqslant(p-1)^{\frac{k}{2}}\left(\mathbb{E}\left[|X|^{2}\right]\right)^{\frac{1}{2}} \tag{2.10}
\end{equation*}
$$

for any random variable $X \in \mathscr{H}_{k}$ and any $2 \leqslant p<\infty$.
The estimate (2.10) is a direct corollary to the hypercontractivity of the OrnsteinUhlenbeck semigroup due to Nelson [Ne166] and the fact that any element $X \in \mathscr{H}_{k}$ is an eigenfunction for the Ornstein-Uhlenbeck operator with eigenvalue $-k$.

For our purpose, we need the following three facts: (i) If $Z$ is a linear combination of $\left\{g_{n}\right\}$, then $Z \in \mathscr{H}_{1}$. (ii) For $Z \in \mathscr{H}_{1}$, the random variable $Z^{2}-\mathbb{E}\left[Z^{2}\right] \in \mathscr{H}_{2}$. (iii) If $Y, Z \in \mathscr{H}_{1}$ are independent, then $Y Z \in \mathscr{H}_{2}$.

The next lemma gives a regularity criterion for stationary random distributions. Recall that a random distribution $u$ on $\mathbb{T}^{d}$ is said to be stationary if $u(\cdot)$ and $u\left(x_{0}+\cdot\right)$ have the same law for any $x_{0} \in \mathbb{T}^{d}$. Moreover, we say that $u \in \mathscr{H}_{k}$ if $u(\varphi) \in \mathscr{H}^{k}$ for any test function $\varphi \in C^{\infty}\left(\mathbb{T}^{d}\right)$.

Lemma 2.3. (i) Let $u$ be a stationary random distribution on $\mathbb{T}^{d}$, belonging to $\mathscr{H}_{k}$ for some $k \in \mathbb{N}_{0}$. Suppose that there exists $s_{0} \in \mathbb{R}$ such that

$$
\begin{equation*}
\mathbb{E}\left[|\widehat{u}(n)|^{2}\right] \lesssim\langle n\rangle^{-d-2 s_{0}} \tag{2.11}
\end{equation*}
$$

for any $n \in \mathbb{Z}^{d}$. Then, for any $s<s_{0}$ and finite $p \geqslant 2$, we have $u \in L^{p}\left(\Omega ; \mathscr{C}^{s}\left(\mathbb{T}^{d}\right)\right)$. (ii) Let $\left\{u_{N}\right\}_{N \in \mathbb{N}}$ be a sequence of stationary random distributions on $\mathbb{T}^{d}$, belonging to $\mathscr{H}_{k}$ for some $k \in \mathbb{N}_{0}$. Suppose that there exists $s_{0} \in \mathbb{R}$ such that $u_{N}$ satisfies (2.11) for each $N \in \mathbb{N}$. Moreover, suppose that there exists $\theta>0$ such that

$$
\mathbb{E}\left[\left|\widehat{u}_{N}(n)-\widehat{u}_{M}(n)\right|^{2}\right] \lesssim N^{-2 \theta}\langle n\rangle^{-d-2 s_{0}}
$$

for any $n \in \mathbb{Z}^{d}$ and any $M \geqslant N \geqslant 1$. Then, for any $s<s_{0}$ and finite $p \geqslant 2, u_{N}$ converges to some $u$ in $L^{p}\left(\Omega ; \mathscr{b}^{s}\left(\mathbb{T}^{d}\right)\right)$.

The proof is a straightforward computation with the Wiener chaos estimate (Lemma 2.2). See [MWX 17, Proposition 3.6] for details of the proof of Part (i). Part (ii) follows from similar considerations.

[^3]
### 2.4 Truncated NLW dynamics: well-posedness and approximation

In the following, we often work at the level of the truncated dynamics in order to rigorously justify calculations. As such, in this subsection, we briefly go over the well-posedness theory and approximation results of the following Cauchy problem for the truncated NLW on $\mathbb{T}^{3}$ :

$$
\left\{\begin{array}{l}
\partial_{t} u=v  \tag{2.12}\\
\partial_{t} v=\Delta u-\pi_{N}\left(\left(\pi_{N} u\right)^{3}\right) \\
\left.(u, v)\right|_{t=0}=\left(u_{0}, v_{0}\right),
\end{array}\right.
$$

where $N \geqslant 1$ and $\pi_{N}$ denotes the projector onto spatial frequencies $\{|n| \leqslant N\}$. We also use the following shorthand notations:

$$
u_{N}=\pi_{N} u \quad \text { and } \quad v_{N}=\pi_{N} v .
$$

We allow $N=\infty$ with the convention $\pi_{\infty}=\mathrm{Id}$, which reduces (2.12) to (1.2).
For the (untruncated) NLW (1.2), the conserved energy is given by

$$
E(\vec{u})=\frac{1}{2} \int_{\mathbb{T}^{3}}\left(|\nabla u|^{2}+v^{2}\right)+\frac{1}{4} \int_{\mathbb{T}^{3}} u^{4} .
$$

The truncated system (2.12) also has the following conserved energy:

$$
\begin{equation*}
E_{N}(\vec{u})=\frac{1}{2} \int_{\mathbb{T}^{3}}\left(|\nabla u|^{2}+v^{2}\right)+\frac{1}{4} \int_{\mathbb{T}^{3}}\left(\pi_{N} u\right)^{4} . \tag{2.13}
\end{equation*}
$$

In the following two lemmas, we state the classical well-posedness theory for (2.12) and the relevant dynamical properties.

Lemma 2.4. Let $\sigma \geqslant 1$ and $N \in \mathbb{N} \cup\{\infty\}$. Then, the truncated $N L W$ (2.12) is globally well-posed in $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$. Namely, given any $\left(u_{0}, v_{0}\right) \in \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$, there exists a unique global solution to (2.12) in $C\left(\mathbb{R} ; \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)\right)$, where the dependence on initial data is continuous. Moreover, if we denote by $\Phi_{N}(t)$ the data-to-solution map at time $t$, then $\Phi_{N}(t)$ is a continuous bijection on $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ for every $t \in \mathbb{R}$, satisfying the semigroup property:

$$
\Phi_{N}(t+\tau)=\Phi_{N}(t) \circ \Phi_{N}(\tau)
$$

for any $t, \tau \in \mathbb{R}$.
The global well-posedness result stated in Lemma 2.4 follows from a standard local well-posedness theory along with the conservation of the truncated energy $E_{N}(\vec{u})$. See [OT20, Lemma 2.1] for the proof in the two-dimensional case. ${ }^{5}$ The same proof applies to the three-dimensional case in view of the Sobolev embedding $H^{1}\left(\mathbb{T}^{3}\right) \subset L^{6}\left(\mathbb{T}^{3}\right)$ (with a small modification at the zeroth frequency).

[^4]Lemma 2.5. (i) (Growth bound) Given $\sigma \geqslant 1$, we denote by $B_{R}$ the ball of radius $R>0$ in $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ centered at the origin. Then, for any given $T>0$, there exists $C(R, T)>0$ such that

$$
\begin{equation*}
\Phi_{N}(t)\left(B_{R}\right) \subset B_{C(R, T)} \tag{2.14}
\end{equation*}
$$

for any $t \in[0, T]$ and $N \in \mathbb{N} \cup\{\infty\}$.
(ii) (Approximation) Let $\sigma \geqslant 1, T>0$, and $K$ be a compact set in $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$. Then, for every $\varepsilon>0$, there exists $N_{0} \in \mathbb{N}$ such that

$$
\left\|\Phi(t)(\vec{u})-\Phi_{N}(t)(\vec{u})\right\|_{\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)}<\varepsilon
$$

for any $t \in[0, T], \vec{u} \in K$, and $N \geqslant N_{0}$. Hence, we have

$$
\Phi(t)(K) \subset \Phi_{N}(t)\left(K+B_{\varepsilon}\right) .
$$

for any $t \in[0, T]$ and $N \geqslant N_{0}$. Here, $\Phi(t)$ denotes the solution map $\Phi_{\infty}(t)=$ $\Phi_{\mathrm{NLW}}(t)$ for the (untruncated) NLW (1.2).
Proof. The solution $\vec{u}=(u, v)$ to (2.12) satisfies the following Duhamel formulation:

$$
\begin{align*}
& u(t)=S(t)\left(u_{0}, v_{0}\right)-\int_{0}^{t} \frac{\sin \left(\left(t-t^{\prime}\right)|\nabla|\right)}{|\nabla|} \pi_{N}\left(\left(\pi_{N} u\right)^{3}\right)\left(t^{\prime}\right) d t^{\prime} \\
& v(t)=\partial_{t} S(t)\left(u_{0}, v_{0}\right)-\int_{0}^{t} \cos \left(\left(t-t^{\prime}\right)|\nabla|\right) \pi_{N}\left(\left(\pi_{N} u\right)^{3}\right)\left(t^{\prime}\right) d t^{\prime} \tag{2.15}
\end{align*}
$$

where $S(t)$ denotes the linear wave propagator given by

$$
S(t)\left(u_{0}, v_{0}\right)=\cos (t|\nabla|) u_{0}+\frac{\sin (t|\nabla|)}{|\nabla|} v_{0} .
$$

From the fractional Leibniz rule (2.7) and (2.5), we have

$$
\begin{equation*}
\left\|u^{3}\right\|_{H^{\sigma-1}} \lesssim\|u\|_{B_{6,2}^{\sigma-1}}\|u\|_{L^{6}}^{2} \lesssim\|u\|_{H^{\sigma}}\|u\|_{H^{1}}^{2} \tag{2.16}
\end{equation*}
$$

for $\sigma \geqslant 1$. Then, from (2.15) and (2.16) with the conservation of the truncated energy $E_{N}$ in (2.13), we have ${ }^{6}$

$$
\begin{aligned}
\|\vec{u}(t)\|_{\vec{H}^{\sigma}} & \leqslant\left\|\left(u_{0}, v_{0}\right)\right\|_{\vec{H}^{\sigma}}+C(1+|t|) \int_{0}^{t}\left\|u\left(t^{\prime}\right)\right\|_{H^{\sigma}}\left\|u\left(t^{\prime}\right)\right\|_{H^{1}}^{2} d t^{\prime} \\
& \leqslant\left\|\left(u_{0}, v_{0}\right)\right\|_{\vec{H}^{\sigma}}+C(1+|t|) \cdot E_{N}\left(u_{0}, v_{0}\right) \int_{0}^{t}\left\|(u, v)\left(t^{\prime}\right)\right\|_{\vec{H}^{\sigma}} d t^{\prime}
\end{aligned}
$$

Hence, the growth bound (2.14) follows from Gronwall's inequality.
The approximation property (ii) follows from a modification of the local wellposedness argument. Since the argument is standard, we omit details. See, for example, our previous works: Proposition 2.7 in [Tzv15] and Lemma 6.20/B. 2 in [OT17].
${ }^{6}$ The factor $1+|t|$ appears in controlling the zeroth frequency: $\frac{\sin \left(\left(t-t^{\prime}\right)|\nabla|\right)}{|\nabla|}=t-t^{\prime}$.

## 3 Proof of Theorem 1.1

In this section, we present the proof of Theorem 1.1. We first present a general framework of the strategy. We then introduce a renormalized energy and discuss further refinements required for our problem. In Subsection 3.4, we prove Theorem 1.1 by assuming the construction of the weighted Gaussian measure (Proposition 3.7 ) and the renormalized energy estimate (Proposition 3.8). We present the proofs of Propositions 3.7 and 3.8 in Sections 4 and 5 .

### 3.1 General framework

In [Tzv15], the third author introduced a general strategy, combining PDE techniques and stochastic analysis to prove quasi-invariance of Gaussian measures under nonlinear Hamiltonian PDE dynamics. In the following, we briefly describe a rough idea behind this method [Tzv15, OT20], using NLW on $\mathbb{T}^{d}$ as an example. See also [OT15] for a survey on this subject. Note that we keep our discussion at a formal level and that some steps need to be justified by working at the level of the truncated dynamics (2.12).

Let $\Phi=\Phi_{\text {NLW }}$ as in the previous section. In order to prove quasi-invariance of $\vec{\mu}_{s}$ under $\Phi$, we would like to show $\vec{\mu}_{s}(\Phi(t)(A))=0$ for any $t \in \mathbb{R}$ and any measurable set $A \subset \vec{H}^{\sigma}\left(\mathbb{T}^{d}\right)$ with $\vec{\mu}_{s}(A)=0$. Here, $\sigma<s+1-\frac{d}{2}$ denotes the regularity of samples on $\mathbb{T}^{d}$ under $\vec{\mu}_{s}$. The main idea is to study the evolution of

$$
\vec{\mu}_{s}(\Phi(t)(A))=Z_{s}^{-1} \int_{\Phi(t)(A)} e^{-\frac{1}{2}\|\vec{u}\|_{\vec{H}^{s+1}}^{2}} d \vec{u}
$$

for a general measurable set $A \subset \vec{H}^{\sigma}\left(\mathbb{T}^{d}\right)$ and to control the growth of $\vec{\mu}_{s}(\Phi(t)(A))$ in time. Here, the main goal is show a differential inequality of the form:

$$
\begin{equation*}
\frac{d}{d t} \vec{\mu}_{s}(\Phi(t)(A)) \leqslant C p^{\beta}\left\{\vec{\mu}_{s}(\Phi(t)(A))\right\}^{1-\frac{1}{p}} \tag{3.1}
\end{equation*}
$$

for some $0 \leqslant \beta \leqslant 1$ and for $p>1$ sufficiently large. Once (3.1) could be established, Yudovich's argument [Yud63] or its refinement [OT20] when $\beta=1$ would then yield quasi-invariance for short times. Iterating the argument and using time-reversibility of the equation yields quasi-invariance for all $t \in \mathbb{R}$. In this argument, the linear power of $p$ in the prefactor of the right-hand side of (3.1) is crucial.

By applying a change-of-variable formula, we have

$$
\begin{equation*}
\vec{\mu}_{s}(\Phi(t)(A)) "=" Z_{s}^{-1} \int_{A} e^{-\frac{1}{2}\|\Phi(t)(\vec{u})\|_{\vec{H}^{s+1}}^{2}} d \vec{u} . \tag{3.2}
\end{equation*}
$$

For the truncated dynamics (2.12), the formula (3.2) can be justified via invariance of the Lebesgue measure and bijectivity of the flow $\Phi_{N}$. See Lemma 3.9 below. Fix
$t_{0} \in \mathbb{R}$. Then, by taking a time derivative, we arrive at

$$
\begin{align*}
& \left.\frac{d}{d t} \vec{\mu}_{s}(\Phi(t)(A))\right|_{t=t_{0}} \\
& \quad=-\left.\frac{1}{2} Z_{s}^{-1} \int_{\Phi\left(t_{0}\right)(A)} \frac{d}{d t}\left(\|\Phi(t)(\vec{u})\|_{\vec{H}^{s+1}}^{2}\right) e^{-\frac{1}{2}\|\Phi(t)(\vec{u})\|_{\vec{H}^{s+1}}^{2}} d \vec{u}\right|_{t=0}  \tag{3.3}\\
& \quad=-\left.\frac{1}{2} \int_{\Phi\left(t_{0}\right)(A)} \frac{d}{d t}\left(\|\Phi(t)(\vec{u})\|_{\vec{H}^{s+1}}^{2}\right)\right|_{t=0} d \vec{\mu}_{s}
\end{align*}
$$

This reduction of the analysis to that at $t=0$, exploiting the group property $\Phi\left(t_{0}+t\right)=\Phi(t) \Phi\left(t_{0}\right)$ was inspired from the work [TV 14]. Suppose that we had an effective energy estimate (with smoothing) of the form:

$$
\begin{equation*}
\left.\frac{d}{d t}\|\Phi(t)(\vec{u})\|_{\vec{H}^{s+1}}^{2}\right|_{t=0} \quad " \leqslant " C\left(\|\vec{u}\|_{\vec{H}^{1}}\right)\|\vec{u}\|_{\overrightarrow{\mathscr{G}}^{\sigma} \sigma}^{\theta} \tag{3.4}
\end{equation*}
$$

for some $\theta \leqslant 2$. Then, the desired estimate (3.1) would follow from (3.2), (3.3), and (3.4) along with the Wiener chaos estimate (Lemma 2.2). Note that, in the energy estimate (3.4), we can afford to place two factors of $\vec{u}$ in the stronger Hölder-Besov $\overrightarrow{\mathscr{C}}^{\sigma}$-norm, while we need to place all the other factors in the (weaker) $\vec{H}^{1}$-norm, which is controlled by the conserved energy $E(\vec{u})$ in (2.13).

In [Tzv15], the third author established an energy estimate of the form (3.4) for the BBM equation by consideration in the spirit of quasilinear hyperbolic PDEs (namely, integration by parts in $x$ ). Unfortunately, an energy estimate of the form (3.4) does not hold in general for nonlinear Hamiltonian PDEs. In [OT17, OT20], the second and third authors circumvented this problem by introducing a modified energy:

$$
E_{s}(\vec{u})=\frac{1}{2}\|\vec{u}\|_{\vec{H}^{s+1}}^{2}+R_{s}(\vec{u})
$$

with a suitable correction term $R_{s}(\vec{u})$ such that the desired energy estimate of the form (3.4) holds for this modified energy. By following the strategy described above, they first established quasi-invariance of the weighted Gaussian measure associated with this modified energy:

$$
d \vec{\rho}_{s}=Z_{s}^{-1} e^{-E_{s}(\vec{u})} d \vec{u}=Z_{s}^{-1} e^{-R_{s}(\vec{u})} d \vec{\mu}_{s}
$$

(with a cutoff on a conserved quantity). Then, quasi-invariance of $\vec{\mu}_{s}$ followed from the mutual absolute continuity of $\vec{\mu}_{s}$ and $\vec{\rho}_{s}$.

For Schrödinger-type equations, modified energies were introduced by the normal form method (namely, integration by parts in time); see [OT17, OST18, FT19].

In [OT20], the second and third authors derived a modified energy for NLW on $\mathbb{T}^{2}$ based on integration by parts in $x$ but a certain renormalization was needed to control singularity. We will describe the details of this derivation in the next subsection.
Summary: The study of quasi-invariance has therefore been reduced to two steps: (i) the construction of the weighted Gaussian measure $\vec{\rho}_{s}$ and (ii) establishing an effective energy estimate on $\left.\partial_{t} E_{s}(\vec{u})\right|_{t=0}$.

### 3.2 Renormalized energy for NLW

In this subsection, we present a discussion on a modified energy for our problem. See (3.18) below for the full modified energy. In the following, we fix $\sigma=s+1-\frac{d}{2}-\varepsilon \geqslant$ 1 for some small $\varepsilon>0$ and let $B_{R}$ denotes the ball of radius $R>0$ in $\vec{H}^{\sigma}\left(\mathbb{T}^{d}\right)$ centered at the origin. Fix a frequency cutoff size $N$ and, instead of using (a suitable truncated version of) the energy of $\vec{\mu}_{s}$, let us consider the following natural energy to work with for the wave equation (see Remark 3.6):

$$
\frac{1}{2} \int_{\mathbb{T}^{d}}\left(D^{s} v_{N}\right)^{2}+\frac{1}{2} \int_{\mathbb{T}^{d}}\left(D^{s+1} u_{N}\right)^{2}
$$

where $D^{s}=(-\Delta)^{\frac{s}{2}}$ denotes the Riesz potential of order $s$. Fix an even integer $s \geqslant 4$ and let $\vec{u}=(u, v)$ be a solution to the truncated NLW (2.12). Then, the Leibniz rule yields

$$
\begin{align*}
\partial_{t}\left[\frac{1}{2} \int_{\mathbb{T}^{d}}\left(D^{s} v_{N}\right)^{2}+\right. & \left.\frac{1}{2} \int_{\mathbb{T}^{d}}\left(D^{s+1} u_{N}\right)^{2}\right]=\int_{\mathbb{T}^{d}}\left(D^{2 s} v_{N}\right)\left(-u_{N}^{3}\right) \\
= & -3 \int_{\mathbb{T}^{d}} D^{s} v_{N} D^{s} u_{N} u_{N}^{2} \\
& +\sum_{\substack{|\alpha|+|\beta|+|\gamma|=s \\
|\alpha|,|\beta|,|\gamma|<s}} c_{\alpha, \beta, \gamma} \int_{\mathbb{T}^{d}} D^{s} v_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\alpha} u_{N}  \tag{3.5}\\
& \times Q_{s, N}\left(u_{N}\right)^{\beta} u_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\gamma} u_{N}
\end{align*}
$$

for some combinatorial constants $c_{\alpha, \beta, \gamma}$ that depend only on $s$, where $Q_{s, N}\left(u_{N}\right)^{\alpha}$ denotes $Q_{s, N}\left(u_{N}\right)_{x_{1}}^{\alpha_{1}} \cdots Q_{s, N}\left(u_{N}\right)_{x_{d}}^{\alpha_{d}}$ for a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$. Samples $\vec{u}$ under the Gaussian measure $\vec{\mu}_{s}$ belong almost surely to $\overrightarrow{\mathscr{C}}^{\sigma}\left(\mathbb{T}^{d}\right) \backslash \overrightarrow{\mathscr{C}}^{s+1-\frac{d}{2}}\left(\mathbb{T}^{d}\right)$ for $\sigma<s+1-\frac{d}{2}$. The main issue is how to treat $D^{s} v_{N}$ on the right-hand side of (3.5) due to its low regularity $\sigma-1$. It turns out that all but the first term on the right-hand side of (3.5) can be treated by integration by parts. See Remark 3.3. As for the first term, recalling from (2.12) that $v_{N}=\partial_{t} u_{N}$, we have

$$
-3 \int_{\mathbb{T}^{d}} D^{s} v_{N} D^{s} u_{N} u_{N}^{2}
$$

$$
\begin{equation*}
=-\frac{3}{2} \partial_{t}\left[\int_{\mathbb{T}^{d}}\left(D^{s} u_{N}\right)^{2} u_{N}^{2}\right]+3 \int_{\mathbb{T}^{d}}\left(D^{s} u_{N}\right)^{2} v_{N} u_{N} \tag{3.6}
\end{equation*}
$$

The terms on the right-hand side of (3.6) are better behaved than that on the left-hand side since $D^{s}$ no longer falls on the less regular term $v$. This motivates us to define a modified energy with a correction term of the form:

$$
R_{s}(\vec{u})=\frac{3}{2} \int_{\mathbb{T}^{d}}\left(D^{s} u_{N}\right)^{2} u_{N}^{2}
$$

When $d=1$, this choice of the correction term allows us to define a suitable modified energy and to construct the weighted Gaussian measure associated with this modified energy (modulo an issue at the zeroth frequency). When $d=2$ or 3, however, we have $u \notin \mathscr{C}^{s}\left(\mathbb{T}^{d}\right)$ almost surely and thus the limiting expression $\left(D^{s} u\right)^{2}$ is ill defined since it is the square of a distribution of negative regularity. Moreover, the singular term $\left(D^{s} u\right)^{2}$ appears in both terms on the right-hand side of (3.6). As such, we have issues at the level of both the energy and its time derivative, which propagate to both the construction of the weighted Gaussian measure and the energy estimate.

Motivated by Euclidean quantum field theory, we introduce a renormalization. This amounts to replacing $\left(D^{s} u\right)^{2}$ by $\left(D^{s} u\right)^{2}-\infty$, suitably interpreted; given $N \in \mathbb{N}$, we replace $\left(D^{s} u_{N}\right)^{2}$ in (3.6) by $Q_{s, N}\left(u_{N}\right)$, where

$$
\begin{equation*}
Q_{s, N}(f) \stackrel{\text { def }}{=}\left(D^{s} f\right)^{2}-\sigma_{N} \tag{3.7}
\end{equation*}
$$

and $\sigma_{N}$ is given by

$$
\sigma_{N} \stackrel{\text { def }}{=} \mathbb{E}_{\vec{\mu}_{s}}\left[\left(D^{s} \pi_{N} u\right)^{2}\right] \sim \sum_{\substack{n \in \mathbb{Z}^{d}  \tag{3.8}\\ 1 \leqslant|n| \leqslant N}} \frac{1}{|n|^{2}} \sim \begin{cases}\log N & \text { for } d=2 \\ N & \text { for } d=3\end{cases}
$$

as $N \rightarrow \infty$. The crucial observation in [OT20] is that the effect of the renormalization for the two terms on the right-hand side in (3.6) precisely cancels each other, since

$$
-\frac{3}{2} \sigma_{N} \partial_{t}\left[\int_{\mathbb{T}^{d}} u_{N}^{2}\right]+3 \sigma_{N} \int_{\mathbb{T}^{d}} v_{N} u_{N}=0
$$

where we used the equation (2.12). As a result, we obtain

$$
\begin{align*}
& -3 \int_{\mathbb{T}^{d}} D^{s} v_{N} D^{s} u_{N} u_{N}^{2} \\
& \quad=-\frac{3}{2} \partial_{t}\left[\int_{\mathbb{T}^{d}} Q_{s, N}\left(u_{N}\right) u_{N}^{2}\right]+3 \int_{\mathbb{T}^{d}} Q_{s, N}\left(u_{N}\right) v_{N} u_{N} \tag{3.9}
\end{align*}
$$

In view of (3.5) and (3.9), we define the renormalized energy $\mathscr{E}_{S, N}(\vec{u})$ by

$$
\begin{gather*}
\mathscr{E}_{s, N}(\vec{u})=\frac{1}{2} \int_{\mathbb{T}^{d}}\left(D^{s+1} u\right)^{2}+\frac{1}{2} \int_{\mathbb{T}^{d}}\left(D^{s} v\right)^{2} \\
+\frac{3}{2} \int_{\mathbb{T}^{d}} Q_{s, N}\left(u_{N}\right) u_{N}^{2} . \tag{3.10}
\end{gather*}
$$

Then, we have

$$
\begin{align*}
\partial_{t} \mathscr{E}_{s, N}(\vec{u})= & 3 \int_{\mathbb{T}^{d}} Q_{s, N}\left(u_{N}\right) v_{N} u_{N} \\
+ & \sum_{\substack{|\alpha|+|\beta|+|\gamma|=s \\
|\alpha|,|\beta|,|\gamma|<s}} c_{\alpha, \beta, \gamma} \int_{\mathbb{T}^{d}} D^{s} v_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\alpha} u_{N}  \tag{3.11}\\
& \times Q_{s, N}\left(u_{N}\right)^{\beta} u_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\gamma} u_{N}
\end{align*}
$$

Note that we have renormalized both the energy and its time derivative at the same time. The considerations above motivate the definition of the renormalized weighted Gaussian measure:

$$
\begin{equation*}
d \overrightarrow{\widetilde{\rho}}_{s, r, N}=Z_{s, N, r}^{-1} \mathbf{1}_{\left\{E_{N}(\vec{u}) \leqslant r\right\}} e^{-\mathscr{C}_{s, N}(\vec{u})} d \vec{u}, \tag{3.12}
\end{equation*}
$$

where $E_{N}(\vec{u})$ is as in (2.13). The energy cutoff in (3.12) is necessary to construct this measure due to an issue with the zeroth frequency (see Remark 3.6).
Remark 3.1. If $\vec{u}$ is distributed according to the Gaussian measure $\vec{\mu}_{s}$, then we can apply Wick renormalization to $\left(D^{s} u_{N}\right)^{2}$ and obtain the Wick power : $\left(D^{s} u_{N}\right)^{2}$ :. Here, Wick renormalization corresponds the orthogonal projection onto a (second) homogeneous Wiener chaos under $L^{2}\left(\vec{\mu}_{s}\right)$. In this case, we have

$$
:\left(D^{s} u_{N}\right)^{2}:=Q_{s, N}\left(u_{N}\right)
$$

This renormalization allows us to take a limit $:\left(D^{s} u\right)^{2}:=\lim _{N \rightarrow \infty}:\left(D^{s} u_{N}\right)^{2}:$ in a suitable space (see Lemmas 4.1 and 4.6 below). In the discussion above for deriving the renormalized energy $\mathscr{E}_{s, N}$, however, $\vec{u}$ denotes a solution to (2.12) and a notation such as : $\left(D^{s} u_{N}\right)^{2}$ : is not well defined. This is the reason we needed to introduce $Q_{s, N}$ in (3.7).
Remark 3.2. This simultaneous renormalization of the energy and its time derivative does not introduce any modification to the original truncated equation (2.12) since its Hamiltonian $E_{N}(\vec{u})$ remains unchanged. We also point out two (related) interesting observations: (i) renormalization is usually applied in the handling of rough functions, whereas we use renormalization in the context of high regularity solutions, and (ii) the simultaneous renormalization is introduced only as a tool to prove Theorem 1.1.

Remark 3.3. In view of the regularity of $\vec{u}$ under $\vec{\mu}_{s}$, it may seem that some of the lower order terms under the sum on the right-hand side of (3.11) are divergent as $N \rightarrow \infty$ : for example, when $|\alpha|=s-1,|\beta|=1$, and $\gamma=0$. However, by integration by parts (in $x$ ) and the independence of $u$ and $v$, they turn out to be convergent without any renormalization. See the proof of Proposition 3.8.

- Problem (i): Construction of the weighted Gaussian measure. The problem of constructing the limiting weighted Gaussian measure measure $\overrightarrow{\tilde{\rho}}_{s, r}=\lim _{N \rightarrow \infty} \overrightarrow{\tilde{\rho}}_{s, r, N}$ bears some similarity with the problem of constructing the $\Phi^{4}$-measures. First of all, the need for renormalization in (3.10) means that the positivity of the random variable $\int\left(D^{s} u\right)^{2} u^{2}$ is destroyed. Moreover, there is a similarity between the measures themselves; despite not having the simple algebraic structure of the $\Phi^{4}$-measure, the term $\int\left(D^{s} u\right)^{2} u^{2}$ is quartic in $u$. In [OT20], the second and third authors exploited these similarities and modified Nelson's construction of the $\Phi_{2}^{4}$-measure to construct the desired weighted Gaussian measure $\overrightarrow{\widetilde{\rho}}_{s, r}$ in the two-dimensional case. The construction in [OT20] heavily uses the logarithmic divergence rate (3.8) of the renormalization constants and uses the energy cutoff $\mathbf{1}_{\left\{E_{N}(u, v) \leqslant r\right\}}$, while they did not make use of the positive quartic potential energy term $\frac{1}{4} \int u^{4}$.

The analogy between $\overrightarrow{\tilde{\rho}}_{s, r}$ and the $\Phi^{4}$-measures starts to break down in the threedimensional case. On the one hand, Nelson's construction fails for both. For the measure $\overrightarrow{\widetilde{\rho}}_{s, r}$, this is due to the algebraic divergence rate (3.8) of the renormalization constants $\sigma_{N}$; see Remark 3.6 in [OT20]. For the $\Phi_{3}^{4}$-measure, the issue is more subtle and further renormalization beyond Wick renormalization is required. As a consequence, the resulting $\Phi_{3}^{4}$-measure is expected to be singular with respect to its underlying Gaussian measure. We point out that one expects a priori that the renormalizations necessary for $\overrightarrow{\widetilde{\rho}}_{s, r}$ are different from the $\Phi_{3}^{4}$-measure since the singular term in $\int\left(D^{s} u\right)^{2} u^{2}$ is quadratic, not quartic, in $u$.

In order to construct $\overrightarrow{\tilde{\rho}}_{s, r}$, we use the techniques introduced in a recent paper [BG19] by Barashkov and Gubinelli, where the partition functions of the $\Phi_{2}^{4}$ - and $\Phi_{3}^{4}$-measures were analyzed by way of variational formulas. In particular, we show that the measures $\overrightarrow{\tilde{\rho}}_{s, r}$ are still absolutely continuous with respect to the underlying Gaussian measure. ${ }^{7}$ One technical issue with the construction of $\overrightarrow{\tilde{\rho}}_{s, r}$ is that it is not clear whether the term $\int\left(D^{s} u\right)^{2} u^{2}$ is good enough to control the large-scale behavior (= low frequency part) of $u$. In the following, we circumvent this problem by introducing a new renormalized energy $E_{s, N}(\vec{u})$ in (3.18) by adding the energy $E_{N}(\vec{u})$ in (2.13) (plus an extra term controlling the zeroth Fourier coefficient of $u$ ) to the renormalized energy $\mathscr{E}_{s, N}(\vec{u})$ in (3.10). This allows us to use the potential

[^5]energy term $\frac{1}{4} \int u_{N}^{4}$ in (2.13) to get rid of the need of the energy cutoff $\mathbf{1}_{\left\{E_{N}(\vec{u}) \leqslant r\right\}}$. The effect is to change the underlying Gaussian measure $\vec{\mu}_{s}$ to a different Gaussian measure $\vec{\nu}_{s}$, which will be shown to be equivalent to $\vec{\mu}_{s}$ by Kakutani's theorem. See Lemma 3.5 below. The measures that we construct are simple yet interesting examples of measures that require only Wick renormalization but for which Nelson's construction fails.

- Problem (ii): Energy estimate. In the two-dimensional case [OT2o], it was not possible to establish an energy estimate of the form (3.4). Instead, it was shown that

$$
\begin{equation*}
\left|\partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0} \mid \lesssim C\left(\|\vec{u}\|_{\vec{H}^{1}}\right) F(\vec{u}) . \tag{3.13}
\end{equation*}
$$

for a suitable renormalized energy. Here, $F(\vec{u})$ denotes complicated expressions that contain high regularity information on $\vec{u}$ such as the $\vec{W}^{\sigma, \infty}$-norm as well as the renormalized second power $\int_{\mathbb{T}^{2}} Q_{s, N}\left(u_{N}\right)$. As mentioned above, all but two factors need to be placed in the weaker $H^{1}$-norm so that $F(\vec{u})$ is at most quadratic in $\vec{u}$, which implies that $F(\vec{u}) \in \mathscr{H}_{2}$. This allows us to obtain the right growth bound of the form (3.1) after applying the Wiener chaos estimate (Lemma 2.2). Here, it is crucial to study the energy estimate (3.13) at time $t=0$ to exploit the Gaussian initial data in in (1.3). In [OT20], the energy estimate (3.13) involved a delicate quadrilinear Littlewood-Paley expansion balancing the interplay between the energy conservation and the higher order regularity. As pointed out in [OT20], the estimate of the form (3.13) fails for the three-dimensional case.

In a recent paper [PTV19], Planchon, Visciglia, and the third author proved quasi-invariance of the Gaussian measures under the dynamics of the (super-)quintic nonlinear Schrödinger equations (NLS) on $\mathbb{T}$ by establishing a novel energy estimate. The idea is to exploit a deterministic growth bound (2.14) on solutions. Then, the required energy estimate takes the following form: ${ }^{8}$

$$
\begin{equation*}
\left|\partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right| \leqslant C\left(1+\left\|\Phi_{N}(t)(\vec{u})\right\|_{\vec{H}^{\sigma}}^{k}\right) . \tag{3.14}
\end{equation*}
$$

Here, $k>0$ can be any positive number. The main point is that if we start dynamics with a measurable set $A \subset B_{R}$, then (3.14) with the growth bound (2.14) yields

$$
\left|\mathbf{1}_{A}(\vec{u}) \cdot \partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right| \leqslant C\left|\mathbf{1}_{B_{C(R, T)}}(\vec{u}) \cdot\left(1+\|\vec{u}\|_{\vec{H}^{\sigma}}^{k}\right)\right| \leqslant C(R)^{k}
$$

for any $t \in[0, T]$ and $N \in \mathbb{N} \cup\{\infty\}$. This control allows us to prove quasi-invariance for each measurable set $A \subset B_{R}$ (in the sense of (3.24) below). Then, by a soft argument, we can conclude quasi-invariance of the Gaussian measure $\vec{\mu}_{s}$. The main

[^6]advantage of this argument is that we are allowed to place any power $k$ in the stronger $\vec{H}^{\sigma}$-norm. Note that the energy estimate (3.14) is entirely deterministic and hence there is no need to reduce the analysis to time $t=0$.

In this paper, we combine these two approaches described above and establish an energy estimate of the form:

$$
\left|\mathbf{1}_{B_{R}}(\vec{u}) \cdot \partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0} \mid \leqslant C\left(\|\vec{u}\|_{\vec{H}^{\sigma}}\right) F(\vec{u}),
$$

where we use the deterministic growth bound (2.14) to control $C\left(\|\vec{u}\|_{\vec{H}^{\sigma}}\right)$, while we use the Wiener chaos estimate (Lemma 2.2) to control $F(\vec{u})$. The fact that we have access to the stronger $\vec{H}^{\sigma}$-norm (rather than $\vec{H}^{1}$-norm as in (3.13)) allows us to get by with a softer energy estimate. Moreover, in our case, $F(\vec{u})$ is given in an explicit manner (see Proposition 5.1). It contains products of derivatives of $u_{N}$ and $v_{N}$ as well as the $\mathscr{C}^{-1-\varepsilon}$-norm of the Wick power $Q_{s, N}\left(u_{N}\right)=\left(D^{s} u_{N}\right)^{2}-\sigma_{N}$. By proceeding as in [MWX17], we establish regularity properties of these random distributions in Proposition 4.3. These two points lead to a significantly simpler proof of quasi-invariance than the two-dimensional case [OT20].

Remark 3.4. Following the discussion of Remark (iv) in Subsection 1.2, one might attempt to implement an analogous construction of weighted Gaussian measure in the case of NLW with a higher order nonlinearity or in higher dimensions. Higher order nonlinearities would result in a higher power of the regular part of the renormalized energy, while the singular part would remain quadratic, i.e. $\left(D^{s} u\right)^{2}$. Thus, the construction of these measures seems tractable. This is in sharp contrast with the construction of the $\Phi_{3}^{2 n}$ measures, where higher order nonlinearities result in higher powers of distributions which makes the construction of such measures impossible (for $n \geqslant 3$ ). Higher dimensions would result in a more singular quadratic part.

### 3.3 Statements of key results

In the remaining part of this paper, we fix $d=3$. In this subsection, we introduce a new renormalized energy and then state the key propositions in proving Theorem 1.1 .

We first introduce a new Gaussian measure, whose energy is more suitable for analysis on NLW (but still controls the zeroth frequency). Define a Gaussian measure $\vec{\nu}_{s}$ via the following Karhunen-Loève expansions:

$$
\begin{align*}
& u^{\omega}(x)=g_{0}(\omega)+\sum_{n \in \mathbb{Z}^{3} \backslash\{0\}} \frac{g_{n}(\omega)}{\left(|n|^{2}+|n|^{2 s+2}\right)^{\frac{1}{2}}} e^{i n \cdot x}, \\
& v^{\omega}(x)=\sum_{n \in \mathbb{Z}^{3}} \frac{h_{n}(\omega)}{\left(1+|n|^{2 s}\right)^{\frac{1}{2}}} e^{i n \cdot x}, \tag{3.15}
\end{align*}
$$

where $\left\{g_{n}\right\}_{n \in \mathbb{Z}^{3}}$ and $\left\{h_{n}\right\}_{n \in \mathbb{Z}^{3}}$ are as in (1.3). Then, the formal density of $\vec{\nu}_{s}$ is given by

$$
d \vec{\nu}_{s}=Z_{s}^{-1} e^{-H_{s}(\vec{u})} d \vec{u},
$$

where

$$
\begin{gather*}
H_{s}(\vec{u})=\frac{1}{2}\left(\int_{\mathbb{T}^{3}} u\right)^{2}+\frac{1}{2} \int_{\mathbb{T}^{3}}|\nabla u|^{2}+\frac{1}{2} \int_{\mathbb{T}^{3}}\left(D^{s+1} u\right)^{2}  \tag{3.16}\\
+\frac{1}{2} \int_{\mathbb{T}^{3}} v^{2}+\frac{1}{2} \int_{\mathbb{T}^{3}}\left(D^{s} v\right)^{2} .
\end{gather*}
$$

Lemma 3.5. Let $s>\frac{3}{4}$. Then, the Gaussian measures $\vec{\mu}_{s}$ and $\vec{\nu}_{s}$ are equivalent.
The proof of this lemma is based on a simple application of Kakutani's theorem [Kak48]; see the proof of Lemma 6.1 in [OT20] for details in the two-dimensional case.

Remark 3.6. The linear wave equation conserves the homogeneous Sobolev norm:

$$
\|\vec{u}\|_{\vec{H}^{s+1}}^{2}=\int_{\mathbb{T}^{3}}\left(D^{s+1} u\right)^{2}+\int_{\mathbb{T}^{3}}\left(D^{s} v\right)^{2} .
$$

Hence, we would like to work with Gaussian measures with formal density $e^{-\frac{1}{2}\|u\|_{\tilde{H}^{s+1}}^{2}}$. These measures do not exist as probability measures since the zeroth frequency is not controlled. This is the reason we chose to include $g_{0}(\omega)$ in (3.15), giving rise to the first term in $H_{s}(\vec{u})$ defined in (3.16).

As we see below, we add the truncated energy $E_{N}(\vec{u})$ in (2.13) to construct the full renormalized energy, which explains the appearance of the terms with $|\nabla u|^{2}$ and $v^{2}$ in (3.16). This addition of the truncated energy $E_{N}(\vec{u})$ allows us to include the quartic potential energy $\frac{1}{4} \int u_{N}^{4}$ without changing the time derivative of the renormalized energy; see (3.19). We point out that this quartic homogeneity plays an important role in the construction of the weighted Gaussian measure.

Given $N \in \mathbb{N}$, we redefine the parameter $\sigma_{N}$, adapted to the new Gaussian measure $\vec{\nu}_{s}$, by

$$
\begin{equation*}
\sigma_{N} \stackrel{\text { def }}{=} \mathbb{E}_{\vec{\nu}_{s}}\left[\left(D^{s} u_{N}\right)^{2}\right]=\sum_{\substack{n \in \mathbb{Z}^{3} \\ 1 \leqslant|n| \leqslant N}} \frac{|n|^{2 s}}{|n|^{2}+|n|^{2 s+2}} \sim N \longrightarrow \infty \tag{3.17}
\end{equation*}
$$

as $N \rightarrow \infty$. We also redefine the operator $Q_{s, N}$ in (3.7) with this new definition of $\sigma_{N}$. In the remaining part of this paper, we will use these new definitions for $\sigma_{N}$ and $Q_{s, N}$.

We now define the full renormalized energy $E_{s, N}(\vec{u})$ by

$$
\begin{equation*}
E_{s, N}(\vec{u})=\mathscr{E}_{s, N}(\vec{u})+E_{N}(\vec{u})+\frac{1}{2}\left(\int_{\mathbb{T}^{3}} u_{N}\right)^{2}, \tag{3.18}
\end{equation*}
$$

where $\mathscr{E}_{s, N}$ is as in (3.10) and $E_{N}$ is the truncated energy in (2.13). Then, it follows from (3.11) and the conservation of the truncated energy that

$$
\begin{align*}
\partial_{t} E_{s, N}(\vec{u})=3 & \int_{\mathbb{T}^{3}} Q_{s, N}\left(u_{N}\right) v_{N} u_{N} \\
& +\sum_{\substack{|\alpha|+|\beta|+|\gamma|=s \\
|\alpha|,|\beta|,|\gamma|<s}} c_{\alpha, \beta, \gamma} \int_{\mathbb{T}^{3}} D^{s} v_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\alpha} u_{N}  \tag{3.19}\\
& \times Q_{s, N}\left(u_{N}\right)^{\beta} u_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\gamma} u_{N} \\
& +\left(\int_{\mathbb{T}^{3}} u_{N}\right)\left(\int_{\mathbb{T}^{3}} v_{N}\right)
\end{align*}
$$

for any solution $\vec{u}$ to the truncated NLW (2.12). Moreover, from (3.16), we have

$$
E_{s, N}(\vec{u})=H_{s}(\vec{u})+R_{s, N}(u),
$$

where

$$
\begin{align*}
R_{s, N}(u) & =\frac{3}{2} \int_{\mathbb{T}^{3}} Q_{s, N}\left(u_{N}\right) u_{N}^{2}+\frac{1}{4} \int_{\mathbb{T}^{3}} u_{N}^{4} \\
& =\frac{3}{2} \int_{\mathbb{T}^{3}}\left(\left(D^{s} u_{N}\right)^{2}-\sigma_{N}\right) u_{N}^{2}+\frac{1}{4} \int_{\mathbb{T}^{3}} u_{N}^{4} . \tag{3.20}
\end{align*}
$$

We are now ready to state the two key ingredients for proving Theorem 1.1: (i) the construction of the weighted Gaussian measures and (ii) the renormalized energy estimate.

Define the weighted Gaussian measure $\vec{\rho}_{s, N}$ by

$$
\begin{equation*}
d \vec{\rho}_{s, N}(\vec{u})=\mathscr{Z}_{s, N}^{-1} e^{-R_{s, N}(u)} d \vec{\nu}_{s}(\vec{u}), \tag{3.21}
\end{equation*}
$$

where $\mathscr{Z}_{s, N}$ is the normalization constant. The following proposition establishes uniform integrability of the density $e^{-R_{s, N}(u)}$ in (3.21), which allows us to construct the limiting weighted Gaussian measure $\vec{\rho}_{s}$ by

$$
d \vec{\rho}_{s}(\vec{u})=\mathscr{Z}_{s}^{-1} e^{-R_{s}(u)} d \vec{\nu}_{s}(\vec{u}),
$$

where $R_{s}(u)$ is a limit of $R_{s, N}(u)$; see Lemma 4.1.

Proposition 3.7 (Construction of the weighted Gaussian measure). Let $s>\frac{3}{2}$. Then, the weighted Gaussian measures $\vec{\rho}_{s, N}$ converges strongly to $\vec{\rho}_{s}$. Namely, we have

$$
\lim _{N \rightarrow \infty} \vec{\rho}_{s, N}(A)=\vec{\rho}_{s}(A)
$$

for any measurable set $A \subset \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right), \sigma<s-\frac{1}{2}$. Moreover, given any finite $p \geqslant 1$, the sequence $\left\{e^{-R_{s, N}(u)}\right\}_{N \in \mathbb{N}}$ and $e^{-R_{s}(u)}$ are uniformly bounded in $L^{p}\left(\vec{\nu}_{s}\right)$. As a consequence, $\vec{\rho}_{s}$ is equivalent to $\vec{\nu}_{s}$.

Next, we state the key renormalized energy estimate. Recall that $B_{R}$ denotes the ball of radius $R>0$ in $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ centered at the origin. We denote by $\Phi_{N}(t)$ the flow of the truncated NLW dynamics (2.12).

Proposition 3.8 (Renormalized energy estimate). Let $s \geqslant 4$ be an even integer. Then, given $R>0$, there is a constant $C=C(R)>0$ such that

$$
\left\{\left.\int \mathbf{1}_{B_{R}}(\vec{u}) \cdot\left|\partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0}\right|^{p} d \vec{\nu}_{s}(\vec{u})\right\}^{\frac{1}{p}} \leqslant C p
$$

for any finite $p \geqslant 1$ and any $N \in \mathbb{N}$.
Before we state the main proposition on the evolution of the truncated measures $\vec{\rho}_{s, N}$, let us state the following change-of-variable formula. Given $N \in \mathbb{N}$, let $\mathscr{E}_{N}=\pi_{N} L^{2}\left(\mathbb{T}^{3}\right)$ and we endow $\mathscr{E}_{N} \times \mathscr{E}_{N}$ with the Lebesgue measure $L_{N}$ as in Section 2. Then, by viewing the Gaussian measure $\vec{\nu}_{s}$ as a product measure on $\left(\mathscr{E}_{N} \times \mathscr{E}_{N}\right) \times\left(\mathscr{E}_{N} \times \mathscr{E}_{N}\right)^{\perp}$, we can write the truncated weighted Gaussian measure $\vec{\rho}_{s, N}$ defined in (3.21) as

$$
\begin{align*}
d \vec{\rho}_{s, N}(\vec{u}) & =\mathscr{Z}_{s, N}^{-1} e^{-R_{s, N}\left(\pi_{N} u\right)} d \vec{\nu}_{s}(\vec{u}), \\
& =\hat{Z}_{s, N}^{-1} e^{-E_{s, N}\left(\pi_{N} \vec{u}\right)} d L_{N} \otimes d \vec{\nu}_{s ; N}^{\perp}(\vec{u}), \tag{3.22}
\end{align*}
$$

where $\hat{Z}_{s, N}$ denotes the normalization constant and $\vec{\nu}_{s ; N}^{\perp}$ denotes the marginal Gaussian measure of $\vec{\nu}_{s}$ on $\left(\mathscr{E}_{N} \times \mathscr{E}_{N}\right)^{\perp}$. Then, we have the following change-of-variable formula.

Lemma 3.9. Let $s>\frac{3}{2}$ and $N \in \mathbb{N}$. Then, we have

$$
\vec{\rho}_{s, N}\left(\Phi_{N}(t)(A)\right)=\hat{Z}_{s, N}^{-1} \int_{A} e^{-E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)} d L_{N} \otimes d \vec{\nu}_{s ; N}^{\perp}(\vec{u})
$$

for any $t \in \mathbb{R}$ and any measurable set $A \subset \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ with $\sigma<s-\frac{1}{2}$.

The proof of Lemma 3.9 is based on (i) the invariance of the Lebesgue measure $L_{N}$ under (the low frequency part of) the truncated NLW dynamics $\pi_{N} \Phi_{N}(t)$, (ii) the conservation of the truncated energy $E_{N}(\vec{u})$ under $\Phi_{N}(t)$ and (iii) the bijectivity of the solution map $\Phi_{N}(t)$. As it follows from similar considerations presented in [Tzv15, OT17], we omit details of the proof.

We now state and prove the main proposition, essentially establishing the differential inequality (3.1). This proposition allows us to control the growth of the pushforward measure $\vec{\rho}_{s, N}\left(\Phi_{N}(t)(A)\right)$ of a given measurable set $A \subset \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ uniformly in $N \in \mathbb{N}$, provided that the set $A$ lies in the ball $B_{R} \subset \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$ of radius $R>0$. Namely, it only provides a set-dependent control. This dependence on $R>0$, however, does not cause any trouble in establishing quasi-invariance of the Gaussian measure $\vec{\nu}_{s}$ (and hence of $\vec{\mu}_{s}$ ).

Proposition 3.10. Let $s \geqslant 4$ be an even integer and $\sigma \in\left(1, s-\frac{1}{2}\right)$. Then, given $R>0$ and $T>0$, there exists $C_{R, T}>0$ such that

$$
\frac{d}{d t} \vec{\rho}_{s, N}\left(\Phi_{N}(t)(A)\right) \leqslant C_{R, T} \cdot p\left\{\vec{\rho}_{s, N}\left(\Phi_{N}(t)(A)\right)\right\}^{1-\frac{1}{p}}
$$

for any $p \geqslant 2$, any $N \in \mathbb{N}$, any $t \in[0, T]$, and any measurable set $A \subset B_{R} \subset$ $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$.

In [OT20], there is an analogous statement, controlling the evolution of the truncated measures (without the restriction on $B_{R}$ ); see [OT20, Lemma 5.2]. The main idea of the proof of Lemma 5.2 in [OT20] is to reduce the analysis to that at $t=0$, which provides access to the random distributions in (3.15). On the other hand, the main idea in [PTV 19] at this step is to use the deterministic control (2.14) on the growth of solutions. In the following, we combine both of these ideas, thus introducing a hybrid argument which works more effectively than each of the two methods.

Proof. Fix $R, T>0$ and $t_{0} \in[0, T]$. Let $A \subset B_{R}$ be a measurable set in $\vec{H}^{\sigma}\left(\mathbb{T}^{3}\right)$. Using the flow property of $\Phi_{N}(t)$, we have

$$
\begin{aligned}
\left.\frac{d}{d t} \vec{\rho}_{s, N}\left(\Phi_{N}(t)(A)\right)\right|_{t=t_{0}} & =\left.\mathscr{Z}_{s, N}^{-1} \frac{d}{d t} \int_{\Phi_{N}(t)(A)} e^{-R_{s, N}\left(\pi_{N} u\right)} d \vec{\nu}_{s}(\vec{u})\right|_{t=t_{0}} \\
& =\left.\mathscr{Z}_{s, N}^{-1} \frac{d}{d t} \int_{\Phi_{N}(t)\left(\Phi_{N}\left(t_{0}\right)(A)\right)} e^{-R_{s, N}\left(\pi_{N} u\right)} d \vec{\nu}_{s}(\vec{u})\right|_{t=0} .
\end{aligned}
$$

The change-of-variable argument (Lemma 3.9), (3.22), and the growth bound (2.14) in Lemma 2.5 yield

$$
\left.\frac{d}{d t} \vec{\rho}_{s, N}\left(\Phi_{N}(t)(A)\right)\right|_{t=t_{0}}
$$

$$
\begin{aligned}
& =\left.\hat{Z}_{s, N}^{-1} \frac{d}{d t} \int_{\Phi_{N}\left(t_{0}\right)(A)} e^{-E_{s, N}\left(\pi_{N} \Phi_{N}(t)(u, v)\right)} d L_{N} \otimes d \vec{\nu}_{s ; N}^{\perp}\right|_{t=0} \\
& =-\left.\mathscr{Z}_{s, N}^{-1} \int_{\Phi_{N}\left(t_{0}\right)(A)} \partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0} e^{-R_{s, N}\left(\pi_{N} u\right)} d \vec{\nu}_{s}(\vec{u}) \\
& \leqslant \mathscr{Z}_{s, N}^{-1} \int_{B_{C(R, T)}}\left|\partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0} \mid e^{-R_{s, N}\left(\pi_{N} u\right)} d \vec{\nu}_{s}(\vec{u}) .
\end{aligned}
$$

Then, from Hölder's inequality, we obtain

$$
\begin{aligned}
\left.\frac{d}{d t} \vec{\rho}_{s, N}\left(\Phi_{N}(t)(A)\right)\right|_{t=t_{0}} \leqslant & \left\|\left.\mathbf{1}_{B_{C(R, T)}}(\vec{u}) \cdot \partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0}\right\|_{L^{p}\left(\vec{\rho}_{s, N}\right)} \\
& \times\left\{\vec{\rho}_{s, N}\left(\Phi_{N}\left(t_{0}\right)(A)\right)\right\}^{1-\frac{1}{p}}
\end{aligned}
$$

Finally, by Cauchy-Schwarz inequality together with the uniform exponential moment bound on $R_{s, N}(u)$ in Proposition 3.7 and Proposition 3.8, we obtain

$$
\begin{align*}
& \left\|\left.\mathbf{1}_{B_{C(R, T)}}(u, v) \cdot \partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0}\right\|_{L^{p}\left(\vec{\rho}_{s, N}\right)} \\
& \leqslant \mathscr{Z}_{s, N}^{-\frac{1}{p}}\left\|\left.\boldsymbol{1}_{B_{C(R, T)}}(\vec{u}) \cdot \partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0}\right\|_{L^{2 p}\left(\vec{\nu}_{s, N}\right)}  \tag{3.23}\\
& \quad \times\left\|e^{-R_{s, N}(u)}\right\|_{L^{2}\left(\vec{\nu}_{s}\right)}^{\frac{1}{p}} \\
& \leqslant C_{R, T} \cdot p
\end{align*}
$$

Here, we used the boundedness of $\mathscr{Z}_{s, N}^{-1}$, uniformly in $N \in \mathbb{N}$ (recall that $\mathscr{Z}_{s, N} \rightarrow$ $\mathscr{Z}_{s}>0$ as $N \rightarrow \infty$ ). This completes the proof of Proposition 3.10.

### 3.4 Proof of Theorem 1.1

We conclude this section by presenting the proof of Theorem 1.1. Our aim is to show that for each fixed $R>0$, we have

$$
\begin{equation*}
\vec{\nu}_{s}(A)=0 \quad \text { implies } \quad \vec{\nu}_{s}(\Phi(t)(A))=0 \tag{3.24}
\end{equation*}
$$

for any measurable set $A \subset B_{R} \subset \vec{H}^{\sigma}\left(\mathbb{T}^{3}\right), \sigma \in\left(1, s-\frac{1}{2}\right)$ and any $t>0 .{ }^{9}$ Since the choice of $R>0$ is arbitrary, this yields quasi-invariance of $\vec{\nu}_{s}$ under the NLW dynamics. Then, we invoke Lemma 3.5 to conclude quasi-invariance of $\vec{\mu}_{s}$ (Theorem 1.1).

Arguing as in [OT20], Proposition 3.10 allows us to establish quasi-invariance of the truncated weighted Gaussian measures $\vec{\rho}_{s, N}$ with the uniform control in

[^7]$N \in \mathbb{N}$ (but with dependence on $R>0$ ). See Proposition $5 \cdot 3$ in [OT20]. By the approximation property of the truncated NLW dynamics (Lemma 2.5 (ii)) and the strong convergence of $\vec{\rho}_{s, N}$ to $\vec{\rho}_{s}$ (Proposition 3.7), we can upgrade this to the $N=\infty$ case, thus establishing quasi-invariance of the untruncated weighted Gaussian measure $\vec{\rho}_{s}$ under the NLW dynamics. See Lemma 5.5 in [OT20] for the proof.

Lemma 3.11. Given any $R>0$, there exists $t_{*}=t_{*}(R) \in[0,1]$ such that for any $\varepsilon>0$, there exists $\delta>0$ with the following property; if a measurable set $A \subset B_{R} \subset \overrightarrow{H^{\sigma}}\left(\mathbb{T}^{3}\right), \sigma \in\left(1, s-\frac{1}{2}\right)$ satisfies

$$
\vec{\rho}_{s}(A)<\delta,
$$

then we have

$$
\vec{\rho}_{s}(\Phi(t)(A))<\varepsilon
$$

for any $t \in\left[0, t_{*}\right]$.
Finally, we establish (3.24) by exploiting the mutual absolute continuity between $\vec{\rho}_{s}$ and $\vec{\nu}_{s}$ for each fixed $R>0$. Let $A \subset B_{R}$ be such that $\vec{\nu}_{s}(A)=0$. By the mutual absolute continuity of $\vec{\nu}_{s}$ and $\vec{\rho}_{s}$, we have

$$
\vec{\rho}_{s}(A)=0 .
$$

Now, fix a target time $T>0$ and let $C(R, T)$ be as in Lemma 2.5 (i). Namely, we have

$$
\begin{equation*}
\Phi(t)(A) \subset B_{C(R, T)} \tag{3.25}
\end{equation*}
$$

for all $t \in[0, T]$. Then, by applying Lemma 3.11 with $R$ replaced by $C(R, T)$, we obtain

$$
\begin{equation*}
\vec{\rho}_{s}(\Phi(t)(A))=0 \tag{3.26}
\end{equation*}
$$

for $t \in\left[0, t_{*}\right]$, where $t_{*}=t_{*}(C(R, T))$. In view of (3.25), we can iterate this argument and conclude that (3.26) holds for any $t \in[0, T]$. Since the choice of $T>0$ was arbitrary, we obtain (3.26) for any $t>0$. Finally, by invoking the mutual absolute continuity of $\vec{\nu}_{s}$ and $\vec{\rho}_{s}$ once again, we have

$$
\vec{\nu}_{s}(\Phi(t)(A))=0
$$

for any $t>0$. This proves (3.24) and hence Theorem 1.1.

Remark 3.12. While this new hybrid argument allows us to establish quasi-invariance of the Gaussian measure $\vec{\nu}_{s}$ (and hence $\vec{\mu}_{s}$ ) under the NLW dynamics even in the three-dimensional case, it does not provide as good of a quantitative bound as the two-dimensional argument. For example, in the two-dimensional case, the argument in [OT20] yielded

$$
\begin{equation*}
\vec{\rho}_{s}(\Phi(t)(A)) \lesssim\left(\vec{\rho}_{s}(A)\right)^{\frac{1}{c^{1+|t|}}} \tag{3.27}
\end{equation*}
$$

for a weighted Gaussian measure $\vec{\rho}_{s, r}$ with an energy cutoff $\mathbf{1}_{\{E(u, v) \leqslant r\}}$, where $c=c(r)>0$; see Remark 5.6 in [OT20]. Our present understanding does not provide an analogous bound to (3.27) in three dimensions.

## 4 Construction of the weighted Gaussian measure

In this section, we prove Proposition 3.7 by establishing uniform integrability of the densities $R_{s, N}(u)$ of the weighted Gaussian measures $\vec{\rho}_{s, N}$ in (3.21). In Subsection 4.1, we first prove some regularity properties of random distributions (Proposition 4.3) and then the $L^{p}$-convergence of $R_{s, N}(u)$ in (3.20). We split the proof of the main result (Proposition 4.2) into two parts. In Subsection 4.2, we follow the argument by Barashkov and Gubinelli [BG19] and express the partition function $\mathscr{Z}_{s, N}$ in terms of a minimization problem involving a stochastic control problem (Proposition 4.4). In Subsection 4.3, we then study the minimization problem and establish boundedness of the partition function $\mathscr{Z}_{s, N}$, uniformly in $N \in \mathbb{N}$.

Let $N \geqslant 1$. Recall that $\vec{\rho}_{s, N}$ has density $e^{-R_{s, N}(u)}$ with respect to $\vec{\nu}_{s}$. In particular, note that the non-Gaussian part of $\vec{\rho}_{s, N}$ depends only on $u$. This motivates the following reduction; define $H_{s}^{(1)}(u)$ and $H_{s}^{(2)}(v)$ by

$$
\begin{aligned}
& H_{s}^{(1)}(u)=\frac{1}{2}\left(\int_{\mathbb{T}^{3}} u\right)^{2}+\frac{1}{2} \int_{\mathbb{T}^{3}}|\nabla u|^{2}+\frac{1}{2} \int_{\mathbb{T}^{3}}\left(D^{s+1} u\right)^{2}, \\
& H_{s}^{(2)}(v)=\frac{1}{2} \int_{\mathbb{T}^{3}} v^{2}+\frac{1}{2} \int_{\mathbb{T}^{3}}\left(D^{s} v\right)^{2} .
\end{aligned}
$$

Then, define Gaussian measures $\nu_{s}^{(j)}, j=1,2$, with formal densities:

$$
d \nu_{s}^{(1)}=Z_{1, s}^{-1} e^{-H_{s}^{(1)}(u)} d u \quad \text { and } \quad d \nu_{s}^{(2)}=Z_{2, s}^{-1} e^{-H_{s}^{(2)}(v)} d v
$$

Since $H_{s}(\vec{u})=H_{s}(u, v)$ in (3.16) is now written as

$$
H_{s}(\vec{u})=H_{s}^{(1)}(u)+H_{s}^{(2)}(v),
$$

the Gaussian measure $\vec{\nu}_{s}$ can be rewritten as

$$
\begin{equation*}
d \vec{\nu}_{s}(\vec{u})=d \nu_{s}^{(1)}(u) \otimes d \nu_{s}^{(2)}(v) . \tag{4.1}
\end{equation*}
$$

From decomposition (4.1), we have

$$
d \vec{\rho}_{s, N}(\vec{u})=d \rho_{s, N}(u) \otimes d \nu_{s}^{(2)}(v),
$$

where $\rho_{s, N}$ is given by

$$
d \rho_{s, N}(u)=\mathscr{Z}_{s, N}^{-1} e^{-R_{s, N}(u)} d \nu_{s}^{(1)}(u) .
$$

The partition function $\mathscr{Z}_{s, N}$ is now expressed as

$$
\begin{equation*}
\mathscr{Z}_{s, N}=\int e^{-R_{s, N}(u)} d \nu_{s}^{(1)}(u) . \tag{4.2}
\end{equation*}
$$

In the following, we denote $\nu_{s}^{(1)}$ by $\nu_{s}$ and prove various statements in terms of $\nu_{s}$ but they can be trivially upgraded to the corresponding statement for $\vec{\nu}_{s}$.

Lemma 4.1. Let $s>\frac{3}{2}$. Then, given any finite $p<\infty, R_{s, N}$ defined in (3.20) converges to some $R_{s}$ in $L^{p}\left(\nu_{s}\right)$ as $N \rightarrow \infty$.

The goal of this section is to prove the following proposition on uniform (in $N \in \mathbb{N}$ ) integrability of the density $e^{-R_{s, N}(u)}$ for $\vec{\rho}_{s, N}$, which allows us to construct the limiting measure $\vec{\rho}_{s}$. As a consequence of our construction, the weighted Gaussian measure $\vec{\rho}_{s}$ is equivalent to $\vec{\nu}_{s}$ (and hence to $\vec{\mu}_{s}$ in view of Lemma 3.5).
Proposition 4.2. Let $s>\frac{3}{2}$. Then, given any finite $p<\infty$, there exists $C_{p}>0$ such that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}}\left\|e^{-R_{s, N}(u)}\right\|_{L^{p}\left(\nu_{s}\right)} \leqslant C_{p}<\infty . \tag{4.3}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} e^{-R_{s, N}(u)}=e^{-R_{s}(u)} \quad \text { in } L^{p}\left(\nu_{s}\right) . \tag{4.4}
\end{equation*}
$$

While the first part of Proposition 3.7 follows from Proposition 4.2 with $p=1$, we need to have the uniform bound (4.3) for some $p>1$ for the proof of Proposition 3.10. See (3.23). Note that this requirement on a higher integrability for some $p>1$ is analogous to the situation in Bourgain's construction on invariant Gibbs measures for Hamiltonian PDEs [Bou94], where, as in (3.23), the analysis of the weighted Gaussian measure needs to be reduced to that of the underlying Gaussian measure by Cauchy-Schwarz inequality. Since the argument is identical for any $p \geqslant 1$, we only present details for the case $p=1$. We point out that the $L^{p}$-convergence (4.4) is a consequence of the uniform exponential moment bound (4.3) and the softer convergence in measure (as a consequence of Lemma 4.1). See Remark 3.8 in [Tzvo8]. Therefore, we focus on proving the uniform bound (4.3).

In the next subsection, we prove Lemma 4.1. The subsequent subsections are devoted to the proof of Proposition 4.2.

### 4.1 Regularity of random distributions

Let $u$ be distributed according to $\nu_{s}$ and $Q_{s, N}$ be as in (3.7) with $\sigma_{N}$ in (3.17). In this case, we have

$$
:\left(D^{s} u_{N}\right)^{2}:=Q_{s, N}\left(u_{N}\right),
$$

where the left-hand side is the standard notation for the Wick renormalization.
We first state and prove the regularity properties of (products of) certain random distributions. The proof of Lemma 4.1 is presented at the end of this subsection.

Proposition 4.3. Let $s \geqslant 1$ and $\varepsilon>0$. Then, there exists $C=C(s, \varepsilon)>0$ such that for any $N \in \mathbb{N}$ and any $2 \leqslant p<\infty$, we have

$$
\begin{array}{rlrl}
\left\|:\left(D^{s} u_{N}\right)^{2}:\right\|_{L^{p}\left(\nu_{s}, \mathscr{C}^{-1-\varepsilon}\right)} & \leqslant C p, & & \\
\left\|Q_{s, N}\left(u_{N}\right)^{\kappa} v_{N} \partial^{\alpha} u_{N}\right\|_{\left.L^{p} \vec{\nu}_{s}, \mathscr{C}^{-1-\varepsilon}\right)} \leqslant C p & & |\kappa|=s-1,|\alpha|=s, \\
\left\|Q_{s, N}\left(u_{N}\right)^{\kappa} v_{N} \partial^{\alpha} u_{N}\right\|_{L^{p}\left(\overrightarrow{\nu_{s}}, \mathscr{G}^{-\frac{1}{2}-\varepsilon}\right)} \leqslant C p & & |\kappa|=s-1,|\alpha| \leqslant s-1, \tag{4.7}
\end{array}
$$

where $u_{N}=\pi_{N} u$ and $v_{N}=\pi_{N} v$. Moreover, as $N \rightarrow \infty$, the sequences above converge to limits denoted by $:\left(D^{s} u\right)^{2}:$ and $Q_{s, N}\left(u_{N}\right)^{\kappa} v Q_{s, N}\left(u_{N}\right)^{\alpha} u$ with respect to the same topologies.

We will also use this proposition in proving the renormalized energy estimate in Section 5 .

Proof. We only prove (4.5) in the following. The other estimates (4.6) and (4.7) follow in a similar manner, with the simplification that no renormalization is needed due to the independence of $u$ and $v$ under $\vec{\nu}_{s}$. The regularity $-1-\varepsilon$ in (4.6) is naturally expected in view of the regularities $<-\frac{1}{2}$ for each of $Q_{s, N}\left(u_{N}\right)^{\kappa} v_{N}$ and $\partial^{\alpha} u_{N}$. A similar comment applies to (4.7), where the regularity of $Q_{s, N}\left(u_{N}\right)^{\kappa} v$ is less than $-\frac{1}{2}$.

Noting that

$$
\frac{|n|^{s}}{\left(|n|^{2}+|n|^{2 s+2}\right)^{\frac{1}{2}}} \lesssim \frac{1}{\langle n\rangle}
$$

for any $n \in \mathbb{Z}^{3} \backslash\{0\}$, it follows from the Karhunen-Loève expansion (3.15) that

$$
\begin{align*}
\mathbb{E}_{\nu_{s}}\left[\left|\mathscr{F}\left\{:\left(D^{s} u_{N}\right)^{2}:\right\}(n)\right|^{2}\right] \lesssim & \sum_{\substack{n_{1}, n_{2} \in \mathbb{Z}^{3} \\
\left|n_{j}\right| \leqslant N}} \frac{\left|\mathbb{E}\left[g_{n_{1}} g_{n-n_{1}} g_{-n_{2}} g_{-n+n_{2}}\right]\right|}{\left\langle n_{1}\right\rangle\left\langle n-n_{1}\right\rangle\left\langle n_{2}\right\rangle\left\langle n-n_{2}\right\rangle} \mathbf{1}_{\{n \neq 0\}} \\
& +\sum_{\substack{n_{1}, n_{2} \in \mathbb{Z}^{3} \\
\left|n_{j}\right| \leqslant N}} \frac{\left|\mathbb{E}\left[\left(\left|g_{n_{1}}\right|^{2}-1\right)\left(\left|g_{n_{2}}\right|^{2}-1\right)\right]\right|}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}} \mathbf{1}_{\{n=0\}} \tag{4.8}
\end{align*}
$$

for any $n \in \mathbb{Z}^{3}$, where $\mathscr{F}$ denotes Fourier transform. In the first sum on the righthand side of (4.8), we note that due to the independence (modulo the conjugates) of the $g_{n}$ 's and by Wick's theorem, all non-vanishing terms must satisfy $n_{1}=n_{2}$ or $n_{1}=n-n_{2}$. Thus, we obtain

$$
\begin{align*}
\sum_{\substack{n_{1}, n_{2} \in \mathbb{Z}^{3} \\
\left|n_{j}\right| \leqslant N}} & \frac{\left|\mathbb{E}\left[g_{n_{1}} g_{n-n_{1}} g_{-n_{2}} g_{-n+n_{2}}\right]\right|}{\left\langle n_{1}\right\rangle\left\langle n-n_{1}\right\rangle\left\langle n_{2}\right\rangle\left\langle n-n_{2}\right\rangle} \mathbf{1}_{\{n \neq 0\}} \\
& \lesssim \sum_{n_{1} \in \mathbb{Z}^{3}} \frac{1}{\left\langle n_{1}\right\rangle^{2}\left\langle n-n_{1}\right\rangle^{2}} \tag{4.9}
\end{align*} \frac{1}{\langle n\rangle}
$$

uniformly in $N \in \mathbb{N}$, where in the last inequality we used a standard result on discrete convolutions (see Lemma 4.2 in [MWX17]). In the second sum on the right-hand side of (4.8), we note that, by Wick's theorem, the contribution from $\left|n_{1}\right| \neq\left|n_{2}\right|$ vanishes. Thus, we obtain

$$
\begin{equation*}
\sum_{\substack{n_{1}, n_{2} \in \mathbb{Z}^{3} \\\left|n_{j}\right| \leqslant N}} \frac{\left|\mathbb{E}\left[\left(\left|g_{n_{1}}\right|^{2}-1\right)\left(\left|g_{n_{2}}\right|^{2}-1\right)\right]\right|}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}} \mathbf{1}_{\{n=0\}} \lesssim 1, \tag{4.10}
\end{equation*}
$$

uniformly in $N \in \mathbb{N}$. Putting (4.9) and (4.10) together, we obtain

$$
\mathbb{E}\left[\left|\mathscr{F}\left\{:\left(D^{s} u_{N}\right)^{2}:\right\}(n)\right|^{2}\right] \lesssim \frac{1}{\langle n\rangle}
$$

for any $n \in \mathbb{Z}^{3}$ and $N \in \mathbb{N}$.
By a similar computation, we have

$$
\mathbb{E}\left[\left|\mathscr{F}\left\{:\left(D^{s} u_{N}\right)^{2}:-:\left(D^{s} u_{M}\right)^{2}:\right\}(n)\right|^{2}\right] \lesssim \frac{1}{N^{\theta}\langle n\rangle^{1-\theta}}
$$

for any $n \in \mathbb{Z}^{3}$, any $M \geqslant N \geqslant 1$, and $\theta \in[0,1]$. Note that : $\left(D^{s} u_{N}\right)^{2}:$ lies in the second homogeneous Wiener chaos $\mathscr{H}_{2}$. Hence, by Lemma 2.3 with $\theta>0$ sufficiently small, we conclude that : $\left(D^{s} u_{N}\right)^{2}$ : converges to some : $\left(D^{s} u\right)^{2}$ : in $L^{p}\left(\nu_{s} ; \mathscr{C}^{-1-\varepsilon}\left(\mathbb{T}^{3}\right)\right)$ for any finite $p \geqslant 2$.

We now present the proof of Lemma 4.1.
Proof of Lemma 4.1. For $s>\frac{3}{2}$, Lemma 2.3 implies $u_{N}$ converges to $u$ in $L^{p}\left(\nu_{s} ; \mathscr{C}^{\sigma}\right)$ for any finite $p \geqslant 2$ and any $\sigma<s-\frac{1}{2}$. In the following, we choose $\sigma>0$ sufficiently close to $s-\frac{1}{2}$. Then, by the algebra property (2.4), we see that $u_{N}^{2}$ (and $u_{N}^{4}$, respectively) converges to $u^{2}$ (and $u^{4}$, respectively) in $L^{p}\left(\nu_{s} ; \mathscr{C}^{\sigma}\right)$ for any finite $p \geqslant 2$.

Proposition 4.3 asserts that : $\left(D^{s} u_{N}\right)^{2}$ : converges to : $\left(D^{s} u\right)^{2}: \in L^{p}\left(\nu_{s}, \mathscr{C}^{-1-\varepsilon}\left(\mathbb{T}^{3}\right)\right)$ for any $\varepsilon>0$. Recall from (2.8) that the bilinear multiplication map from $\mathscr{C}^{s_{1}} \times \mathscr{C}^{s_{2}}$ to $\mathscr{C}^{s_{1}}$ is a continuous operation for $s_{1}<0<s_{2}$ such that $s_{1}+s_{2}>0$. Therefore, by choosing $\sigma>1+\varepsilon$ (which is possible since $s>\frac{3}{2}$ ), we conclude that

$$
:\left(D^{s} u\right)^{2}: u^{2}=\lim _{N \rightarrow \infty}:\left(D^{s} u_{N}\right)^{2}: u_{N}^{2}
$$

exists as an element in $L^{p}\left(\nu_{s} ; \mathscr{C}^{-1-\varepsilon}\left(\mathbb{T}^{3}\right)\right)$ for all finite $p \geqslant 2$. This means that

$$
\begin{equation*}
\frac{3}{2}:\left(D^{s} u\right)^{2}: u^{2}+\frac{1}{4} u^{4} \in L^{p}\left(\nu_{s}, \mathscr{C}^{-1-\varepsilon}\left(\mathbb{T}^{3}\right)\right) . \tag{4.11}
\end{equation*}
$$

Lemma 4.1 then follows from (4.11).

### 4.2 Variational formulation

In this subsection, we follow the argument in [BG19] and derive a variational formula for the normalization constant $\mathscr{Z}_{s, N}$ in (4.2). Given small $\varepsilon>0$, let $\Omega_{\varepsilon}=C\left(\mathbb{R}_{+}, \mathscr{C}^{-\frac{3}{2}-\varepsilon}\left(\mathbb{T}^{3}\right)\right)$ equipped with its Borel $\sigma$-algebra. Denote by ${ }^{10}\left\{X_{t}\right\}$ the coordinate process on $\Omega_{\varepsilon}$ and consider the probability measure $\mathbb{P}$ that makes $\left\{X_{t}\right\}$ a cylindrical Brownian motion in $L^{2}\left(\mathbb{T}^{3}\right)$. Namely, we have

$$
X_{t}=\sum_{n \in \mathbb{Z}^{3}} B_{t}^{n} e^{i n \cdot x}
$$

where $\left\{B_{t}^{n}\right\}_{n \in \mathbb{Z}^{3}}$ is a sequence of independent complex-valued ${ }^{11}$ Brownian motions such that $\overline{B_{t}^{n}}=B_{t}^{-n}, n \in \mathbb{Z}^{3}$. Then, define a centered Gaussian process $\left\{Y_{t}\right\}$ by

$$
\begin{equation*}
Y_{t}=\mathscr{g}^{-s-1} X_{t} \stackrel{\text { def }}{=} B_{t}^{0}+\sum_{n \in \mathbb{Z}^{3} \backslash\{0\}} \frac{B_{t}^{n}}{\left(|n|^{2}+|n|^{2 s+2}\right)^{\frac{1}{2}}} e^{i n \cdot x} . \tag{4.12}
\end{equation*}
$$

Then, in view of (3.15), we have $\operatorname{Law}_{\mathbb{P}}\left(Y_{1}\right)=\nu_{s}$. By truncating the sum in (4.12), we also define the truncated process $Y_{t}^{N}=\pi_{N} Y_{t}$ with the property $\operatorname{Law}_{\mathbb{P}}\left(Y_{1}^{N}\right)=$ $\operatorname{Law}_{\nu_{s}}\left(\pi_{N} u\right)$. Note that we have $\mathbb{E}\left[\left(D^{s} Y_{1}^{N}\right)^{2}\right]=\sigma_{N}$, where $\sigma_{N}$ is as in (3.17). For simplicity of notations, we suppress dependence on $N \in \mathbb{N}$ when it is clear from the context.

Let $\mathbb{H}_{a}$ denote the space of progressively measurable processes that belong to $L^{2}\left([0,1] ; L^{2}\left(\mathbb{T}^{3}\right)\right), \mathbb{P}$-almost surely. We say that an element $\theta$ of $\mathbb{H}_{a}$ is a drift. Given a drift $\theta \in \mathbb{H}_{a}$, we define the measure $\mathbb{Q}^{\theta}$ whose Radon-Nikodym derivative with respect to $\mathbb{P}$ is given by the following stochastic exponential:

$$
\begin{equation*}
\frac{d \mathbb{Q}^{\theta}}{d \mathbb{P}}=e^{\int_{0}^{1}\left\langle\theta_{t}, d X_{t}\right\rangle-\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t} \tag{4.13}
\end{equation*}
$$

[^8]Here, $\langle\cdot, \cdot\rangle$ denotes the inner product on $L^{2}\left(\mathbb{T}^{3}\right)$. Then, by letting $\mathbb{H}_{c}$ denote the space of drifts such that $\mathbb{Q}^{\theta}\left(\Omega_{\varepsilon}\right)=1$, it follows from Girsanov's theorem ([DPZ14, Theorem 10.14] and [RY13, Theorems 1.4 and 1.7 in Chapter VIII]) that the process $X_{t}$ is a semimartingale under $\mathbb{Q}^{\theta}$ with a decomposition:

$$
\begin{equation*}
X_{t}=X_{t}^{\theta}+\int_{0}^{t} \theta_{t^{\prime}} d t^{\prime} \tag{4.14}
\end{equation*}
$$

where $X_{t}^{\theta}$ is now a cylindrical Brownian motion in $L^{2}\left(\mathbb{T}^{3}\right)$ under the new measure $\mathbb{Q}^{\theta}$. From (4.14), we also obtain the decomposition:

$$
\begin{equation*}
Y_{t}=Y_{t}^{\theta}+I_{t}(\theta) \tag{4.15}
\end{equation*}
$$

where $Y_{t}^{\theta}=\mathscr{f}^{-s-1} X_{t}^{\theta}$ and $I_{t}(\theta)=\int_{0}^{t} \mathscr{g}^{-s-1} \theta_{t^{\prime}} d t^{\prime}$. In the following, we use $\mathbb{E}$ to denote an expectation with respect to $\mathbb{P}$, while we use $\mathbb{E}_{\mathbb{Q}}$ for an expectation with respect to some other probability measure $\mathbb{Q}$.

Before proceeding further, let us recall the following estimate ([Föl85, Lemma 2.6]):

$$
\begin{equation*}
\int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t \leqslant 2 H\left(\mathbb{Q}^{\theta} \mid \mathbb{P}\right) \tag{4.16}
\end{equation*}
$$

where $H\left(\mathbb{Q}^{\theta} \mid \mathbb{P}\right)$ denotes the relative entropy of $\mathbb{Q}^{\theta}$ with respect to $\mathbb{P}$ defined by

$$
H\left(\mathbb{Q}^{\theta} \mid \mathbb{P}\right)=\mathbb{E}_{\mathbb{Q}^{\theta}}\left[\log \frac{d \mathbb{Q}^{\theta}}{d \mathbb{P}}\right]=\mathbb{E}\left[\frac{d \mathbb{Q}^{\theta}}{d \mathbb{P}} \log \frac{d \mathbb{Q}^{\theta}}{d \mathbb{P}}\right]
$$

With the notations introduced above, we have the following variational characterization of the partition function $\mathscr{Z}_{s, N}$ defined in (4.2).

Proposition 4.4. For any $N \in \mathbb{N}$, we have

$$
\begin{equation*}
-\log \mathscr{Z}_{s, N}=\inf _{\theta \in \mathbb{H}_{c}} \mathbb{E}_{\mathbb{Q}^{\theta}}\left[R_{s, N}\left(Y_{1}^{\theta}+I_{1}(\theta)\right)+\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t\right] . \tag{4.17}
\end{equation*}
$$

Proof. As a preliminary step, we first derive bounds on $\mathscr{Z}_{s, N}$ and

$$
\mathbb{E}\left[\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}} \log \left(\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}}\right)\right] .
$$

Note that these bounds imply that the measure $\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{I}_{s, N}} d \mathbb{P}$ has a finite relative entropy with respect to $\mathbb{P}$.

From (4.2), Jensen's inequality, and (3.20), there exists finite $C(N)>0$ such that

$$
\begin{equation*}
\mathscr{Z}_{s, N} \geqslant e^{-\mathbb{E}\left[R_{s, N}\left(Y_{1}\right)\right]} \geqslant e^{-\mathbb{E}\left[\frac{3}{2} \int\left(D^{s} Y_{1}^{N}\right)^{2}\left(Y_{1}^{N}\right)^{2} d x+\frac{1}{4} \int\left(Y_{1}^{N}\right)^{4} d x\right]} \geqslant C(N) . \tag{4.18}
\end{equation*}
$$

In view of the following pointwise lower bound:

$$
\begin{align*}
\frac{3}{2}\left(D^{s} Y_{1}^{N}\right)^{2}\left(Y_{1}^{N}\right)^{2} & -\frac{3}{2} \sigma_{N}\left(Y_{1}^{N}\right)^{2}+\frac{1}{4}\left(Y_{1}^{N}\right)^{4} \geqslant-\frac{3}{2} \sigma_{N}\left(Y_{1}^{N}\right)^{2}+\frac{1}{4}\left(Y_{1}^{N}\right)^{4} \\
& \geqslant-\frac{9}{2} \sigma_{N}^{2}+\frac{1}{8}\left(Y_{1}^{N}\right)^{4} \geqslant-C(N)>-\infty \tag{4.19}
\end{align*}
$$

it follows from (4.18), Cauchy's inequality, and Lemma 4.1 that there exists finite $C(N)>0$ such that

$$
\begin{aligned}
\mathbb{E}\left[\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}} \log \left(\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}}\right)\right] & \leqslant C(N) \mathbb{E}\left[e^{-R_{s, N}\left(Y_{1}\right)}\left(1+\log e^{-R_{s, N}\left(Y_{1}\right)}\right)(4] \cdot \mathbf{2 0}\right) \\
& \leqslant C(N) \mathbb{E}\left[e^{-2 R_{s, N}\left(Y_{1}\right)}+\left|R_{s, N}\left(Y_{1}\right)\right|^{2}+1\right] \\
& \leqslant C(N)<\infty .
\end{aligned}
$$

Now, fix $\theta \in \mathbb{H}_{c}$. We show that

$$
\begin{equation*}
-\log \mathscr{Z}_{s, N} \leqslant \mathbb{E}_{\mathbb{Q}^{\theta}}\left[R_{s, N}\left(Y_{1}^{\theta}+I_{1}(\theta)\right)+\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t\right] \tag{4.21}
\end{equation*}
$$

Suppose that $\mathbb{E}_{\mathbb{Q}^{\theta}}\left[\int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t\right]=\infty$. Then, (4.21) holds trivially since it follows from the decomposition (4.15) of $Y_{t}$ under $\mathbb{Q}^{\theta}$ and Cauchy's inequality with Lemma 4.1, (4.18), and (4.19) that

$$
\mathbb{E}_{\mathbb{Q}^{\theta}}\left[\left|R_{s, N}\left(Y_{1}^{\theta}+I_{1}(\theta)\right)\right|\right]=\mathbb{E}\left[\left|R_{s, N}\left(Y_{1}\right)\right| \frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}}\right]<\infty .
$$

Next, suppose that

$$
\begin{equation*}
\mathbb{E}_{\mathbb{Q}^{\theta}}\left[\int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t\right]<\infty . \tag{4.22}
\end{equation*}
$$

Note that $\mathscr{Z}_{s, N}=\mathbb{E}\left[e^{-R_{s, N}\left(Y_{1}\right)}\right]$. Then, by changing the measure with (4.13), Jensen's inequality, and applying the decompositions (4.14) and (4.15) of $X_{t}$ and $Y_{t}$ under $\mathbb{Q}^{\theta}$, we obtain

$$
\begin{align*}
-\log \mathscr{Z}_{s, N} & \leqslant \mathbb{E}_{\mathbb{Q}^{\ominus}}\left[R_{s, N}\left(Y_{1}\right)+\int_{0}^{1}\left\langle\theta_{t}, d X_{t}\right\rangle-\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t\right] \\
& =\mathbb{E}_{\mathbb{Q}^{\ominus}}\left[R_{s, N}\left(Y_{1}^{\theta}+I_{1}(\theta)\right)+\int_{0}^{1}\left\langle\theta_{t}, d X_{t}^{\theta}\right\rangle+\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t\right] \tag{4.23}
\end{align*}
$$

From (4.22), we see that the process $\int_{0}^{t}\left\langle\theta_{t^{\prime}}, d X_{t^{\prime}}^{\theta}\right\rangle$ is a $\mathbb{Q}^{\theta}$-martingale and hence we conclude that

$$
\begin{equation*}
\mathbb{E}_{\mathbb{Q}^{\theta}}\left[\int_{0}^{1}\left\langle\theta_{t}, d X_{t}^{\theta}\right\rangle\right]=0 . \tag{4.24}
\end{equation*}
$$

Therefore, from (4.23) and (4.24), we obtain (4.21).
Next, we show that the infimum in (4.17) is indeed achieved for a special choice of drift. Given $N \in \mathbb{N}$, define $\mathbb{Q}^{N}$ by the density

$$
\begin{equation*}
\frac{d \mathbb{Q}^{N}}{d \mathbb{P}}=\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}} . \tag{4.25}
\end{equation*}
$$

By the Brownian martingale representation theorem ([RY13, Proposition 1.6 in Chapter VIII]), there exists a drift $\widetilde{\theta}^{N} \in \mathbb{H}_{c}$ such that

$$
\begin{equation*}
\frac{d \mathbb{Q}^{N}}{d \mathbb{P}}=e^{\int_{0}^{1} \tilde{\theta}_{t}^{N} d X_{t}-\frac{1}{2} \int_{0}^{1}\left\|\tilde{\theta}_{t}^{\tilde{\theta}^{N}}\right\|_{L_{\tilde{x}}^{2}}^{2} d t} \tag{4.26}
\end{equation*}
$$

Then, from (4.25) and(4.26), we obtain

$$
\begin{equation*}
-\log \mathscr{Z}_{s, N}=R_{s, N}\left(Y_{1}\right)+\int_{0}^{1}\left\langle\widetilde{\theta}_{t}^{N}, d X_{t}\right\rangle-\frac{1}{2} \int_{0}^{1}\left\|\widetilde{\theta}_{t}^{N}\right\|_{L_{x}^{2}}^{2} d t \tag{4.27}
\end{equation*}
$$

Taking expectations of (4.27) with respect to $\mathbb{Q}^{N}$ and using the decompositions (4.14) and (4.15) of $X_{t}$ and $Y_{t}$ under $\mathbb{Q}^{N}$, we obtain

$$
\begin{align*}
&-\log \mathscr{Z}_{s, N}=\mathbb{E}_{\mathbb{Q}^{N}}\left[R_{s, N}\left(Y_{1}^{\tilde{\theta}^{N}}+I_{1}\left(\widetilde{\theta}^{N}\right)\right)+\int_{0}^{1}\left\langle\widetilde{\theta}_{t}^{N}, d X_{t}^{\tilde{\theta}^{N}}\right\rangle\right.  \tag{4.28}\\
&\left.+\frac{1}{2} \int_{0}^{1}\left\|\widetilde{\theta}_{t}^{N}\right\|_{L_{x}^{2}}^{2} d t\right] .
\end{align*}
$$

On the other hand, from (4.25) and (4.20), we have

$$
\begin{equation*}
\mathbb{E}_{\mathbb{Q}^{N}}\left[\log \frac{d \mathbb{Q}^{N}}{d \mathbb{P}}\right]=\mathbb{E}\left[\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}} \log \left(\frac{e^{-R_{s, N}\left(Y_{1}\right)}}{\mathscr{Z}_{s, N}}\right)\right]<\infty . \tag{4.29}
\end{equation*}
$$

In particular, it follows from (4.29) and (4.16) that

$$
\mathbb{E}_{\mathbb{Q}^{N}}\left[\int_{0}^{1}\left\|\widetilde{\theta}_{t}^{N}\right\|_{L_{x}^{2}}^{2} d t\right]<\infty .
$$

This implies that the stochastic integral $\int_{0}^{t}\left\langle\tilde{\theta}_{t^{\prime}}^{N}, d X_{t^{\prime}}^{\tilde{\theta}^{N}}\right\rangle$ is a $\mathbb{Q}^{N}$-martingale. Therefore, from (4.28), we obtain

$$
-\log \mathscr{Z}_{s, N}=\mathbb{E}_{\mathbb{Q}^{N}}\left[R_{s, N}\left(Y_{1}^{\tilde{\theta}^{N}}+I_{1}\left(\widetilde{\theta}^{N}\right)\right)+\frac{1}{2} \int_{0}^{1}\left\|\widetilde{\theta}_{t}^{N}\right\|_{L_{x}^{2}}^{2} d t\right] .
$$

This completes the proof of Proposition 4.4.

Remark 4.5. The material presented above differs from [BG19] in the following ways: (i) we do not need to introduce a time-dependent cutoff in the definition of $\left\{Y_{t}\right\}$ and (ii) we do not need to use the stronger Boué-Dupuis formula [BD98]:

$$
-\log \mathscr{Z}_{s, N}=\inf _{\theta \in \mathbb{H}_{a}} \mathbb{E}\left[R_{s, N}\left(Y_{1}+I_{1}(\theta)\right)+\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L^{2}}^{2} d t\right] .
$$

See [Üst 14] or Theorem 2 in [BG19] for further discussion.

### 4.3 Exponential integrability

In this subsection, we present the proof of Proposition 4.2 by studying the minimization problem (4.17) in Proposition 4.4. In particular, we show that the infimum in (4.17) is bounded away from $-\infty$, uniformly in $N \in \mathbb{N}$. Our strategy is to use pathwise stochastic bounds on $Y_{1}^{\theta}$, uniform in the drift $\theta$ and use pathwise deterministic bounds on $I_{1}(\theta)$ independently of the drift (see Lemmas 4.6 and 4.7).

We first state two lemmas on the pathwise regularity estimates on $Y_{1}^{\theta}$ and $I_{1}(\theta)$.
Lemma 4.6. Let $2 \leqslant p<\infty$. Then, we have

$$
\begin{equation*}
\sup _{\theta \in \mathbb{H}_{C}} \mathbb{E}_{\mathbb{Q}^{\theta}}\left[\left\|D^{s} Y_{1}^{\theta}\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}^{p}+\left\|:\left(D^{s} Y_{1}^{\theta}\right)^{2}:\right\|_{\mathscr{C}^{-1-\varepsilon}}^{p}\right]<\infty \tag{4.30}
\end{equation*}
$$

for any $\varepsilon>0$. Here, colons denote Wick renormalization.
Proof. Recall that $\left\{X_{t}^{\theta}\right\}$ under $\mathbb{Q}^{\theta}$ is a cylindrical Brownian motion in $L^{2}\left(\mathbb{T}^{3}\right)$ for any $\theta \in \mathbb{H}_{c}$. Thus, the supremum in (4.30) is superfluous since the law of $Y_{1}^{\theta}=\mathcal{F}^{-s-1} X_{1}^{\theta}$ under $\mathbb{Q}^{\theta}$ is invariant under a change of drifts. In particular, we have $\operatorname{Law}_{\mathbb{Q}^{\theta}}\left(Y_{1}^{\theta}\right)=\nu_{s}$. Then, (4.30) follows from the Hölder-Besov regularity of samples under $\nu_{s}$ and (4.5) in Proposition 4.3.

Lemma 4.7 (Cameron-Martin drift regularity). The drift term $\theta \in \mathbb{H}_{c}$ has the regularity of the Cameron-Martin space $H^{s+1}\left(\mathbb{T}^{3}\right)$ :

$$
\begin{equation*}
\left\|I_{1}(\theta)\right\|_{H^{s+1}}^{2} \leqslant \int_{0}^{1}\left\|\theta_{t}\right\|_{L^{2}}^{2} d t . \tag{4.31}
\end{equation*}
$$

Proof. This is immediate from Minkowski's integral inequality followed by CauchySchwarz inequality:

$$
\left\|I_{1}(\theta)\right\|_{H^{s+1}}=\left\|\int_{0}^{1} \theta_{t} d t\right\|_{L^{2}} \leqslant \int_{0}^{1}\left\|\theta_{t}\right\|_{L^{2}} d t \leqslant\left(\int_{0}^{1}\left\|\theta_{t}\right\|_{L^{2}}^{2} d t\right)^{\frac{1}{2}},
$$

yielding (4.31).

We now present the proof of Proposition 4.2, using Proposition 4.4. Fixing an arbitrary $\operatorname{drift} \theta \in \mathbb{H}_{c}$, the quantity that we wish to bound from below is

$$
\begin{equation*}
\mathscr{W}_{N}(\theta)=\mathbb{E}_{\mathbb{Q}^{\theta}}\left[R_{s, N}\left(Y_{1}^{\theta}+I_{1}(\theta)\right)+\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t\right] . \tag{4.32}
\end{equation*}
$$

Since the drift $\theta \in \mathbb{H}_{c}$ is fixed, we suppress the dependence on the drift $\theta$ henceforth and denote $Y=Y_{1}^{\theta}$ and $\Theta=I_{1}(\theta)$. From the definition (3.20) of $R_{s, N}$, we have

$$
\begin{align*}
R_{s, N}(Y+\Theta)= & \frac{3}{2} \int_{\mathbb{T}^{3}}:\left(D^{s} Y\right)^{2}:(Y+\Theta)^{2}+2 D^{s} Y D^{s} \Theta(Y+\Theta)^{2}+\left(D^{s} \Theta\right)^{2}(Y+\Theta)^{2} \\
& +\frac{1}{4} \int_{\mathbb{T}^{3}}(Y+\Theta)^{4} \tag{4.33}
\end{align*}
$$

The main strategy is to bound $\mathscr{W}_{N}(\theta)$ from below pathwise and independently of the drift by utilizing the positive terms:

$$
\begin{equation*}
u_{N}(\theta)=\frac{3}{2} \int\left(D^{s} \Theta\right)^{2} \Theta^{2}+\frac{1}{4} \int \Theta^{4}+\frac{1}{2} \int_{0}^{1}\left\|\theta_{t}\right\|_{L_{x}^{2}}^{2} d t . \tag{4.34}
\end{equation*}
$$

In the following, we state three lemmas, controlling the other terms appearing in (4.33). The proofs of these lemmas follow from lengthy but straightforward computations and are presented at the end of this section. The first lemma handles the terms quadratic in $D^{s} Y$.
Lemma 4.8 (Terms quadratic in $D^{s} Y$ ). Let $s>\frac{3}{2}$. Then, given $\delta>0$ sufficiently small, there exist small $\varepsilon>0$ and $c(\delta)>0$ such that

$$
\begin{align*}
& \int_{\mathbb{T}^{3}}:\left(D^{s} Y\right)^{2}: Y^{2} \lesssim\left\|:\left(D^{s} Y\right)^{2}:\right\|_{\mathscr{C}^{-1-\varepsilon}}^{2}+\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}^{4}  \tag{4.35}\\
& \int_{\mathbb{T}^{3}}:\left(D^{s} Y\right)^{2}: Y \Theta \leqslant c(\delta)\left(\left\|:\left(D^{s} Y\right)^{2}:\right\|_{\mathscr{C}^{-1-\varepsilon}}^{4}+\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}^{4}\right)+\delta\|\Theta\|_{H^{s}}^{2}  \tag{4,36}\\
& \int_{\mathbb{T}^{3}}:\left(D^{s} Y\right)^{2}: \Theta^{2} \leqslant c(\delta)\left\|:\left(D^{s} Y\right)^{2}:\right\|_{\mathscr{C}^{-1-\varepsilon}}^{4}+\delta\left(\|\Theta\|_{H^{s+1}}^{2}+\|\Theta\|_{L^{4}}^{4}\right) \tag{4.37}
\end{align*}
$$

The next lemma handles the terms linear in $D^{s} Y$.
Lemma 4.9 (Terms linear in $D^{s} Y$ ). Let $s>1$. Then, given $\delta>0$ sufficiently small, there exist small $\varepsilon>0, c(\delta)>0$, and $p_{j}=p_{j}(\varepsilon, s)>1, j=1,2$, such that

$$
\left.\begin{array}{rl}
\int_{\mathbb{T}^{3}} D^{s} Y D^{s} \Theta Y^{2} \leqslant c(\delta)\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}^{6}+\delta\|\Theta\|_{H^{s+1}}^{2} \\
\int_{\mathbb{T}^{3}} D^{s} Y D^{s} \Theta Y \Theta \leqslant & c(\delta)\left(1+\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\right)^{p_{1}}+\delta\left(\|\Theta\|_{H^{s+1}}^{2}+\|\Theta\|_{L^{4}}^{4}\right) \\
\int_{\mathbb{T}^{3}} D^{s} Y D^{s} \Theta \Theta^{2} \leqslant & c(\delta)\left(1+\left\|D^{s} Y\right\|_{\mathscr{C}-\frac{1}{2}-\varepsilon}\right. \tag{4.40}
\end{array}\right)^{p_{2}} .
$$

Lastly, the third lemma controls the term quadratic in $D^{s} \Theta$.
Lemma 4.10 (Term quadratic in $D^{s} \Theta$ ). Let $s>1$. Then, given $\delta>0$, there exist small $\varepsilon>0, c(\delta)>0$, and $p=p(s, \varepsilon)>1$ such that

$$
\left.\int_{\mathbb{T}^{3}}\left(D^{s} \Theta\right)^{2} Y \Theta \leqslant c(\delta)\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}^{p}+\delta\left(\|\Theta\|_{H^{s+1}}^{2}+\|\Theta\|_{L^{4}}^{4}+\left\|D^{s} \Theta \Theta\right\|_{L^{2}}^{2}\right) 4 \cdot 41\right)
$$

The regularity restriction $s>\frac{3}{2}$ appears in controlling the terms quadratic in $D^{s} Y$. We now prove Proposition 4.2, assuming Lemmas 4.8, 4.9, and 4.10.

First, note that the remaining terms left to treat in (4.33) are harmless. The terms $\int_{\mathbb{T}^{3}}\left(D^{s} \Theta\right)^{2} Y^{2}, \int_{\mathbb{T}^{3}} Y^{4}$, and $\int_{\mathbb{T}^{3}} Y^{2} \Theta^{2}$ are positive and thus can be discarded. The remaining two terms can be controlled by Young's inequality:

$$
\int_{\mathbb{T}^{3}} Y^{3} \Theta+\int_{\mathbb{T}^{3}} Y \Theta^{3} \leqslant c(\delta)\|Y\|_{L^{4}}^{4}+\delta\|\Theta\|_{L^{4}}^{4}
$$

for any $\delta>0$. We now apply the regularity estimates of Lemmas 4.6 and 4.7 to the bounds obtained in Lemmas 4.8, 4.9, and 4.10, and the bounds on the harmless terms. Then, from (4.32), (4.33), and (4.34), we conclude that, by choosing $\delta>0$ sufficiently small, there exists finite $C=C(\delta)>0$ such that

$$
\sup _{N \in \mathbb{N}} \sup _{\theta \in \mathbb{H}_{c}} \mathscr{W}_{N}(\theta) \geqslant \sup _{N \in \mathbb{N}} \sup _{\theta \in \mathbb{H}_{c}}\left\{-C(\delta)+\frac{1}{4} \varkappa_{N}(\theta)\right\} \geqslant-C(\delta)>-\infty .
$$

Therefore, by Proposition 4.4, this proves Proposition 4.2 (when $p=1$ ).
In the remaining part of this section, we present the proofs of Lemmas 4.8, 4.9, and 4.10.

Proof of Lemma 4.8. By duality (2.6) and the algebra property (2.4), we have

$$
\text { LHS of }(4.35) \leqslant\left\|:\left(D^{s} Y\right)^{2}:\right\|_{B_{1,1}^{-1-2 \varepsilon}}\|Y\|_{\mathbb{C}^{1+2 \varepsilon}}^{2} .
$$

Then, by choosing $\varepsilon>0$ sufficiently small, (4.35) follows from the trivial embeddings (2.3) and Cauchy's inequality, provided that $s>\frac{3}{2}$.

By duality (2.6) and the fractional Leibniz rule (2.7), we have

$$
\begin{aligned}
\text { LHS of }(4 \cdot 36) & \lesssim\left\|:\left(D^{s} Y\right)^{2}:\right\|_{B_{\infty, 2}^{-1-2 \varepsilon}}\|Y \Theta\|_{B_{1,2}^{1+2 \varepsilon}} \\
& \lesssim\left\|:\left(D^{s} Y\right)^{2}:\right\|_{\mathscr{C}^{-1-\varepsilon}}\left(\|Y\|_{B_{2,2}^{1+2 \varepsilon}}\|\Theta\|_{L^{2}}+\|Y\|_{L^{2}}\|\Theta\|_{B_{2,2}^{1+2 \varepsilon}}\right) .
\end{aligned}
$$

Then, by choosing $\varepsilon>0$ sufficiently small, (4.36) follows from (2.3) and Young's inequality, provided that $s>\frac{3}{2}$.

Lastly, proceeding as above with (2.6) and (2.7), we have

$$
\text { LHS of }(4.37) \lesssim\left\|:\left(D^{s} Y\right)^{2}:\right\|_{B_{\infty, 2}^{-1-2 \varepsilon}}\|\Theta\|_{B_{2,2}^{1+2 \varepsilon}}\|\Theta\|_{L^{2}}
$$

Then, (4.37) follows from (2.3), $L^{4}\left(\mathbb{T}^{3}\right) \hookrightarrow L^{2}\left(\mathbb{T}^{3}\right)$, and Young's inequality.

Next, we present the proof of Lemma 4.9. The main idea is to use (i) $\|\Theta\|_{H^{s+1}}$ for controlling derivatives on $\Theta$ and (ii) $\|\Theta\|_{L^{4}}$ and $\left\|D^{s} \Theta \Theta\right\|_{L^{2}}$ for controlling homogeneity of $\Theta$.

Proof of Lemma 4.9. By duality (2.6) and the fractional Leibniz rule (2.7) with (2.3), we have

$$
\begin{aligned}
\text { LHS of (4.38) } & \lesssim\left\|D^{s} Y\right\|_{B_{\infty, 2}^{-\frac{1}{2}-2 \varepsilon}}\left\|D^{s} \Theta Y^{2}\right\|_{B_{1,2}^{\frac{1}{2}+2 \varepsilon}} \\
& \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\left(\left\|Y^{2}\right\|_{B_{2,2}^{\frac{1}{2}+2 \varepsilon}}\left\|D^{s} \Theta\right\|_{L^{2}}+\left\|Y^{2}\right\|_{L^{2}}\left\|D^{s} \Theta\right\|_{B_{2,2}^{\frac{1}{2}+2 \varepsilon}}\right) \\
& \leqslant\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\|Y\|_{\mathscr{Q}^{\frac{1}{2}+3 \varepsilon}}^{2}\| \|_{H^{s+1}} .
\end{aligned}
$$

Then, by choosing $\varepsilon>0$ sufficiently small, (4.38) follows from Cauchy's inequality, provided that $s>1$.

By duality (2.6) and the fractional Leibniz rule (2.7) with (2.3) and (2.4), we have

$$
\begin{aligned}
\text { LHS of (4.39) } & \lesssim\left\|D^{s} Y\right\|_{B_{\infty, 2}^{-\frac{1}{2}-2 \varepsilon}}\left\|D^{s} \Theta Y \Theta\right\|_{B_{1,2}^{\frac{1}{2}+2 \varepsilon}} \\
& \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\left(\|Y \Theta\|_{B_{2,2}^{\frac{1}{2}+2 \varepsilon}}\left\|D^{s} \Theta\right\|_{L^{2}}+\|Y \Theta\|_{L^{2}}\left\|D^{s} \Theta\right\|_{B_{2,2}^{\frac{1}{2}+2 \varepsilon}}\right) \\
& =: T_{1}+T_{2} .
\end{aligned}
$$

By Hölder's inequality and (2.3), we have

$$
\begin{align*}
T_{2} & \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\|Y\|_{L^{4}}\|\Theta\|_{H^{s+1}}\|\Theta\|_{L^{4}} \\
& \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\|\Theta\|_{H^{s+1}}\|\Theta\|_{L^{4}} \tag{4.42}
\end{align*}
$$

for $s>\frac{1}{2}$ and $\operatorname{small} \varepsilon>0$.
By (2.7), (2.3), and the interpolation (2.2), we have

$$
\begin{aligned}
\|Y \Theta\|_{B_{2,2}^{\frac{1}{2}+2 \varepsilon}} & \lesssim\|Y\|_{B_{\infty, 2}^{\frac{1}{2}+2 \varepsilon}}\|\Theta\|_{L^{2}}+\|Y\|_{L^{\infty}}\|\Theta\|_{B_{2,2}^{\frac{1}{2}+2 \varepsilon}} \\
& \lesssim\|Y\|_{Q^{\frac{1}{2}+3 \varepsilon}}\|\Theta\|_{H^{\frac{1}{2}+2 \varepsilon}} \\
& \lesssim\|Y\|_{\mathscr{Q}^{\frac{1}{2}}+3 \varepsilon}\|\Theta\|_{H^{s+1}}^{\gamma}\|\Theta\|_{L^{2}}^{1-\gamma}
\end{aligned}
$$

for some $\gamma=\gamma(s, \varepsilon) \in(0,1)$. Thus, we have

$$
\begin{equation*}
T_{1} \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}^{2}\|\Theta\|_{H^{s+1}}^{1+\gamma}\|\Theta\|_{L^{4}}^{1-\gamma} \tag{4.43}
\end{equation*}
$$

for $s>1$ and small $\varepsilon>0$. Hence, noting that $\frac{1}{2}+\frac{1}{4}<1$ and $\frac{1+\gamma}{2}+\frac{1-\gamma}{4}<1$ for $\gamma \in(0,1)$, the desired estimate (4.39) follows from applying Young's inequality to (4.42) and (4.43).

Finally, we consider (4.40). By (2.6) and (2.7) with (2.3), we have

$$
\begin{aligned}
\text { LHS of (4.40) } & \lesssim\left\|D^{s} Y\right\|_{B_{\infty, 1}^{-\frac{1}{2}-2 \varepsilon}}\left\|D^{s} \Theta \Theta^{2}\right\|_{B_{1, \infty}^{\frac{1}{2}+2 \varepsilon}} \\
& \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\left(\left\|D^{s} \Theta \Theta\right\|_{L^{2}}\|\Theta\|_{B_{2, \infty}^{\frac{1}{2}+2 \varepsilon}}+\left\|D^{s} \Theta \Theta\right\|_{B_{2, \infty}^{\frac{1}{2}+2 \varepsilon}}\|\Theta\|_{L^{2}}\right) \\
& =: T_{3}+T_{4} .
\end{aligned}
$$

By the interpolation (2.2) with $L^{4}\left(\mathbb{T}^{3}\right) \hookrightarrow L^{2}\left(\mathbb{T}^{3}\right)$, there exists $\gamma_{1}=\gamma_{1}(s, \varepsilon) \in(0,1)$ such that

$$
T_{3} \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\left\|D^{s} \Theta \Theta\right\|_{L^{2}}\|\Theta\|_{H^{s+1}}^{\gamma_{1}}\|\Theta\|_{L^{4}}^{1-\gamma_{1}}
$$

Noting that $\frac{1}{2}+\frac{\gamma_{1}}{2}+\frac{1-\gamma_{1}}{4}<1$, we can apply Young's inequality to bound the contribution from $T_{3}$ by the right-hand side of (4.40).

It remains to estimate $T_{4}$. By the interpolation (2.2) and (2.7), we have

$$
\begin{align*}
\left\|D^{s} \Theta \Theta\right\|_{H^{\frac{1}{2}+2 \varepsilon}}\|\Theta\|_{L^{2}} & \lesssim\left\|D^{s} \Theta \Theta\right\|_{H^{1}}^{\gamma_{2}}\left\|D^{s} \Theta \Theta\right\|_{L^{2}}^{1-\gamma_{2}}\|\Theta\|_{L^{2}} \\
& \lesssim\left(\left\|D^{s} \Theta\right\|_{B_{2,2}^{1}}\|\Theta\|_{L^{\infty}}+\left\|D^{s} \Theta\right\|_{L^{6}}\|\Theta\|_{B_{3,2}^{1}}\right)^{\gamma_{2}}  \tag{4.44}\\
& \times\left\|D^{s} \Theta \Theta\right\|_{L^{2}}^{1-\gamma_{2}}\|\Theta\|_{L^{4}},
\end{align*}
$$

where $\gamma_{2}=\gamma_{2}(\varepsilon) \in(0,1)$ is given by

$$
\begin{equation*}
\gamma_{2}=\frac{1}{2}+2 \varepsilon \tag{4.45}
\end{equation*}
$$

By Sobolev's inequality and the interpolation (2.2) (with $s>\frac{1}{2}$ ), we have

$$
\begin{align*}
\left\|D^{s} \Theta\right\|_{B_{2,2}^{1}}\|\Theta\|_{L^{\infty}}+\left\|D^{s} \Theta\right\|_{L^{6}}\|\Theta\|_{B_{3,2}^{1}} & \lesssim\|\Theta\|_{H^{s+1}}\|\Theta\|_{H^{\frac{3}{2}+\varepsilon}} \\
& \lesssim\|\Theta\|_{H^{s+1}+1}^{1+\gamma_{3}}\|\Theta\|_{L^{4}}^{1-\gamma_{3}}, \tag{4.46}
\end{align*}
$$

where $\gamma_{3}=\gamma_{3}(s, \varepsilon) \in(0,1)$ is given by

$$
\begin{equation*}
\gamma_{3}=\frac{3+2 \varepsilon}{2(s+1)} \tag{4.47}
\end{equation*}
$$

Combining (4.44) and (4.46), we obtain

$$
T_{4} \lesssim\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\|\Theta\|_{H^{s+1}}^{\gamma_{2}\left(1+\gamma_{3}\right)}\left\|D^{s} \Theta \Theta\right\|_{L^{2}}^{1-\gamma_{2}}\|\Theta\|_{L^{4}}^{1+\gamma_{2}\left(1-\gamma_{3}\right)}
$$

From (4.45) and (4.47), we observe that

$$
\frac{\gamma_{2}\left(1+\gamma_{3}\right)}{2}+\frac{1-\gamma_{2}}{2}+\frac{1+\gamma_{2}\left(1-\gamma_{3}\right)}{4}<1,
$$

provided that $s>\frac{1}{2}$ and $\varepsilon>0$ is sufficiently small. Therefore, we can apply Young's inequality to bound the contribution from $T_{4}$ by the right-hand side of (4.40). This completes the proof of Lemma 4.9.

We conclude this section by presenting the proof of Lemma 4.10.
Proof of Lemma 4.10. By Cauchy's inequality, we have

$$
\begin{equation*}
\int_{\mathbb{T}^{3}}\left(D^{s} \Theta\right)^{2} Y \Theta \leqslant c(\delta) \int_{\mathbb{T}^{3}}\left(D^{s} \Theta\right)^{2} Y^{2}+\delta\left\|D^{s} \Theta \Theta\right\|_{L^{2}}^{2} \tag{4.48}
\end{equation*}
$$

By Hölder's and Sobolev's inequalities followed by the interpolation (2.2) with (2.3) and (2.4), we have

$$
\begin{align*}
\int_{\mathbb{T}^{3}}\left(D^{s} \Theta\right)^{2} Y^{2} & \lesssim\left\|D^{s} \Theta\right\|_{L^{3}}^{2}\left\|Y^{2}\right\|_{L^{3}} \lesssim\|\Theta\|_{H^{s+\frac{1}{2}}}^{2}\left\|Y^{2}\right\|_{H^{\frac{1}{2}}} \\
& \lesssim\|\Theta\|_{H^{s+1}}^{2 \gamma}\|\Theta\|_{L^{2}}^{2(1-\gamma)}\left\|Y^{2}\right\|_{\mathscr{C}^{\frac{1}{2}+\varepsilon}}  \tag{4.49}\\
& \lesssim\|\Theta\|_{H^{s+1}}^{2 \gamma}\|\Theta\|_{L^{4}}^{2(1-\gamma)}\left\|D^{s} Y\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}^{2}
\end{align*}
$$

for some $\gamma=\gamma(s) \in(0,1)$, provided that $s>1$ and $\varepsilon>0$ is sufficiently small. Noting that $\frac{2 \gamma}{2}+\frac{2(1-\gamma)}{4}<1$, (4.41) follows from (4.48), (4.49), and Young's inequality.

## 5 Renormalized energy estimate

Recall from (3.19) that

$$
\left.\partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0}=F_{1}\left(\vec{u}_{N}\right)+F_{2}\left(\vec{u}_{N}\right)+F_{3}\left(\vec{u}_{N}\right),
$$

where $\vec{u}_{N}=\left(u_{N}, v_{N}\right)$ and

$$
\begin{aligned}
& F_{1}\left(\vec{u}_{N}\right)=3 \int_{\mathbb{T}^{3}} Q_{s, N}\left(u_{N}\right) v_{N} u_{N}, \\
& F_{2}\left(\vec{u}_{N}\right)=\sum_{\substack{|\alpha|+|\beta|+|\gamma|=s \\
|\alpha+|,|,|,| |<s}} c_{\alpha, \beta, \gamma} \int_{\mathbb{T}^{3}} D^{s} v_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\alpha} u_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\beta} u_{N} \cdot Q_{s, N}\left(u_{N}\right)^{\gamma} u_{N}, \\
& F_{3}\left(\vec{u}_{N}\right)=\left(\int_{\mathbb{T}^{3}} u_{N}\right)\left(\int_{\mathbb{T}^{3}} v_{N}\right) .
\end{aligned}
$$

Proposition 5.1. Let $s \geqslant 4$ be an even integer. Then, there exist $\sigma<s-\frac{1}{2}$ sufficiently close to $s-\frac{1}{2}$ and small $\varepsilon>0$ such that

$$
\begin{equation*}
\left|\partial_{t} E_{s, N}\left(\pi_{N} \Phi_{N}(t)(\vec{u})\right)\right|_{t=0} \mid \leqslant\left(1+\left\|\vec{u}_{N}\right\|_{\vec{H}^{\sigma}}^{2}\right) F\left(\vec{u}_{N}\right), \tag{5.1}
\end{equation*}
$$

where

$$
\begin{aligned}
F\left(\vec{u}_{N}\right)=1 & +\left\|Q_{s, N}\left(u_{N}\right)\right\|_{\mathscr{C}^{-1-\varepsilon}} \\
& +\sup _{\substack{|k|=s-1 \\
|\alpha|=s}}\left\|\partial^{\kappa} v_{N} \partial^{\alpha} u_{N}\right\|_{\mathscr{C}^{-1-\varepsilon}}+\sup _{\substack{|k|=s-1 \\
|\alpha| \leqslant s-1}}\left\|\partial^{\kappa} v_{N} \partial^{\alpha} u_{N}\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}} .
\end{aligned}
$$

Proposition 3.8 follows from Proposition 5.1, the cutoff in the $\vec{H}^{\sigma}$-norm, and the Wiener chaos estimate (Lemma 2.2).

Proof. In the following, we prove (5.1) uniformly in $N \in \mathbb{N}$. Thus, we drop the $N$-dependence and write $Q_{s}(u)$ for $Q_{s, N}\left(u_{N}\right)$.

First, note that the estimate for $F_{3}$ follows trivially from Cauchy-Schwarz inequality. Next, we treat $F_{1}$. By duality (2.6) and the fractional Leibniz rule (2.7), we have

$$
\begin{align*}
\int_{\mathbb{T}^{3}} Q_{s}(u) u v & \lesssim\left\|Q_{s}(u)\right\|_{\mathscr{C}^{-1-\varepsilon}}\|u v\|_{\mathscr{R}_{1,1}^{1+\varepsilon}}  \tag{5.2}\\
& \lesssim\left\|Q_{s}(u)\right\|_{\mathscr{G}^{-1-\varepsilon}}\|u\|_{H^{\sigma}}\|v\|_{H^{\sigma-1}},
\end{align*}
$$

provided that $\sigma>2+\varepsilon$. This is guaranteed by choosing $\sigma$ sufficiently close to $s-\frac{1}{2}$, when $s>\frac{5}{2}$.

It remains to consider $F_{2}$. By integration by parts, it suffices to consider terms of the form:

$$
\int_{\mathbb{T}^{3}} \partial^{\kappa} v \partial^{\alpha} u \partial^{\beta} u \partial^{\gamma} u
$$

where $|\kappa|=s-1, \max (\alpha, \beta, \gamma) \leqslant s$, and $|\alpha|+|\beta|+|\gamma|=s+1$. Without loss of generality, we assume that $|\alpha| \geqslant|\beta| \geqslant|\gamma|$. The idea is to group the low regularity terms ( $\partial^{\kappa} v$ and $\partial^{\alpha} u$ ) and treat them as one piece.

First, let us assume that $|\alpha|=s$. In this case, we have $|\beta|=1$ and $|\gamma|=0$. By duality (2.6) and the fractional Leibniz rule (2.7), we have

$$
\left|\int_{\mathbb{T}^{3}} \partial^{\kappa} v \partial^{\alpha} u \partial u u\right| \lesssim\left\|\partial^{\kappa} v \partial^{\alpha} u\right\|_{\mathscr{C}^{-1-\varepsilon}}\|\partial u u\|_{\mathscr{B}_{1,1}^{1+\varepsilon}} \lesssim\left\|\partial^{\kappa} v \partial^{\alpha} u\right\|_{\mathscr{C}^{-1-\varepsilon}}\|u\|_{H^{\sigma}}^{2},(5 \cdot 3)
$$

provided that $\sigma>2+\varepsilon$. By choosing $\varepsilon>0$ sufficiently small, we can guarantee this condition if $s>\frac{5}{2}$.

This leaves the case $|\alpha| \leqslant s-1$. Noting that $|\beta| \leqslant \frac{s+1}{2}$ and $|\gamma| \leqslant \frac{s+1}{3}$ (under $|\alpha| \geqslant|\beta| \geqslant|\gamma|$ ), we see that $\partial^{\beta} u, \partial^{\gamma} u \in H^{\frac{1}{2}+\varepsilon}\left(\mathbb{T}^{3}\right)$ for $s>3$. Thus, by duality (2.6) and the fractional Leibniz rule (2.7), we have:

$$
\left|\int_{\mathbb{T}^{3}} \partial^{\kappa} v \partial^{\alpha} u \partial^{\beta} u Q_{s, N}\left(u_{N}\right)^{\gamma} u\right| \lesssim\left\|\partial^{\kappa} v \partial^{\alpha} u\right\|_{\mathscr{C}^{-\frac{1}{2}-\varepsilon}}\left\|\partial^{\beta} u u\right\|_{\mathscr{S}_{1,1}^{\frac{1}{2}+\varepsilon}} \lesssim\left\|\partial^{\kappa} v \partial^{\alpha} u\right\|_{\mathscr{C}^{-\frac{1}{2}-}}-(\mid \delta u)_{H^{\sigma}}^{\alpha} .
$$

This completes the proof of Proposition 5.1.

Remark 5.2. The restriction $s>3$ in the last case appears only when $|\beta|=\frac{s+1}{2}$. In fact, when $|\beta| \leqslant \frac{s}{2}$, the estimate (5.4) holds true for $s>2$. On the other hand, when $|\beta|=\frac{s+1}{2}$, we must have $|\alpha|=|\beta|=\frac{s+1}{2}$. In this case, by applying dyadic decompositions and working with the Littlewood-Paley pieces $\mathbf{P}_{j_{2}} Q_{s, N}\left(u_{N}\right)^{\alpha} u \mathbf{P}_{j_{3}} Q_{s, N}\left(u_{N}\right)^{\beta} u$, we can move half a derivative from the third factor to the second factor, thus showing that a slight variant of (5.4) holds for $s>2$. Therefore, the estimates (5.2) and (5.3) on $F_{1}$ and $F_{2}$ impose the regularity restriction $s>\frac{5}{2}$.

## Epilogue

Since the initial upload of [GOTW 18], there has been an improvement of our results by [STX20]. Quasi-invariance is established for all $s>\frac{5}{2}$ (i.e. not only even integers) and the analysis is extended to the case of the quintic defocusing nonlinear wave equation. The extension from cubic to quintic is straightforward, but the extension to allow for fractional $s$ is interesting.

In order to extend to fractional $s$, the key idea is to use commutator estimates rather than integration by parts in the energy estimate to isolate the leading order divergence. Thus, from our perspective the main innovation of [STX20] as compared to [GOTW 18] is the much cleverer treatment of the lower order terms in the energy estimates.

## III. Phase transitions

## Prologue

In this part we focus on the $\phi^{4}$ model and explore its phase transition in depth. The intuition behind our results comes from the classical Peierls' argument for the low temperature Ising model [Pei36], some aspects of which we recall in this prologue. In particular, we are going to derive contour bounds; we have already seen how these bounds can be used to establish long range order in Part I.

We establish the contour bounds in finite volumes and they extend to infinite volume with some care. Let $\Lambda_{N}=\{1, \ldots, N\}^{3} \subset \mathbb{Z}^{3}$ be the box of sidelength $N \in \mathbb{N}$ and let $\Omega_{N}=\{ \pm 1\}^{\Lambda_{N}}$ the space of spin configurations; note that we work on boxes rather than tori to avoid handling some topological issues. The Ising model on $\Lambda_{N}$ at inverse temperature $\beta>0$ is given by the measure $\mu_{\beta, N}^{\text {Ising }}$ defined for $\sigma \in \Omega_{N}$ by

$$
\mu_{\beta, N}^{\text {Ising }}(\sigma)=\frac{1}{Z_{\beta, N}^{\text {Ising }}} e^{-\mathscr{H}_{\beta, N}^{\text {Ising }}(\sigma)}
$$

where $Z_{\beta, N}^{\text {Ising }}$ is the partition function and

$$
\mathscr{H}_{\beta, N}^{\text {Ising }}(\sigma)=-\beta \sum_{i \sim j} \sigma_{i} \sigma_{j}
$$

where $i \sim j$ means nearest-neighbours in $\Lambda_{N}$.
Recall that each configuration in $\Omega_{N}$ is in bijection with a configuration of contours; we have already explained this for $d=2$, but it carries over to $d=3$. Indeed, consider the partition of $\mathbb{R}^{3}$ by unit blocks centred on points in $\mathbb{Z}^{3}$ and restrict to boxes with centres in $\Lambda_{N}$ (some care is needed near the boundary points of $\Lambda_{N}$, but we ignore this). Then, each configuration $\sigma \in \Omega_{N}$ is in bijection with a configuration of connected faces of blocks that, under some deformation convention to avoid ambiguities/self-intersections, form the boundary between + and - spins. We call connected components contours and the phase boundary $\partial \sigma$ the set of contours.

Lemma. Let $\beta>0$ and $\Gamma$ a fixed contour that encloses a volume (i.e. has a well-defined interior). Then,

$$
\mu_{\beta, N}^{\text {Ising }}(\Gamma \in \partial \sigma) \leqslant e^{-2 \beta|\Gamma|}
$$

where $|\Gamma|$ is the number of faces in $\Gamma$.

Proof. By writing the Ising Hamiltonian in terms of agreements and disagreement of spins, we can represent the Ising measure as a gas of contours:

$$
\mu_{\beta, N}^{\text {Ising }}(\sigma)=\frac{\prod_{\gamma \in \partial \sigma} e^{-2 \beta|\gamma|}}{\sum_{\sigma^{\prime} \in \Omega_{N}} \prod_{\gamma \in \partial \sigma^{\prime}} e^{-2 \beta|\gamma|}}
$$

Thus,

$$
\begin{equation*}
\mu_{\beta, N}^{\text {Ising }}(\Gamma \in \partial \sigma)=\sum_{\sigma \in \Omega_{N}: \Gamma \in \partial \sigma} \mu_{\beta, N}^{\text {Ising }}(\sigma) \leqslant e^{-2 \beta|\Gamma|} \frac{\prod_{\gamma \in \partial \sigma \backslash\{\Gamma\}} e^{-2 \beta|\gamma|}}{\sum_{\sigma \in \Omega_{N}} \prod_{\gamma \in \partial \sigma} e^{-2 \beta|\gamma|}} \tag{0.1}
\end{equation*}
$$

For each $\sigma \in \Omega_{N}$ such that $\Gamma \in \partial \sigma$, let $\sigma^{\Gamma}$ be the unique spin configuration obtained by flipping the value of spins in the interior of $\Gamma$ (which erases this contour). Denote by $\Omega_{N}^{\Gamma}$ the set of configurations $\sigma^{\Gamma}$ obtained in this way. Note that $\Omega_{N}^{\Gamma} \subset \Omega_{N}$. Then,

$$
(0.1) \leqslant e^{-2 \beta|\Gamma|} \frac{\sum_{\sigma^{\Gamma} \in \Omega_{N}^{\Gamma}} \prod_{\gamma \in \partial \sigma^{\Gamma}} e^{-2 \beta|\gamma|}}{\sum_{\sigma \in \Omega_{N}} \prod_{\gamma \in \partial \sigma} e^{-2 \beta|\gamma|}} \leqslant e^{-2 \beta|\Gamma|}
$$

which finishes the proof.
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## 1 Introduction

We study the behaviour of the average magnetisation

$$
\mathfrak{m}_{N}(\phi)=\frac{1}{N^{3}} \int_{\mathbb{T}_{N}} \phi(x) d x
$$

for fields $\phi$ distributed according to the measure $\nu_{\beta, N}$ with formal density

$$
\begin{equation*}
d \nu_{\beta, N}(\phi) \propto \exp \left(-\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}(\phi(x))+\frac{1}{2}|\nabla \phi(x)|^{2} d x\right) \prod_{x \in \mathbb{T}_{N}} d \phi(x) \tag{1.1}
\end{equation*}
$$

in the infinite volume limit $N \rightarrow \infty$. Above, $\mathbb{T}_{N}=(\mathbb{R} / N \mathbb{Z})^{3}$ is the ${ }_{3} \mathrm{D}$ torus of sidelength $N \in \mathbb{N}, \prod_{x \in \mathbb{T}_{N}} d \phi(x)$ is the (non-existent) Lebesgue measure on fields $\phi: \mathbb{T}_{N} \rightarrow \mathbb{R}, \beta>0$ is the inverse temperature, and $\mathscr{V}_{\beta}: \mathbb{R} \rightarrow \mathbb{R}$ is the symmetric double-well potential given by $\mathscr{V}_{\beta}(a)=\frac{1}{\beta}\left(a^{2}-\beta\right)^{2}$ for $a \in \mathbb{R}$.
$\nu_{\beta, N}$ is a finite volume approximation of a $\phi_{3}^{4}$ Euclidean quantum field theory [Gli68, $\left.\mathrm{GJ}_{73}, \mathrm{FO}_{7} 6\right]$. Its construction, first in finite volumes and later in infinite volume, was a major achievement of the constructive field theory programme in the '6os-' 70 os: Glimm and Jaffe made the first breakthrough in [GJ73] and many results followed [Fel74, MS77, $\mathrm{BCG}^{+} 80, \mathrm{BFS} 83$, BDH95, MW17b, GH18, BG19]. The model in 2D was constructed earlier by Nelson [Nel66]. In higher dimensions there are triviality results: in dimensions $\geqslant 5$ these are due to Aizenman and Fröhlich [Aiz82, Frö82], whereas the 4D case was only recently done by Aizenman and Duminil-Copin [ADC20]. By now it is also well-known that the $\phi_{3}^{4}$ model has significance in statistical mechanics since it arises as a continuum limit of Ising-type models near criticality [SG73, CMP95, HI 18 ].

It is natural to define $\nu_{\beta, N}$ using a density with respect to the centred Gaussian measure $\mu_{N}$ with covariance $(-\Delta)^{-1}$, where $\Delta$ is the Laplacian on $\mathbb{T}_{N}$ (see Remark 1.1 for how we deal with the issue of constant fields/the zeroeth Fourier mode). However, in 2 D and higher $\mu_{N}$ is not supported on a space of functions and samples need to be interpreted as Schwartz distributions. This is a serious problem because there is no canonical interpretation of products of distributions, meaning that the nonlinearity $\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}(\phi(x)) d x$ is not well-defined on the support of $\mu_{N}$. If one introduces an ultraviolet (small-scale) cutoff $K>0$ on the field to regularise it, then one sees that the nonlinearities $\mathscr{V}_{\beta}\left(\phi_{K}\right)$ fail to converge as the cutoff is removed - there are divergences. The strength of these divergences grow as the dimension grows: they are only logarithmic in the cutoff in 2 D , whereas they are polynomial in the cutoff in ${ }_{3} \mathrm{D}$. In addition, $\nu_{\beta, N}$ and $\mu_{N}$ are mutually singular [BG20] in ${ }_{3} \mathrm{D}$, which produces technical difficulties that are not present in 2 D .

Renormalisation is required in order to kill these divergences. This is done by looking at the cutoff measures and subtracting the corresponding counter-term
$\int_{\mathbb{T}_{N}} \delta m^{2}(K) \phi_{K}^{2}$ where $\phi_{K}$ is the field cutoff at spatial scales less than $\frac{1}{K}$ and the renormalisation constant $\delta m^{2}(K)=\frac{C_{1}}{\beta} K-\frac{C_{2}}{\beta^{2}} \log K$ for specific constants $C_{1}, C_{2}>0$ (see Section 2). If these constants are appropriately chosen (i.e. by perturbation theory), then a non-Gaussian limiting measure is obtained as $K \rightarrow \infty$. This construction yields a one-parameter family of measures $\nu_{\beta, N}=\nu_{\beta, N}\left(\delta m^{2}\right)$ corresponding to bounded shifts of $\delta m^{2}(K)$.

Remark 1.1. For technical reasons, we work with a massive Gaussian free field as our reference measure. We do this by introducing a mass $\eta>0$ into the covariance. This resolves the issue of the constant fields/zeroeth Fourier mode degeneracy. In order to stay consistent with (1.1), we subtract $\int_{\mathbb{T}_{N}} \frac{\eta}{2} \phi^{2} d x$ from $\mathscr{V}_{\beta}(\phi)$.

Once we have chosen $\eta$, it is convenient to fix $\delta m^{2}$ by writing the renormalisation constants in terms of expectations with respect to $\mu_{N}(\eta)$. The particular choice of $\eta$ is inessential since one can show that changing $\eta$ corresponds to a bounded shift of $\delta m^{2}$ that is $O\left(\frac{1}{\beta}\right)$ as $\beta \rightarrow \infty$.

The large-scale behaviour of $\nu_{\beta, N}$ depends heavily on $\beta$ as $N \rightarrow \infty$. To see why, note that $a \mapsto \mathscr{V}_{\beta}(a)$ has minima at $a= \pm \sqrt{\beta}$ with a potential barrier at $a=0$ of height $\beta$, so the minima become widely separated by a steep barrier as $\beta \rightarrow \infty$. Consequently, $\nu_{\beta, N}$ resembles an Ising model on $\mathbb{T}_{N}$ with spins at $\pm \sqrt{\beta}$ (i.e. at inverse temperature $\beta>0$ ) for large $\beta$. Glimm, Jaffe, and Spencer [GJS75] exploited this similarity and proved phase transition for $\nu_{\beta}$, the infinite volume analogue of $\nu_{\beta, N}$, in 2 D using a sophisticated modification of the classical Peierls' argument for the low temperature Ising model [Pei36, Gri64, Dob65]. See also [GJS76a, GJS76b]. Their proof relies on contour bounds for $\nu_{\beta, N}$ in 2D that hold in the limit $N \rightarrow \infty$. Their techniques fail in the significantly harder case of 3D. However, phase transition for $\nu_{\beta}$ in 3D was established by Fröhlich, Simon, and Spencer [FSS76] using a different argument based heavily on reflection positivity. Whilst this argument is more general (it applies, for example, to some models with continuous symmetry), it is less quantitative than the Peierls' theory of [GJS75]. Specifically, it is not clear how to use it to control large deviations of the (finite volume) average magnetisation $\mathfrak{m}_{N}$.

Although phase coexistence for $\nu_{\beta}$ has been established, little is known of this regime in comparison to the low temperature Ising model. In the latter model, the study of phase segregation at low temperatures in large but finite volumes was initiated by Minlos and Sinai [MS67, MS68], culminating in the famous Wulff constructions: due to Dobrushin, Kotecký, and Shlosman in 2D [DKS89, DKS92], with simplifications due to Pfister [Pfig1] and results up to the critical point by Ioffe and Schonmann [IS98]; and Bodineau [Bod99] in 3D, see also results up to the critical point by Cerf and Pisztora [CPoo] and the bibliographical review in [BIVoo, Section 1.3.4]. We are interested in a weaker form of phase segregation: surface
order large deviation estimates for the average magnetisation $\mathfrak{m}_{N}$. For the Ising model, this was first established in 2D by Schonmann [Sch87] and later extended up to the critical point by Chayes, Chayes, and Schonmann [CCS87]; in 3D this was first established by Pisztora [Pisg6]. These results should be contrasted with the volume order large deviations established for $\mathfrak{m}_{N}$ in the high temperature regime where there is no phase coexistence [CF86, Ell85, FO88, Oll88].

Our main result is a surface order upper bound on large deviations for the average magnetisation under $\nu_{\beta, N}$.

Theorem 1.2. Let $\eta>0$ and $\nu_{\beta, N}=\nu_{\beta, N}(\eta)$ as in Remark 1.1. For any $\zeta \in(0,1)$, there exists $\beta_{0}=\beta_{0}(\zeta, \eta)>0, C=C(\zeta, \eta)>0$, and $N_{0}=N_{0}(\zeta) \geqslant 4$ such that the following estimate holds: for any $\beta>\beta_{0}$ and any $N>N_{0}$ dyadic,

$$
\begin{equation*}
\frac{1}{N^{2}} \log \nu_{\beta, N}\left(\mathfrak{m}_{N} \in(-\zeta \sqrt{\beta}, \zeta \sqrt{\beta})\right) \leqslant-C \sqrt{\beta} . \tag{1.2}
\end{equation*}
$$

Proof. See Section 3.5.

The condition that $N$ is a sufficiently large dyadic in Theorem 1.2 comes from Proposition 3.8 (we also need that $N$ is divisible by 4 to apply the chessboard estimates of Proposition 6.5). Our analysis can be simplified to prove Theorem 1.2 in 2D with $N^{2}$ replaced by $N$ in (1.2).

Our main technical contributions are contour bounds for $\nu_{\beta, N}$. As a result, the Peierls' argument of [GJS75] is extended to 3D, thereby giving a second proof of phase transition for $\phi_{3}^{4}$. The main difficulty is to handle the ultraviolet divergences of $\nu_{\beta, N}$ whilst preserving the structure of the low temperature potential. We do this by building on the variational approach to showing ultraviolet stability for $\phi_{3}^{4}$ recently developed by Barashkov and Gubinelli [BG19]. Our insight is to separate scales within the corresponding stochastic control problem through a coarse-graining into an effective Hamiltonian and remainder. The effective Hamiltonian captures the macroscopic description of the system and is treated using techniques adapted from [GJS76b]. The remainder contains the ultraviolet divergences and these are killed using the renormalisation techniques of [BG19].

Our next contribution is to adapt arguments used by Bodineau, Velenik, and Ioffe [BIVoo], in the context of equilibrium crystal shapes of discrete spin models, to study phase segregation for $\phi_{3}^{4}$. In particular, we adapt them to handle a blockaveraged model with unbounded spins. Technically, this requires control over large fields.

### 1.1 Application to the dynamical $\phi_{3}^{4}$ model

The Glauber dynamics of $\nu_{\beta, N}$ is given by the singular stochastic PDE

$$
\begin{align*}
\left(\partial_{t}-\Delta+\eta\right) \Phi & =-\frac{4}{\beta} \Phi^{3}+(4+\eta+\infty) \Phi+\sqrt{2} \xi  \tag{1.3}\\
\Phi(0, \cdot) & =\phi_{0}
\end{align*}
$$

where $\Phi \in S^{\prime}\left(\mathbb{R}_{+} \times \mathbb{T}_{N}\right)$ is a space-time Schwartz distribution, $\phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}\left(\mathbb{T}_{N}\right)$, the infinite constant indicates renormalisation (see Remark 6.16), and $\xi$ is space-time white noise on $\mathbb{T}_{N}$. The well-posedness of this equation, known as the dynamical $\phi_{3}^{4}$ model, has been a major breakthrough in stochastic analysis in recent years [Hai14, Hai16, GIP15, CC18, Kup16, MW17b, GH19, MW 18].

In finite volumes the solution is a Markov process and its associated semigroup $\left(\mathscr{P}_{t}^{\beta, N}\right)_{t \geqslant 0}$ is reversible and exponentially ergodic with respect to its unique invariant measure $\nu_{\beta, N}\left[\mathrm{HM}_{1} 8 \mathrm{a}, \mathrm{HS} 19, \mathrm{ZZ} 18 \mathrm{a}\right]$. As a consequence, there exists a spectral gap $\lambda_{\beta, N}>0$ given by the optimal constant in the inequality:

$$
\left\langle\left(\mathscr{P}_{t}^{\beta, N} F\right)^{2}\right\rangle_{\beta, N}-\left(\left\langle\mathscr{P}_{t}^{\beta, N} F\right\rangle_{\beta, N}\right)^{2} \leqslant e^{-\lambda_{\beta, N} t}\left(\left\langle F^{2}\right\rangle_{\beta, N}-\langle F\rangle_{\beta, N}^{2}\right)
$$

for suitable $F \in L^{2}\left(\nu_{\beta, N}\right) . \lambda_{\beta, N}^{-1}$ is called the relaxation time and measures the rate of convergence of variances to equilibrium. An implication of Theorem 1.2 is the exponential explosion of relaxation times in the infinite volume limit provided $\beta$ is sufficiently large.

Corollary 1.3. Let $\eta>0$ and $\nu_{\beta, N}=\nu_{\beta, N}(\eta)$ as in Remark 1.1. Then, there exists $\beta_{0}=\beta_{0}(\eta)>0, C=C\left(\beta_{0}, \eta\right)$, and $N_{0} \geqslant 4$ such that, for any $\beta>\beta_{0}$ and $N>N_{0}$ dyadic,

$$
\begin{equation*}
\frac{1}{N^{2}} \log \lambda_{\beta, N} \leqslant-C \sqrt{\beta} \tag{1.4}
\end{equation*}
$$

Proof. See Section 7.
Corollary 1.3 is the first step towards establishing phase transition for the relaxation times of the Glauber dynamics of $\phi^{4}$ in 2D and 3D. This phenomenon has been well-studied for the Glauber dynamics of the 2D Ising model, where a relatively complete picture has been established (in higher dimensions it is less complete). The relaxation times for the Ising dynamics on the 2D torus of sidelength $N$ undergo the following trichotomy as $N \rightarrow \infty$ : in the high temperature regime, they are uniformly bounded in $N$ [AH87, MO94]; in the low temperature regime, they are exponential in $N$ [Sch87, CCS87, Tho89, MO94, CGMS96]; at criticality, they are polynomial in $N$ [Hol91, LS12]. It would be interesting to see whether the relaxation times for the dynamical $\phi^{4}$ model undergo such a trichotomy.

### 1.2 Paper organisation

In Section 2 we introduce the renormalised, ultraviolet cutoff measures $\nu_{\beta, N, K}$ that converge weakly to $\nu_{\beta, N}$ as the cutoff is removed. In Section 3 we carry out the statistical mechanics part of the proof of Theorem 1.2. In particular, conditional on the moment bounds in Proposition 3.6, we develop contour bounds for $\nu_{\beta, N}$. These contour bounds allow us to adapt techniques in [BIVoo], which were developed in the context of discrete spin systems, to deal with $\nu_{\beta, N}$.

In Section 4 we lay the foundation to proving Proposition 3.6 by introducing the Boué-Dupuis formalism for analysing the free energy of $\nu_{\beta, N}$ as in [BG19]. We then use a low temperature expansion and coarse-graining argument within the Boué-Dupuis formalism in Section 5 to establish Proposition 5.1 which contains the key analytic input to proving Proposition 3.6.

In Section 6, we use the chessboard estimates of Proposition 6.5 to upgrade the bounds of Proposition 5.1 to those of Proposition 3.6. Chessboard estimates follow from the well-known fact that $\nu_{\beta, N}$ is reflection positive. We give an independent proof of this fact by using stability results for the dynamics (1.3) to show that lattice and Fourier regularisations of $\nu_{\beta, N}$ converge to the same limit. Then, in Section 7, we prove Corollary 1.3 showing that the spectral gaps for the dynamics decay in the infinite volume limit provided $\beta$ is sufficiently large.

We collect basic notations and analytic tools that we use throughout the paper in Appendix A.
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## 2 The model

In the following, we use notation and standard tools introduced in Appendix A.1.

Let $\eta>0$. Denote by $\mu_{N}=\mu_{N}(\eta)$ the centred Gaussian measure with covariance $(-\Delta+\eta)^{-1}$ and expectation $\mathbb{E}_{N}$. Above, $\Delta$ is the Laplacian on $\mathbb{T}_{N}$. As pointed out in Remark 1.1, the choice of $\eta$ is inessential. We consider it fixed unless stated otherwise and we do not make $\eta$-dependence explicit in the notation.

Fix $\beta>0$. Let $\mathscr{V}_{\beta}: \mathbb{R} \rightarrow \mathbb{R}$ be given by

$$
\mathscr{V}_{\beta}(a)=\frac{1}{\beta}\left(a^{2}-\beta\right)^{2}=\frac{1}{\beta} a^{4}-2 a^{2}+\beta .
$$

$\mathscr{V}_{\beta}$ is a symmetric double well potential with minima at $a= \pm \sqrt{\beta}$ and a potential barrier at $a=0$ of height $\beta$.

Fix $\rho \in C_{c}^{\infty}\left(\mathbb{R}^{3} ;[0,1]\right)$ rotationally symmetric; decreasing; and satisfying $\rho(x)=$ 1 for $|x| \in\left[0, c_{\rho}\right)$, where $c_{\rho}>0$. See Lemma 4.6 for why the last condition is important. Note that many of our estimates rely on the choice of $\rho$, but we omit explicit reference to this.

For every $K>0$, let $\rho_{K}$ be the Fourier multiplier on $\mathbb{T}_{N}$ with symbol $\rho_{K}(\cdot)=$ $\rho(\dot{\bar{K}})$. For $\phi \sim \mu_{N}$, we denote $\phi_{K}=\rho_{K} \phi$. Note that $\phi_{K}$ is smooth. Let

$$
\begin{equation*}
\oslash_{K}=\mathbb{E}_{N}\left[\phi_{K}^{2}(0)\right]=\frac{1}{N^{3}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} \frac{\rho_{K}^{2}(n)}{\langle n\rangle^{2}} \tag{2.1}
\end{equation*}
$$

where $\langle\cdot\rangle=\sqrt{\eta+4 \pi^{2}|\cdot|^{2}}$. Note that $\bigcirc_{K}=O(K)$ as $K \rightarrow \infty$. The first four Wick powers of $\phi_{K}$ are given by the generalised Hermite polynomials:

$$
\begin{aligned}
: \phi_{K}(x) & :=\phi_{K}(x) \\
: \phi_{K}^{2}(x) & :=\phi_{K}^{2}(x)-\bigcirc_{K} \\
: \phi_{K}^{3}(x): & =\phi_{K}^{3}(x)-3 \varrho_{K} \phi_{K}(x) \\
: \phi_{K}^{4}(x): & =\phi_{K}^{4}(x)-6 \varrho_{K} \phi_{K}^{2}(x)+3 \oslash_{K}^{2} .
\end{aligned}
$$

We define the Wick renormalised potential by linearity:

$$
: \mathscr{V}_{\beta}\left(\phi_{K}\right):=\frac{1}{\beta}: \phi_{K}^{4}:-2: \phi_{K}^{2}:+\beta .
$$

Let $\nu_{\beta, N, K}$ be the probability measure with density

$$
\begin{equation*}
d \nu_{\beta, N, K}(\phi)=\frac{e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)}}{\mathscr{Z}_{\beta, N, K}} d \mu_{N}(\phi) . \tag{2.2}
\end{equation*}
$$

Above, $\mathscr{H}_{\beta, N, K}$ is the renormalised Hamiltonian

$$
\begin{equation*}
\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)=\int_{\mathbb{T}_{N}}: \mathscr{V}_{\beta}\left(\phi_{K}\right):-\frac{\gamma_{K}}{\beta^{2}}: \phi_{K}^{2}:-\delta_{K}-\frac{\eta}{2}: \phi_{K}^{2}: d x \tag{2.3}
\end{equation*}
$$

where $\gamma_{K}$ and $\delta_{K}$ are additional renormalisation constants given by (5.25) and (5.26), respectively, and $\mathscr{Z}_{\beta, N, K}=\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)}$ is the partition function.

Proposition 2.1. For every $\beta>0$ and $N \in \mathbb{N}$, the measures $\nu_{\beta, N, K}$ converge weakly to a non-Gaussian measure $\nu_{\beta, N}$ on $S^{\prime}\left(\mathbb{T}_{N}\right)$ as $K \rightarrow \infty$. In addition, $\mathscr{Z}_{\beta, N, K} \rightarrow \mathscr{Z}_{\beta, N}$ as $K \rightarrow \infty$ and satisfies the following estimate: there exists $C=C(\beta, \eta)>0$ such that

$$
-C N^{3} \leqslant-\log \mathscr{Z}_{\beta, N} \leqslant C N^{3} .
$$

Proof. Proposition 2.1 is a variant of the classical ultraviolet stability for $\phi_{3}^{4}$ first established in [GJ73]. Our precise formulation, i.e. the choice of $\gamma_{\bullet}$ and $\delta_{\bullet}$, is taken from [BG19, Theorem 1].

We write $\langle\cdot\rangle_{\beta, N}$ and $\langle\cdot\rangle_{\beta, N, K}$ for expectations with respect to $\nu_{\beta, N}$ and $\nu_{\beta, N, K}$, respectively.

Remark 2.2. The constants $\bigcirc_{K}, \gamma_{K}, \delta_{K}$ are, respectively, Wick renormalisation, (second order) mass renormalisation, and energy renormalisation constants. They all depend on $\eta$ and $N . \delta_{K}$ additionally depends on $\beta$ and is needed for the convergence of $\mathscr{Z}_{\beta, N, K}$ as $K \rightarrow \infty$, but drops out of the definition of the cutoff measures (2.2).

Remark 2.3. In 2D a scaling argument [GJS76c] allows one to work with the measure with density proportional to

$$
\exp \left(-\int_{\mathbb{T}_{N}}: \mathscr{V}_{\beta}\left(\phi_{K}\right): d x\right) d \tilde{\mu}_{N}(\phi)
$$

where $\tilde{\mu}_{N}$ is the Gaussian measure with covariance $\left(-\Delta+\sqrt{\beta}^{-1}\right)^{-1}$, i.e. a $\beta$ dependent mass. This measure is significantly easier to work with due to the degenerate mass when $\beta$ is large. In particular, it is easier to obtain contour bounds which, although suboptimal from the point of view of $\beta$-dependence, are sufficient for the Peierls' argument in [GJS75] and for the analogue of our argument in Section 3 carried out in $2 D$. In $3 D$ one cannot work with such a measure.

## 3 Surface order large deviation estimate

In this section we carry out the statistical mechanics part of the proof of Theorem 1.2. Recall that for large $\beta$, the the minima of potential $\mathscr{V}_{\beta}$ at $\pm \sqrt{\beta}$ are widely separated by a steep potential barrier of height $\beta$, so formally $\nu_{\beta, N}$ resembles an Ising model at inverse temperature $\beta$. We use this intuition to prove contour bounds for $\nu_{\beta, N}$ (see Proposition 3.2) conditional on certain moment bounds (see Proposition 3.6). The contour bounds are then used to adapt arguments from [BIVoo] to prove Theorem 1.2 .

### 3.1 Block averaging

Let $e_{1}, e_{2}, e_{3}$ be the standard basis for $\mathbb{R}^{3}$. We identify $\mathbb{T}_{N}$ with the set

$$
\left\{a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3}: a_{1}, a_{2}, a_{3} \in[0, N)\right\} .
$$

Define

$$
\mathbb{B}_{N}=\left\{\prod_{i=1}^{3}\left[a_{i}, a_{i}+1\right) \subset \mathbb{T}_{N}: a_{1}, a_{2}, a_{3} \in\{0, \ldots, N-1\}\right\} .
$$

We call elements of $\mathbb{B}_{N}$ blocks. For any $B \subset \mathbb{B}_{N}$, we overload notation and write $B=\bigcup_{\square \in B} \square \subset \mathbb{T}_{N}$. Hence, $|B|=\int_{B} 1 d x$ is the number of blocks in $B$. In addition, we identify any $\vec{f} \in \mathbb{R}^{\mathbb{B}_{N}}$ with the piecewise continuous function on $\mathbb{T}_{N}$ given by $\vec{f}(x)=\vec{f}(\square)$ for $x \in \square$.

Let $\phi \sim \nu_{\beta, N}$. For any $\square \in \mathbb{B}_{N}$, let $\phi(\square)=\int_{\square} \phi d x$. Here, the integral is interpreted as the duality pairing between $\phi$ (a distribution) and the indicator function $\mathbf{1}_{\square}$ (a test function); we use this convention throughout. We let $\vec{\phi}=(\phi(\square))_{\square \in \mathbb{B}_{N}} \in$ $\mathbb{R}^{\mathbb{B}_{N}}$ denote the block averaged field obtained from $\phi$.

Remark 3.1. Testing $\phi$ against $\mathbf{1}_{\square}$, which is not smooth, yields a well-defined random variable on the support of $\nu_{\beta, N}$. Indeed, $\phi$ belongs almost surely to $L^{\infty}$-based Besov spaces of regularity sfor every $s<-\frac{1}{2}$ (see Appendix A. 2 for a review of Besov spaces and see Section 4 for the almost sure regularity of $\phi$ ). On the other hand, indicator functions of blocks belong to $L^{1}$-based Besov spaces of regularity s for everys $<1$ or, more generally, $L^{p}$-based Besov spaces of regularity sfor every $s<\frac{1}{p}$ (see, for example, Lemma 1.1 in [FR12]). This is sufficient to test $\phi$ against indicator functions of blocks (using e.g. Proposition A.1). We also give an alternative proof using a type of Itô isometry in Proposition 5.22.

### 3.2 Phase labels

We define a map $\vec{\phi} \in \mathbb{R}^{\mathbb{B}_{N}} \mapsto \sigma \in\{-\sqrt{\beta}, 0, \sqrt{\beta}\}^{\mathbb{B}_{N}}$ called a phase label. A basic function of $\sigma$ is to identify whether the averages $\phi$ ( $\square)$ take values around the well at $+\sqrt{\beta}$, the well at $-\sqrt{\beta}$, or neither. We quantify this to a given precision $\delta \in(0,1)$, which is taken to be fixed in what follows.

- We say that $\square \in \mathbb{B}_{N}$ is plus (resp. minus) valued if

$$
|\phi(\square) \mp \sqrt{\beta}|<\sqrt{\beta} \delta .
$$

The set of plus (resp. minus) valued blocks is denoted $\mathscr{P}$ (resp. $\mathcal{M}$ ).

- The set of neutral blocks is defined as $\mathcal{N}=\mathbb{B}_{N} \backslash(\mathscr{P} \cup \mathscr{M})$.

Each block in $\mathbb{B}_{N}$ contains a midpoint. Given two distinct blocks in $\mathbb{B}_{N}$, we say that they are nearest-neighbours if their midpoints are of distance 1 . They are *-neighbours if their midpoints are of distance at most $\sqrt{3}$. For any $\square \in \mathbb{B}_{N}$, the $*$-connected ball centred at $\square$ is the set $\mathrm{B}^{*}(\square) \subset \mathbb{B}_{N}$ consisting of $\square$ and its *-neighbours. It contains exactly 27 blocks.

- We say that $\square \in \mathbb{B}_{N}$ is plus good if every $\square^{\prime} \in B^{*}(\square)$ is plus valued. The set of plus good blocks is denoted $\mathscr{P}_{G}$.
- We say that $\square \in \mathbb{B}_{N}$ is minus good if every $\square^{\prime} \in \mathrm{B}^{*}(\square)$ is minus valued. The set of minus good blocks is denoted $\mathcal{M}_{G}$.
- The set of bad blocks is defined as $\mathscr{B}=\mathbb{B}_{N} \backslash\left(\mathscr{P}_{G} \cup \mathcal{M}_{G}\right)$.

Define the phase label $\sigma$ associated to $\vec{\phi}$ of precision $\delta>0$ by

$$
\sigma(\square)= \begin{cases}+\sqrt{\beta}, & \square \in \mathscr{P}_{G}, \\ -\sqrt{\beta}, & \square \in \mathscr{M}_{G}, \\ 0, & \square \in \mathscr{B} .\end{cases}
$$

The following proposition can be thought of as an extension of the contour bounds developed for $\phi^{4}$ in 2D [GJS75, Theorem 1.2] to 3D.

Proposition 3.2. Let $\sigma$ be a phase label of precision $\delta \in(0,1)$. Then, there exists $\beta_{0}=\beta_{0}(\delta, \eta)>0$ and $C_{P}=C_{P}(\delta, \eta)>0$ such that, for $\beta>\beta_{0}$, the following holds for any $N \in 4 \mathbb{N}$ : for any set of blocks $B \subset \mathbb{B}_{N}$,

$$
\begin{equation*}
\nu_{\beta, N}(\sigma(\square)=0 \text { for all } \square \in B) \leqslant e^{-C_{P} \sqrt{\beta}|B|} . \tag{3.1}
\end{equation*}
$$

Proof. See Section 3.3.1. The main estimates required in the proof are given in Proposition 3.6, which extends [GJS75, Theorem 1.3] to $3_{3} \mathrm{D}$ and improves the $\beta$ dependence. Assuming this, we then prove Proposition 3.2 in the spirit of the proof of [GJS75, Theorem 1.2].

### 3.3 Penalising bad blocks

Given a phase label, we partition the set of bad blocks $\mathscr{B}$ into two types.

- Frustrated blocks are blocks $\square \in \mathbb{B}_{N}$ such that $\mathrm{B}^{*}(\square)$ contains a neutral block. We denote the set of frustrated blocks $\mathscr{B}_{F}$.
- Interface block are blocks $\square \in \mathbb{B}_{N}$ such that $\mathrm{B}^{*}(\square)$ contains no neutral blocks, but there exists at least one pair of nearest-neighbours $\left\{\square^{\prime}, \square^{\prime \prime}\right\} \subset B^{*}(\square)$ such that $\square^{\prime} \in \mathscr{P}$ but $\square^{\prime \prime} \in \mathcal{M}$. We denote the set of interface blocks $\mathscr{B}_{I}$.

For any $\square \in \mathbb{B}_{N}$ and any nearest-neighbours $\square^{\prime}, \square^{\prime \prime} \in \mathbb{B}_{N}$, define:

$$
\begin{align*}
Q_{1}(\square) & =\frac{1}{\sqrt{\beta}} \int_{\square}\left(\beta-: \phi^{2}(x):\right) d x \\
Q_{2}(\square) & =\frac{1}{\sqrt{\beta}} \int_{\square}\left(: \phi^{2}(x):-\phi(\square)^{2}\right) d x  \tag{3.2}\\
Q_{3}\left(\square^{\prime}, \square^{\prime \prime}\right) & =\phi\left(\square^{\prime}\right)-\phi\left(\square^{\prime \prime}\right) .
\end{align*}
$$

Remark 3.3. Note that testing: $\phi^{2}$ : against $\mathbf{1}_{\square}$ yields a well-defined random variable on the support of $\nu_{\beta, N}$. We give a proof of this fact in Proposition 5.23.

We write $\mathrm{B}_{\mathrm{nn}}^{*}(\square)$ for the set of unordered pairs of nearest-neighbour blocks $\left\{\square^{\prime}, \square^{\prime \prime}\right\}$ in $\mathbb{B}_{N}$ such that $\square^{\prime}, \square^{\prime \prime} \in \mathrm{B}^{*}(\square)$. There are 54 elements in this set.

Lemma 3.4. Let $N \in \mathbb{N}$ and fix a phase label of precision $\delta \in(0,1)$. Then, for every $\square \in \mathbb{B}_{N}$,

$$
\begin{gather*}
\mathbf{1}_{\square \in \mathscr{B}_{F}} \leqslant 2 e^{-C_{\delta} \sqrt{\beta}} \sum_{\square^{\prime} \in \mathrm{B}^{*}(\square)}\left(\cosh Q_{1}\left(\square^{\prime}\right)+\cosh Q_{2}\left(\square^{\prime}\right)\right)  \tag{3.3}\\
\mathbf{1}_{\square \in \mathscr{B}_{I}} \leqslant 2 e^{-C_{\delta} \sqrt{\beta}} \sum_{\left\{\square^{\prime}, \square^{\prime \prime}\right\} \in \mathrm{B}_{n n}^{*}(\square)} \cosh Q_{3}\left(\square^{\prime}, \square^{\prime \prime}\right) \tag{3.4}
\end{gather*}
$$

where $C_{\delta}=\min \left(\frac{\delta}{2}, 2-2 \delta\right)>0$.

Frustrated blocks are penalised by the potential $\mathscr{V}_{\beta}$ whereas interface blocks are penalised by the gradient term in the Gaussian measure. Lemma 3.4 formalises this through use of the random variables $Q_{1}, Q_{2}$ and $Q_{3}$, which (up to trivial modifications) were introduced in [GJS75]. $Q_{1}$ penalises frustrated blocks. $Q_{2}$ is an error term coming from the fact that the potential is written in terms of $\phi$ rather than $\vec{\phi}$. $Q_{3}$ penalises interface blocks.

Proof of Lemma 3.4. For any $\square \in \mathbb{B}_{N}$,

$$
\begin{align*}
\mathbf{1}_{\square \in \mathcal{N}}= & \mathbf{1}_{|\phi(\square)|<(1-\delta) \sqrt{\beta}}+\mathbf{1}_{|\phi(\square)|>(1+\delta) \sqrt{\beta}} \\
= & \mathbf{1}_{\frac{1}{\sqrt{\beta}}\left(\beta-\phi(\square)^{2}\right)>\left(2 \delta-\delta^{2}\right) \sqrt{\beta}}+\mathbf{1}_{\frac{1}{\sqrt{\beta}}\left(\phi(\square)^{2}-\beta\right)>\left(2 \delta+\delta^{2}\right) \sqrt{\beta}} \\
= & \mathbf{1}_{\frac{1}{\sqrt{\beta}}} \int_{\square} \beta-: \phi^{2}(x): d x+\frac{1}{\sqrt{\beta}} \int_{\square}: \phi^{2}(x):-\phi(\square)^{2} d x>\left(2 \delta-\delta^{2}\right) \sqrt{\beta} \\
& \quad+\mathbf{1}_{\frac{1}{\sqrt{\beta}}} \int_{\square}: \phi^{2}(x):-\beta d x+\frac{1}{\sqrt{\beta}} \int_{\square} \phi(\square)^{2}-: \phi^{2}(x): d x>\left(2 \delta+\delta^{2}\right) \sqrt{\beta} \\
\leq & \mathbf{1}_{\frac{1}{\sqrt{\beta}}} \int_{\square} \beta-: \phi^{2}(x): d x>\frac{2 \delta-\delta^{2}}{2} \sqrt{\beta}  \tag{3.5}\\
& \quad+\mathbf{1}_{\frac{1}{\sqrt{\beta}}} \int_{\square}: \phi^{2}(x):-\phi(\square)^{2} d x>\frac{2 \delta-\delta^{2}}{2} \sqrt{\beta} \\
\leqslant & \left.\int_{\square} e^{-\frac{\delta}{2} \sqrt{\beta}(x):-\beta d x>\frac{2 \delta+\delta^{2}}{2} \sqrt{\beta}}+e_{\frac{1}{\sqrt{\beta}} \int_{\square} \phi(\square)^{2}-: \phi^{2}(x): d x>\frac{2 \delta+\delta^{2}}{2} \sqrt{\beta}}+e^{Q_{2}(\square)}+e^{-Q_{1}(\square)}+e^{-Q_{2}(\square)}\right) \\
= & 2 e^{-\frac{\delta}{2} \sqrt{\beta}}\left(\cosh Q_{1}(\square)+\cosh Q_{2}(\square)\right)
\end{align*}
$$

where in the penultimate line we have used that $\delta^{2} \leqslant \delta$.
By the definition of $\mathscr{B}_{F}$,

$$
\begin{equation*}
\mathbf{1}_{\square \in \mathscr{B}_{F}} \leqslant \sum_{\square^{\prime} \in \mathrm{B}^{*}(\square)} \mathbf{1}_{\square^{\prime} \in \mathcal{N}} . \tag{3.6}
\end{equation*}
$$

Using (3.5) applied to $\mathbf{1}_{\square^{\prime} \in \mathcal{N}}$ in (3.6) yields (3.3).
(3.4) is established by the following estimates: by the definition of $\mathscr{B}_{I}$,

$$
\begin{aligned}
\mathbf{1}_{\square \in \mathscr{S}_{I}} & \leqslant \sum_{\left\{\square^{\prime}, \square^{\prime \prime}\right\} \in B_{n 11}^{*}(\square)}\left(\mathbf{1}_{\square^{\prime} \in \mathscr{P}} \mathbf{1}_{\square^{\prime \prime} \in \mathcal{M}}+\mathbf{1}_{\square^{\prime} \in \mathcal{M}} \mathbf{1}_{\square^{\prime \prime} \in \mathscr{F}}\right) \\
& \leqslant \sum_{\left\{\square^{\prime}, \square^{\prime \prime}\right\} \in B_{11}^{*}(\square)}\left(\mathbf{1}_{\phi\left(\square^{\prime}\right)-\phi\left(\square^{\prime \prime}\right)>(2-2 \delta) \sqrt{\beta}}+\mathbf{1}_{\left.\phi\left(\square^{\prime \prime}\right)-\phi\left(\square^{\prime}\right)>(2-2 \delta) \sqrt{\beta}\right)}\right. \\
& \leqslant \sum_{\left\{\square^{\prime}, \square^{\prime}\right\} \in B_{n 1}^{*}(\square)} e^{-(2-2 \delta) \sqrt{\beta}}\left(e^{Q_{3}\left(\square^{\prime}, \square^{\prime \prime}\right)}+e^{-Q_{3}\left(\square^{\prime}, \square^{\prime \prime}\right)}\right) \\
& =\sum_{\left\{\square^{\prime}, \square^{\prime}\right\} \in B_{n n}^{*}(\square)} 2 e^{-(2-2 \delta) \sqrt{\beta}} \cosh Q_{3}\left(\square^{\prime}, \square^{\prime \prime}\right) .
\end{aligned}
$$

In order to use Lemma 3.4 to prove Proposition 3.2, we want to control expectations of $\cosh Q_{1}, \cosh Q_{2}$ and $\cosh Q_{3}$ by the exponentially small (in $\sqrt{\beta}$ ) prefactor in (3.3) and (3.4). Moreover, we want to control these expectations over a set of blocks as opposed to just single blocks.

Let $B_{1}, B_{2} \subset \mathbb{B}_{N}$ and let $B_{3}$ be any set of unordered pairs of nearest-neighbours in $\mathbb{B}_{N}$. Define

$$
\begin{align*}
& \cosh Q_{1}\left(B_{1}\right)=\prod_{\square \in B_{1}} \cosh Q_{1}(\square) \\
& \cosh Q_{2}\left(B_{2}\right)=\prod_{\square \in B_{2}} \cosh Q_{2}(\square)  \tag{3.7}\\
& \cosh Q_{3}\left(B_{3}\right)=\prod_{\left\{\square, \square^{\prime}\right\} \in B_{3}} \cosh Q_{3}\left(\square, \square^{\prime}\right) .
\end{align*}
$$

Remark 3.5. Although the random variable $Q_{3}\left(\square, \square^{\prime}\right)$ does depend on the ordering of $\square$ and $\square^{\prime}$, $\cosh Q_{3}\left(\square, \square^{\prime}\right)$ does not.

Proposition 3.6. For every $a_{0}>0$, there exist $\beta_{0}=\beta_{0}\left(a_{0}, \eta\right)>0$ and $C_{Q}=$ $C_{Q}\left(a_{0}, \beta_{0}, \eta\right)>0$ such that the following holds uniformly for all $\beta>\beta_{0}, a_{1}, a_{2}, a_{3} \in$ $\mathbb{R}$ such that $\left|a_{i}\right| \leqslant a_{0}$, and $N \in 4 \mathbb{N}$ : let $B_{1}, B_{2} \subset \mathbb{B}_{N}$ and $B_{3}$ a set of unordered pairs of nearest-neighbour blocks in $\mathbb{B}_{N}$. Then,

$$
\begin{equation*}
\left\langle\prod_{i=1}^{3} \cosh \left(a_{i} Q_{i}\left(B_{i}\right)\right)\right\rangle_{\beta, N} \leqslant e^{C_{Q}\left(\left|B_{1}\right|+\left|B_{2}\right|+\left|B_{3}\right|\right)} \tag{3.8}
\end{equation*}
$$

where $\left|B_{3}\right|$ is given by the number of pairs in $B_{3}$.

Proof. Proposition 3.6 is established in Section 6.3, but its proof takes up most of this article. The overall strategy is as follows: the crucial first step is to obtain upper and lower bounds on the free energy $-\log \mathscr{Z}_{\beta, N}$ that are uniform in $\beta$ and extensive in the volume, $N^{3}$. We then build on this analysis to obtain upper bounds on expectations of the form $\langle\exp Q\rangle_{\beta, N}$ that are uniform in $\beta$ and extensive in $N^{3}$. Here, $Q$ is a placeholder for random variables that are derived from the $Q_{i}$ 's, but that are supported on the whole of $\mathbb{T}_{N}$ rather than arbitrary unions of blocks. This is all done in Section 5, where the key results are Propositions 5.3 and 5.1, within the framework developed in Section 4.

The next step in the proof is to use the chessboard estimates of Proposition 6.5 (which requires $N \in 4 \mathbb{N}$ ) to bound the lefthand side of (3.8) in terms of $\left|B_{1}\right|+$ $\left|B_{2}\right|+\left|B_{3}\right|$ products of expectations of the form $\langle\exp Q\rangle_{\beta, N}^{\frac{1}{N^{3}}}$. Applying the results of Section 5 then completes the proof.

Key features of the estimate (3.8) used in the proof of Proposition 3.2 are that it is uniform in $\beta$ and extensive in the support of the $Q_{i}$ 's.

### 3.3.1 Proof of the Proposition 3.2 assuming Proposition 3.6

We first show that we can reduce to the case where $B$ contains no *-neighbours, which simplifies the combinatorics later on. Identify $\mathbb{B}_{N}$ with a subset of $\mathbb{Z}^{3}$. For every $e_{l} \in\{-1,0,1\}^{3}$, let $\mathbb{Z}_{l}^{3}=e_{l}+(3 \mathbb{Z})^{3}$. There are 27 such sub-lattices which we order according to $l \in\{1, \ldots, 27\}$. Note that $\mathbb{Z}^{3}=\bigcup_{l=1}^{27} \mathbb{Z}_{l}^{3}$. Let $\mathbb{B}_{N}^{l}=\mathbb{B}_{N} \cap \mathbb{Z}_{l}^{3}$. Each *-connected ball in $\mathbb{B}_{N}$ contains at most one block from each of these $\mathbb{B}_{N}^{l}$.

Assume that (3.1) has been established for sets with no *-neighbours with constant $C_{P}^{\prime}$. Then, by Hölder's inequality,

$$
\begin{align*}
\nu_{\beta, N}(\sigma(\square)=0 \text { for all } \square \in B) & =\left\langle\prod_{\square \in B} \mathbf{1}_{\square \in \mathscr{B}}\right\rangle_{\beta, N} \\
& \left.\leqslant \prod_{l=1}^{27}\left\langle\prod_{\square \in B \cap \mathbb{B}_{N}^{l}} \mathbf{1}_{\square \in \mathscr{B}}\right\rangle_{\beta, N}\right\rangle^{\frac{1}{27}}  \tag{3.9}\\
& \leqslant e^{-\frac{C_{P}^{\prime}}{27}|B|}
\end{align*}
$$

thereby establishing (3.1) with $C_{P}=\frac{C_{P}^{\prime}}{27}$.
Now assume that $B$ contains no *-neighbours. Fix any $A \subset B$. Let $\mathrm{B}^{*}(A)=$ $\bigcup_{\square \in A} \mathrm{~B}^{*}(\square)$ and let $\mathrm{B}_{\mathrm{nn}}^{*}(A)=\bigcup_{\square \in A} \mathrm{~B}_{\mathrm{nn}}^{*}(\square)$. By our assumption, $A$ contains no $*$-neighbours. Hence, for any $\square^{\prime} \in \mathbf{B}^{*}(A)$ there exists a unique $\square \in A$ such that $\square^{\prime} \in \mathbf{B}^{*}(\square)$; we define the root of $\square^{\prime}$ to be $\square$. Similarly, for any $\left\{\square^{\prime}, \square^{\prime \prime}\right\} \in B_{n n}^{*}(A)$ there exists a unique $\square \in A$ such that $\left\{\square^{\prime}, \square^{\prime \prime}\right\} \in B_{\text {nn }}^{*}(\square)$; we define the root of $\left\{\square^{\prime}, \square^{\prime \prime}\right\}$ to be $\square$. Note that the definition of root is $A$-dependent in both cases.

By Lemma 3.4, there exists $C_{\delta}$ such that

$$
\begin{align*}
\prod_{\square \in B} \mathbf{1}_{\square \in \mathscr{B}}= & \sum_{A \subset B}\left(\prod_{\square \in A} \mathbf{1}_{\square \in \mathscr{B}_{F}}\right)\left(\prod_{\square \in B \backslash A} \mathbf{1}_{\square \in \mathscr{B}_{I}}\right) \\
\leqslant & 2^{|B|} e^{-C_{\delta} \sqrt{\beta}|B|} \sum_{A \subset B}\left(\prod_{\square \in A} \sum_{\square^{\prime} \in \mathrm{B}^{*}(\square)}\left(\cosh Q_{1}\left(\square^{\prime}\right)+\cosh Q_{2}\left(\square^{\prime}\right)\right)\right)  \tag{3.10}\\
& \times\left(\prod_{\square \in B \backslash A} \sum_{\left\{\square^{\prime} \square^{\prime \prime}\right\} \in \mathrm{B}_{\text {利 }}^{*}(\square)} \cosh Q_{3}\left(\square^{\prime}, \square^{\prime \prime}\right)\right) \\
= & 2^{|B|} e^{-C_{\delta} \sqrt{\beta}|B|} \sum_{A \subset B} \sum_{A_{1}, A_{2}, A_{3}} \cosh Q_{1}\left(A_{1}\right) \cosh Q_{2}\left(A_{2}\right) \cosh Q_{3}\left(A_{3}\right)
\end{align*}
$$

where the last sum is over all $A_{1}, A_{2} \subset \mathrm{~B}^{*}(A)$ and $A_{3} \subset \mathrm{~B}_{\mathrm{nn}}^{*}(B \backslash A)$ such that: no two blocks in $A_{1} \cup A_{2}$ share a root, and no two pairs of blocks in $A_{3}$ share a root; and, $\left|A_{1}\right|+\left|A_{2}\right|=|A|$ and $\left|A_{3}\right|=|B \backslash A|$. We note that there are $(2 \cdot 27)^{|A|}=54^{|A|}$ possible $A_{1}$ and $A_{2}$, and $54^{|B \backslash A|}$ possible $A_{3}$.

By Proposition 3.6, there exists $C_{Q}$ such that, after taking expectations in (3.10) and using that $|A|+|B \backslash A|=|B|$, we obtain

$$
\nu_{\beta, N}(\sigma(\square)=0 \text { for all } \square \in B) \leqslant 2^{|B|} e^{-C_{\delta} \sqrt{\beta}|B|} 2^{|B|} 54^{|B|} e^{C_{Q}|B|} .
$$

Thus, choosing

$$
\sqrt{\beta}>\frac{4 \log 2+2 \log 54+2 C_{Q}}{C_{\delta}}
$$

yields (3.1) with $C_{P}=\frac{C_{\delta}}{2}$. This completes the proof.

### 3.4 Exchanging the block averaged field for the phase label

We now show that Propositions 3.2 and 3.6 allow one to reduce the problem of analysing the block averaged field to that of analysing the phase label. The main difficulty here is dealing with large fields, i.e. those $\vec{\phi}$ for which $\int_{\mathscr{B}}|\vec{\phi}|$ is large.

Proposition 3.7. Let $\delta, \delta^{\prime} \in(0,1)$ satisfy $\delta^{\prime} \leqslant \frac{\delta}{2}$. Then, there exists $\beta_{0}=\beta_{0}(\delta, \eta)>$ $0, C=C\left(\delta, \beta_{0}, \eta\right)>0$ and $N_{0}=N_{0}(\delta)>0$ such that, for all $\beta>\beta_{0}$ and $N \in 4 \mathbb{N}$ with $N>N_{0}$,

$$
\begin{equation*}
\frac{1}{N^{3}} \log \nu_{\beta, N}\left(\int_{\mathbb{T}_{N}}|\sigma-\vec{\phi}| d x>\delta \sqrt{\beta} N^{3}\right) \leqslant-C \sqrt{\beta} \tag{3.11}
\end{equation*}
$$

where $\sigma$ is the phase label of precision $\delta^{\prime} \leqslant \frac{\delta}{2}$.
Proof. Observe that

$$
\begin{align*}
& \nu_{\beta, N}\left(\int_{\mathbb{T}_{N}}|\sigma-\vec{\phi}| d x>\delta \sqrt{\beta} N^{3}\right) \\
& \leqslant \nu_{\beta, N}\left(\int_{\mathbb{T}_{N}}|\sigma-\vec{\phi}| d x>\delta \sqrt{\beta} N^{3},|\mathscr{B}|<\frac{\delta}{8} N^{3}\right)  \tag{3.12}\\
& \\
& \quad+\nu_{\beta, N}\left(|\mathscr{B}| \geqslant \frac{\delta}{8} N^{3}\right) .
\end{align*}
$$

By Proposition 3.2, there exists $\beta_{0}>0$ and $C_{P}>0$ such that, for $\sqrt{\beta}>$
$\max \left(\sqrt{\beta_{0}}, \frac{16 \log 2}{C_{P} \delta}\right)$,

$$
\begin{align*}
\nu_{\beta, N}\left(|\mathscr{B}| \geqslant \frac{\delta}{8} N^{3}\right) & \leqslant \sum_{m=\left\lceil\frac{\delta}{8} N^{3}\right\rceil}^{N^{3}} \nu_{\beta, N}(|\mathscr{B}|=m) \\
& \leqslant \sum_{m=\left\lceil\frac{\delta}{8} N^{3}\right\rceil}^{N^{3}}\binom{N^{3}}{m} e^{-C_{P} \sqrt{\beta} m}  \tag{3.13}\\
& \leqslant 2^{N^{3}} e^{-\frac{C_{P} \delta}{8} \sqrt{\beta} N^{3}} \\
& \leqslant e^{-\frac{C_{P} \delta}{16} \sqrt{\beta} N^{3}} .
\end{align*}
$$

Now consider the first term on the right hand side of (3.12). We decompose one step further:

$$
\nu_{\beta, N}\left(\int_{\mathbb{T}_{N}}|\sigma-\vec{\phi}| d x>\delta \sqrt{\beta} N^{3},|\mathscr{B}|<\frac{\delta}{8} N^{3}\right) \leqslant \nu_{\beta, N}\left(T_{1}\right)+\nu_{\beta, N}\left(T_{2}\right)
$$

where

$$
\begin{aligned}
T_{1} & =\left\{\int_{\mathbb{T}_{N}}|\sigma-\vec{\phi}| d x>\delta \sqrt{\beta} N^{3}, \int_{\mathscr{B}}|\vec{\phi}| d x \leqslant \frac{\delta}{2} \sqrt{\beta} N^{3}\right\} \\
T_{2} & =\left\{|\mathscr{B}|<\frac{\delta}{8} N^{3}, \int_{\mathscr{B}}|\vec{\phi}| d x>\frac{\delta}{2} \sqrt{\beta} N^{3}\right\} .
\end{aligned}
$$

We show that $T_{1}=\varnothing$ and that

$$
\begin{equation*}
\nu_{\beta, N}\left(T_{2}\right) \leqslant e^{-C \sqrt{\beta} N^{3}} \tag{3.14}
\end{equation*}
$$

for some constant $C=C(\delta)>0$ and for $\beta$ sufficiently large. Combining these estimates with (3.13) completes the proof.

First, we treat $T_{1}$. On good blocks $|\phi(\square)-\sigma|$ is bounded by the $\sqrt{\beta}$ multiplied by the precision of the phase label ( $\delta^{\prime} \leqslant \frac{\delta}{2}$ in this instance) and $\sigma=0$ on bad blocks. Therefore, on the set $\left\{\int_{\mathscr{B}}|\vec{\phi}| d x \leqslant \frac{\delta}{2} \sqrt{\beta} N^{3}\right\}$, we have:

$$
\begin{aligned}
\int_{\mathbb{T}_{N}}|\sigma-\vec{\phi}| d x & =\int_{\mathscr{P}_{G} \cup \cdot M_{G}}|\sigma-\vec{\phi}| d x+\int_{\mathscr{B}}|\sigma-\vec{\phi}| d x \\
& \leqslant \frac{\delta}{2} \sqrt{\beta}\left(\left|\mathscr{P}_{G}\right|+\left|\mathcal{M}_{G}\right|\right)+\int_{\mathscr{B}}|\vec{\phi}| d x \\
& \leqslant \delta \sqrt{\beta} N^{3}
\end{aligned}
$$

which shows that the first condition in $T_{1}$ is inconsistent with the second, so $T_{1}=\varnothing$.
We turn our attention to $T_{2}$. Fix $B \subset \mathbb{B}_{N}$. By Chebyschev's inequality, Young's inequality, and Proposition 3.6, there exists $\beta_{0}>0$ and $C_{Q}>0$ such that, for $\beta>\beta_{0}$,

$$
\begin{aligned}
\nu_{\beta, N}\left(\int_{B}|\vec{\phi}|>\frac{\delta}{2} \sqrt{\beta} N^{3}\right) & \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}}\left\langle e^{\Sigma_{\square \in B}|\phi(\square)|}\right\rangle_{\beta, N} \\
& \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}} e^{\frac{\sqrt{\beta}}{2}|B|}\left\langle e^{\frac{1}{2 \sqrt{\beta}} \sum_{\square \in B} \phi(\square)^{2}}\right\rangle_{\beta, N} \\
& \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}} e^{\sqrt{\beta}|B|}\left\langle e^{\frac{1}{2 \sqrt{\beta}} \sum_{\square \in B}\left(\phi(\square)^{2}-\beta\right)}\right\rangle_{\beta, N} \\
& \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}} e^{\sqrt{\beta}|B|}\left\langle\prod_{\square \in B} e^{-\frac{1}{2} Q_{1}(\square)} e^{-\frac{1}{2} Q_{2}(\square)}\right\rangle_{\beta, N} \\
& \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}} e^{\sqrt{\beta}|B|} 2^{|B|}\left\langle\cosh \left(\frac{1}{2} Q_{1}(B)\right) \cosh \left(\frac{1}{2} Q_{2}(B)\right)\right\rangle_{\beta, N} \\
& \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}} e^{\sqrt{\beta}|B|} 2^{|B|} e^{C_{Q}|B|}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\nu_{\beta, N}\left(T_{2}\right) & \leqslant \sum_{m=1}^{\left\lfloor\frac{\delta}{8} N^{3}\right\rfloor} \sum_{B:|B|=m} \nu_{\beta, N}\left(\int_{B}|\vec{\phi}| d x>\frac{\delta}{2} \sqrt{\beta} N^{3}\right) \\
& \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}} \sum_{m=1}^{\left\lfloor\frac{\delta}{8} N^{3}\right\rfloor}\binom{N^{3}}{m} e^{\sqrt{\beta} m} e^{\left(C_{Q}+\log 2\right) m}  \tag{3.15}\\
& \leqslant e^{-\frac{\delta}{2} \sqrt{\beta} N^{3}} 2^{N^{3}} e^{\frac{\delta}{8} \sqrt{\beta} N^{3}} e^{\frac{\left(C_{Q}+\log 2\right) \delta}{8} N^{3}} \\
& =e^{\left(-\frac{3 \delta}{8} \sqrt{\beta}+\log 2+\frac{\left(C_{Q}+\log 2\right) \delta}{8}\right) N^{3}} .
\end{align*}
$$

Taking

$$
\sqrt{\beta}>\frac{16 \log 2}{3 \delta}+\frac{2}{3}\left(C_{Q}+\log 2\right)
$$

yields (3.14) with $C=\frac{3 \delta}{16}$.

### 3.5 Proof of the main result

Adapting an argument from [Bodo2], we reduce the proof of Theorem 1.2 to bounding the probability that $\vec{\phi}$ is far from $\pm \sqrt{\beta}$-valued functions on $\mathbb{B}_{N}$ whose boundary (between regions of opposite spins) is of certain fixed area. Proposition 3.7 then allows us to go from analysing $\vec{\phi}$ to the phase label, for which we use existing results from [BIVoo].

For any $B \subset \mathbb{B}_{N}$, let $\partial B$ denotes its boundary, which is given by the union of faces of blocks in $B$. Let $|\partial B|=\int_{\partial B} 1 d s(x)$, where $d s(x)$ is the 2D Hausdorff measure (normalised so that faces have unit area). Thus, $|\partial B|$ is the number of faces in $\partial B$.

For any $a>0$, let $C_{a}$ be the set of functions $\vec{f} \in\{ \pm 1\}^{\mathbb{B}_{N}}$ such that $\mid \partial\{\vec{f}=$ $+1\} \mid \leqslant a N^{2}$. For any $\delta>0$, let $\mathfrak{B}\left(C_{a}, \delta\right)$ be the set of integrable functions $g$ on $\mathbb{T}_{N}$ such that there exists $\vec{f} \in C_{a}$ that satisfies $\int_{\mathbb{T}_{N}}|g-\vec{f}| d x \leqslant \delta N^{3}$.
Proposition 3.8. Let $\delta, \delta^{\prime} \in(0,1)$ satisfy $\delta^{\prime} \leqslant \delta$. Then, there exists $\beta_{0}=\beta_{0}(\delta, \eta)>0$ and $C=C\left(\delta, \beta_{0}, \eta\right)>0$ such that, for all $\beta>\beta_{0}$, the following estimate holds: for all $a>0$, there exists $N_{0}=N_{0}(a, \delta) \geqslant 4$ such that, for all $N>N_{0}$ dyadic,

$$
\frac{1}{N^{2}} \log \nu_{\beta, N}\left(\frac{1}{\sqrt{\beta}} \sigma \notin \mathfrak{B}\left(C_{a}, \delta\right)\right) \leqslant-C \sqrt{\beta} a
$$

where $\sigma$ is the phase label of precision $\delta^{\prime}$.
Proof. See [BIVoo, Theorem 2.2.1] where Proposition 3.8 is proven for a more general class of phase labels that satisfy a Peierls' type estimate such as the one in Proposition 3.2. We give a self-contained proof for our setting in Section 3.6.

The following lemma is our main geometric tool. It is a weak form of the isoperimetric inequality on $\mathbb{T}_{N}$, although it can be reformulated in arbitrary dimension. Its proof is a standard application of Sobolev's inequality and we include it for the reader's convenience.

Lemma 3.9. There exists $C_{I}>0$ such that the following estimate holds for every $N \in \mathbb{N}$ :

$$
\min (|\{\vec{f}=1\}|,|\{\vec{f}=-1\}|) \leqslant C_{I}|\partial\{\vec{f}=1\}|^{\frac{3}{2}}
$$

for every $\vec{f} \in\{ \pm 1\}^{\mathbb{B}_{N}}$.
Proof. Let $\theta \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$ be rotationally symmetric with $\int_{\mathbb{R}^{3}} \theta d x=1$. By Sobolev's inequality, there exists $C$ such that, for every $\varepsilon$,

$$
\begin{equation*}
\int_{\mathbb{T}_{N}}\left|f_{\varepsilon}-c_{\varepsilon}\right|^{\frac{3}{2}} d x \leqslant C\left(\int_{\mathbb{T}_{N}}\left|\nabla f_{\varepsilon}\right| d x\right)^{\frac{3}{2}} \tag{3.16}
\end{equation*}
$$

where $\overrightarrow{f_{\varepsilon}}=\vec{f} * \varepsilon^{-3} \theta\left(\varepsilon^{-1} \cdot\right)$ and $c_{\varepsilon}=\frac{1}{N^{3}} \int_{\mathbb{T}_{N}} \overrightarrow{f_{\varepsilon}} d x$. Note that $C$ is independent of $N$ by scaling.

Letting $\varepsilon \rightarrow 0$ in the left hand side of (3.16), we obtain

$$
\begin{equation*}
\int_{\mathbb{T}_{N}}\left|\vec{f}_{\varepsilon}-c_{\varepsilon}\right|^{\frac{3}{2}} d x \rightarrow \int_{\mathbb{T}_{N}}|\vec{f}-c|^{\frac{3}{2}} d x \tag{3.17}
\end{equation*}
$$

where $c=\frac{|\{\vec{f}=1\}|-|\{\vec{f}=-1\}|}{N^{3}}$. Note that $c \in[-1,1]$.
Without loss of generality, assume $c \geqslant 0$. This implies that $|\{\vec{f}=1\}| \geqslant\{\vec{f}=$ $-1\} \mid$. Then, evaluating the integral on the righthand side of (3.17), we find that

$$
\begin{align*}
\int_{\mathbb{T}_{N}}|\vec{f}-c|^{\frac{3}{2}} d x & =(1-c)^{\frac{3}{2}}|\{\vec{f}=1\}|+(1+c)^{\frac{3}{2}}|\{\vec{f}=-1\}| \\
& =(1-c)^{\frac{3}{2}} c N^{3}+\left((1-c)^{\frac{3}{2}}+(1+c)^{\frac{3}{2}}\right)|\{\vec{f}=-1\}|  \tag{3.18}\\
& \geqslant 2|\{\vec{f}=-1\}|
\end{align*}
$$

where we have used that the function

$$
c \mapsto(1-c)^{\frac{3}{2}}+(1+c)^{\frac{3}{2}}
$$

has minimum at $c=0$ on the interval $[0,1]$.
For the term on the right hand side of (3.16), using duality we obtain

$$
\begin{equation*}
\int_{\mathbb{T}_{N}}\left|\nabla \vec{f}_{\varepsilon}\right| d x=\sup _{\mathbf{g} \in C^{\infty}\left(\mathbb{T}_{N}, \mathbb{R}^{3}\right):|\mathbf{g}|_{\infty} \leqslant 1}\left|\int_{\mathbb{T}_{N}} \nabla \vec{f}_{\varepsilon} \cdot \mathbf{g} d x\right| \tag{3.19}
\end{equation*}
$$

where $|\cdot|_{\infty}$ denotes the supremum norm on $C^{\infty}\left(\mathbb{T}_{N}, \mathbb{R}^{3}\right)$.
For any such $\mathbf{g}$, using integration by parts and commuting the convolution with differentiation,

$$
\begin{equation*}
\left|\int_{\mathbb{T}_{N}} \nabla \overrightarrow{f_{\varepsilon}} \mathbf{g} d x\right|=\left|\int_{\mathbb{T}_{N}} \overrightarrow{f_{\varepsilon}} \nabla \cdot \mathbf{g} d x\right|=\left|\int_{\mathbb{T}_{N}} \vec{f} \nabla \cdot \mathbf{g}_{\varepsilon} d x\right| \tag{3.20}
\end{equation*}
$$

where the $\mathbf{g}_{\varepsilon}$ is interpreted as convolving each component of $\mathbf{g}$ with $\varepsilon^{-3} \theta\left(\varepsilon^{-1}.\right)$ separately.

Hence, by the divergence theorem, Young's inequality for convolutions, and using the supremum norm bound on $\mathbf{g}$,

$$
\begin{equation*}
(3.20)=2\left|\int_{\partial\{\vec{f}=1\}} \mathbf{g}_{\varepsilon} \cdot \hat{n} d s(x)\right| \leqslant 2|\partial\{\vec{f}=1\}| \tag{3.21}
\end{equation*}
$$

where $\hat{n}$ denotes the unit normal to $\partial\{\vec{f}=1\}$ pointing into $\{\vec{f}=-1\}$.
Inserting (3.21) in (3.19) implies that, for any $\varepsilon$,

$$
\begin{equation*}
\int_{\mathbb{T}_{N}}\left|\nabla \overrightarrow{f_{\varepsilon}}\right| d x \leqslant 2|\partial\{\vec{f}=1\}| . \tag{3.22}
\end{equation*}
$$

Thus, by inserting (3.22), (3.17) and (3.18) into (3.16), we obtain

$$
|\{\vec{f}=-1\}| \leqslant \sqrt{2} C|\partial\{\vec{f}=1\}|^{\frac{3}{2}} .
$$

Proof of Theorem 1.2. Let $\zeta \in(0,1)$. Choose $a>0$ and $\delta \in(0,1)$ such that

$$
\begin{equation*}
1-2 C_{I} a^{\frac{3}{2}}-\delta=\zeta \tag{3.23}
\end{equation*}
$$

where $C_{I}$ is the same constant as in Lemma 3.9. We first show that

$$
\begin{equation*}
\left\{\mathfrak{m}_{N}(\phi) \in(-\zeta \sqrt{\beta}, \zeta \sqrt{\beta})\right\} \subset\left\{\frac{1}{\sqrt{\beta}} \vec{\phi} \notin \mathfrak{B}\left(C_{a}, \delta\right)\right\} . \tag{3.24}
\end{equation*}
$$

Assume $\frac{1}{\sqrt{\beta}} \vec{\phi} \in \mathfrak{B}\left(C_{a}, \delta\right)$. Then, there exists $\vec{f} \in C_{a}$ such that

$$
\int_{\mathbb{T}_{N}}\left|\frac{1}{\sqrt{\beta}} \vec{\phi}-\vec{f}\right| d x \leqslant \delta N^{3} .
$$

This implies

$$
\left|\left|\int_{\mathbb{T}_{N}} \frac{1}{\sqrt{\beta}} \vec{\phi} d x\right|-\left|\int_{\mathbb{T}_{N}} \vec{f} d x\right|\right| \leqslant \delta N^{3}
$$

from which we deduce, together with Lemma 3.9,

$$
\begin{aligned}
\left|\frac{1}{\sqrt{\beta}} \mathfrak{m}_{N}(\phi)\right| & \geqslant 1-\frac{2 \min (|\{\vec{f}=+1\}|,|\{\vec{f}=-1\}|)}{N^{3}}-\delta . \\
& \geqslant 1-\frac{2 C_{I}|\partial\{\vec{f}=+1\}|^{\frac{3}{2}}}{N^{3}}-\delta .
\end{aligned}
$$

Since $\vec{f} \in C_{a}$, we obtain

$$
\left|\mathfrak{m}_{N}(\phi)\right| \geqslant \sqrt{\beta}\left(1-2 C_{I} a^{\frac{3}{2}}-\delta\right)=\zeta \sqrt{\beta}
$$

by (3.23).
Hence,

$$
\left\{\frac{1}{\sqrt{\beta}} \vec{\phi} \in \mathfrak{B}\left(C_{a}, \delta\right)\right\} \subset\left\{\left|\mathfrak{m}_{N}(\phi)\right| \geqslant \zeta \sqrt{\beta}\right\} .
$$

Taking complements establishes (3.24).
Now let $\sigma$ be the phase label of precision $\frac{\delta}{4}$. Note that

$$
\left\{\frac{1}{\sqrt{\beta}} \vec{\phi} \notin \mathfrak{B}\left(C_{a}, \delta\right)\right\} \subset\left\{\frac{1}{\sqrt{\beta}} \sigma \notin \mathfrak{B}\left(C_{a}, \frac{\delta}{2}\right)\right\} \bigcup\left\{\int_{\mathbb{T}_{N}}|\vec{\phi}-\sigma| d x>\frac{\delta}{2} \sqrt{\beta} N^{3}\right\} .
$$

Applying Proposition 3.7, Proposition 3.8, and using (3.24) finishes the proof.

### 3.6 Proof of Proposition 3.8

For any $B \subset \mathbb{B}_{N}$, let $\partial^{*} B$ be the set of blocks in $B$ with *-neighbours in $\mathbb{T}_{N} \backslash B$. Note that this is not the same as $\partial B$, which was defined earlier. Let $\mathscr{D}$ be the set of *connected components of $\partial^{*}\left(\mathbb{T}_{N} \backslash M_{G}\right)$. We call this the set of defects. Necessarily, any $\Gamma \in \mathscr{D}$ satisfies $\Gamma \subset \mathscr{B}$.

Fix $\gamma \in(0,1)$. Let $\mathscr{D}^{\gamma} \subset \mathscr{D}$ be the set of $\Gamma \in \mathscr{D}$ such that $|\Gamma| \leqslant 6 N^{\gamma}$. The elements of $\mathscr{D}^{\gamma}$ are called $\gamma$-small defects and the elements of $\mathscr{D} \backslash \mathscr{D}^{\gamma}$ are called $\gamma$-large defects.

Take any $\Gamma \in \mathscr{D}^{\gamma}$. Recall that we identify $\Gamma$ with the subset of $\mathbb{T}_{N}$ given by the union of blocks in $\Gamma$. Write $\mathrm{Cl}(\Gamma)$ for its closure in $\mathbb{T}_{N}$. The condition $\gamma<1$ ensures that, provided $N$ is taken sufficiently large depending on $\gamma$, any $\Gamma \in \mathscr{D}^{\gamma}$ is contained in a (translate of a) sphere of radius $\frac{N}{4}$ in $\mathbb{T}_{N}$. Let $\operatorname{Ext}(\Gamma)$ be the unique connected component of $\mathbb{T}_{N} \backslash \mathrm{Cl}(\Gamma)$ that intersects with the complement of this sphere. Let $\operatorname{Int}(\Gamma)=\mathbb{T}_{N} \backslash \operatorname{Ext}(\Gamma)$. We identify $\operatorname{Ext}(\Gamma)$ and $\operatorname{Int}(\Gamma)$ with their representations as subsets of $\mathbb{B}_{N}$. Note that $\Gamma \subset \operatorname{Int}(\Gamma)$ and generically the inclusion strict, e.g. when $\Gamma$ encloses a region.

Let $\mathscr{D}^{\gamma, \max }$ be the set of $\Gamma \in \mathscr{D}^{\gamma}$ such that $\Gamma \bigcap \operatorname{Int}(\tilde{\Gamma})=\varnothing$ for any $\tilde{\Gamma} \in \mathscr{D}^{\gamma} \backslash\{\Gamma\}$. In other words, $\mathscr{D}^{\gamma, \text { max }}$ is the set of $\gamma$-small defects that are not contained in the interior of any other $\gamma$-small defects, and we call these maximal $\gamma$-small defects.

We define two events, one corresponds to the total surface area of $\gamma$-large defects being small and the other corresponding to the total volume contained within maximal $\gamma$-small defects being small. Let

$$
\begin{aligned}
& S_{1}=\left\{\sum_{\Gamma \in \mathscr{D} \mid \mathscr{D r}}|\Gamma| \leqslant \frac{a}{6} N^{2}\right\} \\
& S_{2}=\left\{\sum_{\Gamma \in \mathscr{D} \gamma, \max }|\operatorname{Int}(\Gamma)| \leqslant \frac{\delta}{4} N^{3}\right\} .
\end{aligned}
$$

We now show that for $\phi \in S_{1} \cap S_{2} \cap\left\{|\mathscr{B}|<\frac{\delta}{2} N^{3}\right\}$, we have $\frac{1}{\sqrt{\beta}} \sigma \in \mathfrak{B}\left(C_{a}, \delta\right)$.
We obtain a $\pm \sqrt{\beta}$-valued spin configuration from $\sigma$ by erasing all $\gamma$-small defects in two steps: First, we reset the values on bad blocks to $\sqrt{\beta}$. Define $\sigma_{1} \in\{ \pm \sqrt{\beta}\}^{\mathbb{B}_{N}}$ by $\sigma_{1}(\square)=\sqrt{\beta}$ if $\square \in \mathscr{B}$, otherwise $\sigma_{1}(\square)=\sigma(\square)$. Second, define $\sigma_{2} \in\{ \pm \sqrt{\beta}\}^{\mathbb{B}_{N}}$ as follows: Given $\square \in \operatorname{Int}(\Gamma)$ for some $\Gamma \in \mathscr{D}^{\gamma, \max }$, let $\sigma_{2}(\square)=\sigma_{1}(\tilde{\square})$, where $\tilde{\square}$ is any block in $\operatorname{Ext}(\Gamma)$ that is *-neighbours with a block in $\Gamma$. Note that the second step is well-defined since the first step ensures that every block in $\operatorname{Ext}(\Gamma)$ that is *-neighbours with $\Gamma$ has the same value. See Figure 2 for an example of this procedure.

From the definition of $S_{1}$ and using that the factor 6 in the definition of $\gamma$-small defects accounts for the discrepancy between $|\partial \cdot|$ and $\left|\partial^{*} \cdot\right|$,

$$
\left|\partial\left\{\sigma_{2}=+\sqrt{\beta}\right\}\right| \leqslant a N^{2}
$$



Figure 2: An example of the $\sigma$ to $\sigma_{2}$ procedure (left to right). Image courtesy of $\mathbf{J}$. N. Gunaratnam
yielding $\frac{1}{\sqrt{\beta}} \sigma_{2} \in C_{a}$. Then, from the definition of $S_{2}$ and using the smallness assumption on the number of bad blocks,

$$
\int_{\mathbb{T}_{N}} \frac{1}{\sqrt{\beta}}\left|\sigma-\sigma_{2}\right| d x \leqslant 2 \sum_{\Gamma \in \mathscr{D} \gamma, \max }|\operatorname{Int}(\Gamma)|+|\mathscr{B}|<2 \frac{\delta}{4} N^{3}+\frac{\delta}{2} N^{3}<\delta N^{3}
$$

which establishes that $\frac{1}{\sqrt{\beta}} \sigma \in \mathfrak{B}\left(C_{a}, \delta\right)$.
We deduce that the event $\left\{\frac{1}{\sqrt{\beta}} \sigma \notin \mathfrak{B}\left(C_{a}, \delta\right)\right\}$ necessarily implies one of three things: either there are many bad blocks; or, the total surface area of $\gamma$-large defects is large; or, the density of $\gamma$-small defects is high. That is,

$$
\begin{align*}
& \nu_{\beta, N}\left(\frac{1}{\sqrt{\beta}} \sigma \notin \mathfrak{B}\left(C_{a}, \delta\right)\right)  \tag{3.25}\\
& \leqslant \nu_{\beta, N}\left(|\mathscr{B}| \geqslant \frac{\delta}{2} N^{3}\right)+\nu_{\beta, N}\left(S_{1}^{c}\right)+\nu_{\beta, N}\left(S_{2}^{c}\right)
\end{align*}
$$

Proposition 3.2 gives control on the first event. The other two are controlled by the following lemmas.

Lemma 3.10. Let $\gamma, \delta \in(0,1)$. Then, there exists $\beta_{0}=\beta_{0}(\gamma, \delta, \eta)>0$ and $C=C\left(\gamma, \delta, \beta_{0}, \eta\right)>0$ such that, for all $\beta>\beta_{0}$, the following holds: for any $a>0$, there exists $N_{0}=N_{0}(\gamma, a)>0$ such that, for any $N \in 4 \mathbb{N}$ with $N>N_{0}$,

$$
\frac{1}{N^{2}} \log \nu_{\beta, N}\left(\sum_{\Gamma \in \mathscr{D} \mid \mathscr{D} \gamma}|\Gamma|>a N^{2}\right) \leqslant-C \sqrt{\beta}\left(a+\frac{N^{\gamma}}{N^{2}}\right)
$$

where the underlying phase label is of precision $\delta$.
Proof. We give a proof based on arguments from [DKS92, Theorem 6.1] in Section 3.6.1.

Lemma 3.11. Let $\gamma, \delta, \delta^{\prime} \in(0,1)$. Then, there exists $\beta_{0}=\beta_{0}\left(\gamma, \delta, \delta^{\prime}, \eta\right)>0$, $C=C\left(\gamma, \delta, \delta^{\prime}, \beta_{0}, \eta\right)>0$ and $N_{0}=N_{0}(\gamma, \delta) \geqslant 4$ such that, for all $\beta>\beta_{0}$ and $N>N_{0}$ dyadic,

$$
\frac{1}{N^{2}} \log \nu_{\beta, N}\left(\sum_{\Gamma \in \mathscr{\mathscr { O }}, \max }|\operatorname{Int}(\Gamma)|>\delta N^{3}\right) \leqslant-C \sqrt{\beta} \frac{N}{N^{3 \gamma}}
$$

where the underlying phase label is of precision $\delta^{\prime}$.
Proof. See [BIVoo, Section 5.1.3] for a proof in a more general setting. We give an alternative proof in Section 3.6.2 that avoids the use of techniques from percolation theory.

As in (3.13), by Proposition 3.2 there exists $C_{P}>0$ such that

$$
\begin{equation*}
\nu_{\beta, N}\left(|\mathscr{B}| \geqslant \delta N^{3}\right) \leqslant e^{-\frac{C_{P} \delta}{4} \sqrt{\beta} N^{3}} \tag{3.26}
\end{equation*}
$$

provided $\sqrt{\beta}>\frac{4 \log 2}{\delta C_{P}}$.
Therefore, from (3.25), (3.26), Lemma 3.10 and Lemma 3.11, there exists $C>0$ such that

$$
\frac{1}{N^{2}} \log \nu_{\beta, N}\left(\sigma \notin \mathfrak{B}\left(C_{a}, \delta\right)\right) \leqslant-C \sqrt{\beta} \min \left(N, a+\frac{N^{\gamma}}{N^{2}}, \frac{N}{N^{3 \gamma}}\right) .
$$

Taking $\gamma<\frac{1}{3}$ and $N$ sufficiently large completes the proof. All that remains is to show Lemmas 3.10 and 3.11.

### 3.6.1 Proof of Lemma 3.10

By a union bound

$$
\begin{align*}
\nu_{\beta, N}\left(\sum_{\Gamma \in \mathscr{D} \mid \mathscr{D} \gamma}|\Gamma|>a N^{2}\right)= & \sum_{\substack{\left\{\Gamma_{i}\right\}| |\left|\Gamma_{i}\right|>N^{\gamma} \\
\sum_{i}\left|\Gamma_{i}\right|>a N^{2}}} \nu_{\beta, N}\left(\mathscr{D} \backslash \mathscr{D}^{\gamma}=\left\{\Gamma_{i}\right\}\right) \\
\leqslant & \sum_{\substack{\left\{\Gamma_{i}\right\}| | \Gamma_{i}\left|>N^{\gamma} \\
\sum_{i}\right| \Gamma_{i} \mid>a N^{2}}} \nu_{\beta, N}\left(\Gamma_{i} \subset \mathscr{B} \text { for all } \Gamma_{i} \in\left\{\Gamma_{i}\right\}\right), \tag{3.27}
\end{align*}
$$

where $\left\{\Gamma_{i}\right\}$ refers to a non-empty set of distinct *-connected subsets of $\mathbb{B}_{N}$.
By Proposition 3.2 there exists $C_{P}$ such that, for any $\left\{\Gamma_{i}\right\}$,

$$
\nu_{\beta, N}\left(\Gamma_{i} \subset \mathscr{B} \text { for all } \Gamma_{i} \in\left\{\Gamma_{i}\right\}\right)=\left\langle\prod_{\Gamma_{i} \in\left\{\Gamma_{i}\right\}} \prod_{\square \in \Gamma_{i}} \mathbf{1}_{\square \in \mathscr{B}}\right\rangle_{\beta, N}
$$

$$
\leqslant e^{-C_{P} \sqrt{\beta} \sum\left|\Gamma_{i}\right|}
$$

Inserting this into (3.27) and using the trivial estimate $\sum\left|\Gamma_{i}\right| \geqslant \frac{1}{2} a N^{2}+\frac{1}{2} \sum\left|\Gamma_{i}\right|$,

$$
\begin{align*}
\nu_{\beta, N}\left(\sum_{\Gamma \in \mathscr{D} \mid \mathscr{D} \gamma}|\Gamma|>a N^{2}\right) & \leqslant \sum_{\substack{\left\{\Gamma_{i}\right\}:\left|\Gamma_{i}\right|>N^{\gamma} \\
\sum_{i}\left|\Gamma_{i}\right|>a N^{2}}} e^{-C_{P} \sqrt{\beta} \sum\left|\Gamma_{i}\right|} \\
& \leqslant e^{-\frac{C_{P}}{2} \sqrt{\beta} a N^{2}} \sum_{\left\{\Gamma_{i}\right\}:\left|\Gamma_{i}\right|>N^{\gamma}} e^{-\frac{C_{P}}{2} \sqrt{\beta} \sum\left|\Gamma_{i}\right|}  \tag{3.28}\\
& =e^{-\frac{C_{P}}{2} \sqrt{\beta} a N^{2}} \sum_{\left\{\Gamma_{i}\right\}:\left|\Gamma_{i}\right|>N^{\gamma}} \prod_{\Gamma_{i} \in\left\{\Gamma_{i}\right\}} e^{-\frac{C_{P}}{2} \sqrt{\beta}\left|\Gamma_{i}\right|} .
\end{align*}
$$

Summing first over the number of elements in $\left\{\Gamma_{i}\right\}$ and then the number of $*$-connected regions containing a fixed number of blocks,

$$
\begin{align*}
\sum_{\substack{\left\{\Gamma_{i}\right\} \\
\left|\Gamma_{i}\right|>N^{\gamma}}} \prod_{\Gamma_{i} \in\left\{\Gamma_{i}\right\}} e^{-\frac{C_{P}}{2} \sqrt{\beta}\left|\Gamma_{i}\right|} & =\sum_{m=1}^{\infty} \sum_{\left\{\Gamma_{i}\right\}_{i=1}^{m}:\left|\Gamma_{i}\right|>N^{\gamma}} \prod_{i=1}^{m} e^{-\frac{C_{P}}{2} \sqrt{\beta}\left|\Gamma_{i}\right|} \\
& \leqslant \sum_{m=1}^{\infty}\left(\sum_{\Gamma * \text {-connected }:|\Gamma| \geqslant N^{\gamma}} e^{-\frac{C_{P}}{2} \sqrt{\beta}|\Gamma|}\right)^{m} \\
& \leqslant \sum_{m=1}^{\infty}\left(\sum_{n \geqslant N^{\gamma}} N^{3} 27 \cdot 26^{n-1} e^{-\frac{C_{P}}{2} \sqrt{\beta} n}\right)^{m}  \tag{3.29}\\
& \leqslant \sum_{m=1}^{\infty} e^{3 m \log N-\frac{C_{P}}{4} \sqrt{\beta} m N^{\gamma}}\left(\sum_{n \geqslant 1} e^{-\frac{C_{P}}{4} \sqrt{\beta} n}\right)^{m} \\
& \left.\leqslant \sum_{m=1}^{\infty} e^{\left(3 \log N-\frac{C_{P}}{4} \sqrt{\beta} N^{\gamma}\right.}\right) m \\
& \leqslant e^{-\frac{C_{P}}{8} \sqrt{\beta} N^{\gamma}} \sum_{m=1}^{\infty} e^{3 m \log N-\frac{C_{P}}{8} \sqrt{\beta} m N^{\gamma}}
\end{align*}
$$

provided $\sqrt{\beta}>\max \left(\frac{4 \log 27}{C_{P}}, \frac{4 \log 2}{C_{P}}\right)=\frac{4 \log 27}{C_{P}}$ (note that the condition arises so that $e^{-\frac{C_{P}}{4} \sqrt{\beta}}<\frac{1}{2}$, so that the geometric series with this rate is bounded by 1 ).

For any $\gamma>0$, the final series in (3.29) is summable provided $N^{\gamma}>\log N$ and $\sqrt{\beta}>\frac{24}{C_{P}}$, thereby finishing the proof.

### 3.6.2 Proof of Lemma 3.11

Choose $2 N^{\gamma} \leqslant K \leqslant 4 N^{\gamma}$ such that $K$ divides $N$. Such a choice is possible since we take $N$ to be a sufficiently large dyadic. Let

$$
\mathbb{B}_{N}^{K}=\left\{\mathbf{■}=\prod_{i=1}^{3}\left[n_{i}, n_{i}+K\right) \subset \mathbb{T}_{N}: n_{1}, n_{2}, n_{3} \in\{0, K, \ldots, N-K\}\right\}
$$

Elements of $\mathbb{B}_{N}^{K}$ are called $K$-blocks.
We say that two distinct $K$-blocks are $*_{K}$-neighbours if their corresponding midpoints are of distance at most $K \sqrt{3}$. We define the $*_{K}$-connected ball around $\llbracket \in \mathbb{B}_{N}^{K}$ to be the set containing itself and its ${ }^{*} K^{K}$-neighbours. As in the proof of Proposition 3.2, we can decompose $\mathbb{B}_{N}^{K}=\bigcup_{l=1}^{27} \mathbb{B}_{N}^{K, l}$ such that any ${ }^{*} K^{-}$-connected ball in $\mathbb{B}_{N}^{K}$ contains exactly one $K$-block from each element of the decomposition.

For each $■=\left[n_{1}, n_{1}+K\right) \times\left[n_{2}, n_{2}+K\right) \times\left[n_{3}, n_{3}+K\right)$, distinguish the unit block $\mathbf{\square}=\left[n_{1}, n_{1}+1\right) \times\left[n_{2}, n_{2}+1\right) \times\left[n_{3}, n_{3}+1\right)$. For every $h \in\{0, \ldots, K-1\}^{3}$, let $\tau_{h}$ be the translation map on $\mathbb{B}_{N}$ induced from the translation map on $\mathbb{T}_{N}$. We identify $\llbracket=\bigcup_{h \in\{0, \ldots, K-1\}^{3}} \tau_{h} \boldsymbol{m}$. Denote the set of distinguished unit blocks in $\mathbb{B}_{N}^{K}$ (respectively, $\mathbb{B}_{N}^{K, l}$ ) as $\mathbb{U} \mathbb{B}_{N}^{K}$ (respectively, $\mathbb{U B}_{N}^{K, l}$ ).

By our choice of $K, \operatorname{Int}(\Gamma)$ is entirely contained in a translation of a $K$-block for any $\Gamma \in \mathscr{D}^{\gamma}$. As a result, $\operatorname{Int}(\Gamma)$ intersects at most one $K$-block in $\mathbb{B}_{N}^{K, l}$ for any fixed $l$.

Using the correspondence between $K$-blocks and unit blocks described above, we have

$$
\begin{aligned}
\sum_{\Gamma \in \mathscr{D} \gamma, \max }|\operatorname{Int}(\Gamma)| & =\sum_{\square \in \mathbb{B}_{N}} \sum_{\Gamma \in \mathscr{D} \gamma, \max } \mathbf{1}_{\square \in \operatorname{Int}(\Gamma)} \\
& =\sum_{\boldsymbol{a} \in \mathbb{U} \mathbb{B}_{N}^{K}} \sum_{h \in\{0, \ldots, K-1\}^{3}} \sum_{\Gamma \in \mathscr{D} \gamma, \max } \mathbf{1}_{\tau_{h} \mathbb{E} \in \operatorname{Int}(\Gamma)} \\
& =\sum_{l=1}^{27} \sum_{\boldsymbol{\in} \in \mathbb{U} \mathbb{B}_{N}^{K}} \sum_{h \in\{0, \ldots, K-1\}^{3}} \sum_{\Gamma \in \mathscr{D} \gamma, \max } \mathbf{1}_{\tau_{h} \boldsymbol{m} \in \operatorname{Int}(\Gamma)} .
\end{aligned}
$$

Hence,

$$
\begin{align*}
\nu_{\beta, N} & \left(\sum_{\Gamma \in \mathscr{D} \gamma, \max }|\operatorname{Int}(\Gamma)|>\delta N^{3}\right)  \tag{3.30}\\
& \leqslant 27 K^{3} \max _{h, l} \nu_{\beta, N}\left(\sum_{\boldsymbol{a} \in \mathbb{U} \mathbb{B}_{N}^{K, l}} \sum_{\Gamma \in \mathscr{D} \gamma, \max } \mathbf{1}_{\tau_{h} \boldsymbol{m} \in \operatorname{Int}(\Gamma)}>\frac{\delta}{27}\left(\frac{N}{K}\right)^{3}\right) .
\end{align*}
$$

where the maximum is over $h \in\{0, \ldots, K-1\}^{3}$ and $1 \leqslant l \leqslant 27$.

Let $E_{k}$ be the event that precisely $k$ indicator functions appearing on the right hand side of (3.30) are nonzero. In other words, $E_{k}$ is the event that there are $k$ distinct defects of size at most $N^{\gamma}$ such that the $k$ distinct $\tau_{h} \mathbf{\square}$, where $\mathbf{\square} \in \mathbb{U B}_{N}^{K, l}$, are contained in their interiors.

Given a block there are $27 \cdot 26^{n-1}$ possible defects of size $n$ that contain this block. Thus, by Proposition 3.2, there exists $C_{P}$ such that

$$
\begin{align*}
\nu_{\beta, N}\left(E_{k}\right) & \leqslant\binom{\frac{N^{3}}{27 K^{3}}}{k} \sum_{1 \leqslant n_{1}, \ldots, n_{k} \leqslant N^{\gamma}} \prod_{j=1}^{k} n_{j} \cdot 26 \cdot 27^{n_{j}-1} e^{-C_{P} \sqrt{\beta} n_{j}}  \tag{3.31}\\
& \leqslant\binom{\frac{N^{3}}{27 K^{3}}}{k} e^{-\frac{C_{P}}{2} \sqrt{\beta} k}\left(\sum_{n=1}^{N^{\gamma}} n \cdot 26 \cdot 27^{n-1} e^{-\frac{C_{P}}{2} \sqrt{\beta} n}\right)^{k} \\
& \leqslant\binom{\frac{N^{3}}{27 K^{3}}}{k} e^{-\frac{C_{P}}{2} \sqrt{\beta} k}
\end{align*}
$$

provided e.g. $\sqrt{\beta}>\max \left(\frac{4 \log 27}{C_{P}}, \frac{2 \log 2}{C_{P}}\right)=\frac{4 \log 27}{C_{P}}$. This estimate is uniform over the choice of $h$ and $l$.

By a union bound on (3.30), using (3.31), and that $2 N^{\gamma} \leqslant K \leqslant 4 N^{\gamma}$,

$$
\begin{aligned}
\nu_{\beta, N}\left(\sum_{\Gamma \in \mathscr{D} \gamma, \max }|\operatorname{Int}(\Gamma)|>\delta N^{3}\right) & \leqslant 27 K^{3} \sum_{k=\left[\frac{\delta N^{3}}{27 K^{3}}+1\right.}^{\frac{N^{3}}{27 K^{3}}}\binom{\frac{N^{3}}{27 K^{3}}}{k} e^{-\frac{C_{P}}{2} \sqrt{\beta} k} \\
& \leqslant 27 K^{3} \cdot 2^{\frac{N^{3}}{27 K^{3}}} e^{-\frac{\delta C_{P}}{2 \cdot 27} \sqrt{\beta} N^{3}} \\
& \leqslant 27 \cdot 64 e^{3 \gamma \log N+\frac{\log 2}{27 \cdot 8} N^{3}} N^{3}-\frac{\delta C_{P}}{27 \cdot 16} \sqrt{\beta} \frac{N^{3}}{N^{3 \gamma}} \\
& \leqslant 27 \cdot 64 e^{-\frac{\delta C_{P}}{27 \cdot 32} \sqrt{\beta} \frac{N^{3}}{N^{3 \gamma}}}
\end{aligned}
$$

provided $\gamma \log N<N^{3-3 \gamma}$ and $\sqrt{\beta}>\frac{81 \cdot 32+4 \log 2}{\delta C_{P}}$. Taking logarithms and dividing by $N^{2}$ completes the proof.

## 4 Boué-Dupuis formalism for $\phi_{3}^{4}$

In this section we introduce the underlying framework that we build on to analyse expectations of certain random variables under $\nu_{\beta, N}$, as required in the proof of Proposition 3.6. This framework was originally developed in [BG19] to show ultraviolet stability for $\phi_{3}^{4}$ and identify its Laplace transform.

In particular, we want to obtain estimates on expectations of the form $\left\langle e^{Q_{K}}\right\rangle_{\beta, N, K}$, where $Q_{K}$ are random variables that converge (in an appropriate sense) to some random variable $Q$ of interest. We always work with a fixed ultraviolet cutoff $K$ and establish estimates on $\left\langle e^{Q_{K}}\right\rangle_{\beta, N, K}$ that are uniform in $K$ : this requires handling
of ultraviolet divergences. The first observation is that we can represent such expectations as a ratio of Gaussian expectations:

$$
\begin{equation*}
\left\langle e^{Q_{K}}\right\rangle_{\beta, N, K}=\frac{\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+Q_{K}\left(\phi_{K}\right)}}{\mathscr{Z}_{\beta, N, K}} \tag{4.1}
\end{equation*}
$$

where we recall $\mathbb{E}_{N}$ denotes expectation with respect to $\mu_{N}$ and $\mathscr{Z}_{\beta, N, K}=$ $\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)}$ is the partition function.

We then introduce an auxiliary time variable that continuously varies the ultraviolet cutoff between 0 and $K$, and use it to represent these Gaussian expectations in terms of expectations of functionals of finite dimensional Brownian motions. This allows us to use the Boué-Dupuis variational formula given in Proposition 4.7 to write these expectations in terms of a stochastic control problem. Hence, the problem of obtaining bounds is translated into choosing appropriate controls. An insight made in [BG19] is that one can use methods developed in the context of singular stochastic PDEs, specifically the paracontrolled calculus approach of [GIP ${ }_{5}$ 5], within the control problem to kill ultraviolet divergences.
Remark 4.1. In the following, we make use of tools in Appendices A. 2 and A. 3 concerning Besov spaces and paracontrolled calculus. In addition, for the rest of Sections 4 and 5, we consider $N \in \mathbb{N}$ fixed and drop it from notation when clear.

### 4.1 Construction of the stochastic objects

Fix $\kappa_{0}>0$ sufficiently small. We equip $\Omega=C\left(\mathbb{R}_{+} ; \mathscr{C}^{-\frac{3}{2}-\kappa_{0}}\right)$ with its Borel $\sigma$ algebra. Denote by $\mathbb{P}$ the probability measure on $\Omega$ under which the coordinate process $X_{\bullet}=\left(X_{k}\right)_{k \geqslant 0}$ is an $L^{2}$ cylindrical Brownian motion. We write $\mathbb{E}$ to denote expectation with respect to $\mathbb{P}$. We consider the filtered probability space $\left(\Omega, \mathscr{A},\left(\mathscr{A}_{k}\right)_{k \geqslant 0}, \mathbb{P}\right)$, where $\mathscr{A}$ is the $\mathbb{P}$-completion of the Borel $\sigma$-algebra on $\Omega$, and $\left(\mathscr{A}_{k}\right)_{k \geqslant 0}$ is the natural filtration induced by $X$ and augmented with $\mathbb{P}$-null sets of $\mathscr{A}$.

Given $n \in\left(N^{-1} \mathbb{Z}\right)^{3}$, define the process $B_{\bullet}^{n}$ by $B_{k}^{n}=\frac{1}{N^{\frac{3}{2}}} \int_{\mathbb{T}_{N}} X_{k} e_{-n} d x$, where $e_{n}(x)=e^{2 \pi i n \cdot x}$ and we recall that the integral denotes duality pairing between distributions and test functions. Then, $\left\{B_{\bullet}^{n}: n \in\left(N^{-1} \mathbb{Z}\right)^{3}\right\}$ is a set of complex Brownian motions defined on $\left(\Omega, \mathscr{A},\left(\mathscr{A}_{k}\right)_{k \geqslant 0}, \mathbb{P}\right)$, independent except for the constraint $\overline{B_{k}^{n}}=B_{k}^{-n}$. Moreover,

$$
X_{k}=\frac{1}{N^{3}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} B_{k}^{n} N^{\frac{3}{2}} e_{n}
$$

where $\mathbb{P}$-almost surely the sum converges in $\mathscr{C}^{-\frac{3}{2}-\kappa_{0}}$.
Let $\mathscr{g}_{k}$ be the Fourier multiplier with symbol

$$
\mathscr{f}_{k}(\cdot)=\frac{\sqrt{\partial_{k} \rho_{k}^{2}(\cdot)}}{\langle\cdot\rangle}
$$

where $\rho_{k}$ is the ultraviolet cutoff defined in Section 2 and we recall $\langle\cdot\rangle=$ $\sqrt{\eta+4 \pi^{2}|\cdot|^{2}} . \mathscr{I}_{k}$ arises from a continuous decomposition of the covariance of the pushforward measure $\mu_{N}$ under $\rho_{k}$ :

$$
\int_{0}^{k} \mathscr{F}_{k^{\prime}}^{2}(\cdot) d k^{\prime}=\frac{\rho_{k}^{2}(\cdot)}{\langle\cdot\rangle^{2}}=\mathscr{F}\left\{\mathscr{F}^{-1}\left(\rho_{k}\right) *(-\Delta+\eta)^{-1} * \mathscr{F}^{-1}\left(\rho_{k}\right)\right\}(\cdot)
$$

where $\mathscr{F}$ denotes the Fourier transform and $\mathscr{F}^{-1}$ denotes its inverse (see Appendix A.1). Note that the function $\partial_{k} \rho_{k}^{2}$ has decay of order $\langle k\rangle^{-\frac{1}{2}}$ and the corresponding multiplier is supported frequencies satisfying $|n| \in\left(c_{\rho} k, C_{\rho} k\right)$ for some $c_{\rho}<C_{\rho}$. Thus, we may think of $\mathscr{f}_{k}$ as having the same regularising properties as the multiplier $\frac{\mathscr{F}\left\{(-\Delta+\eta)^{-\frac{1}{2}}\right\}}{\langle k\rangle^{\frac{1}{2}}} \mathbf{1}_{c_{\rho} k \leqslant| | \leqslant C_{\rho} k} ;$ precise statements are given in Proposition A.g.

Define the process $\bullet$. by

$$
\begin{equation*}
\mathfrak{e}_{k}=\int_{0}^{k} \mathscr{F}_{k^{\prime}} d X_{k^{\prime}}=\frac{1}{N^{\frac{3}{2}}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}}\left(\int_{0}^{k} \frac{\sqrt{\partial_{k^{\prime}}} \rho_{k^{\prime}}^{2}(n)}{\langle n\rangle} d B_{k^{\prime}}^{n}\right) e_{n} . \tag{4.2}
\end{equation*}
$$

- is a centred Gaussian process with covariance:

$$
\mathbb{E}\left[\int_{\mathbb{T}_{N}}{ }_{\mathfrak{i}} f d x \int_{\mathbb{T}_{N}}{ }_{\mathfrak{k}^{\prime}} g d x\right]=\frac{1}{N^{3}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} \frac{\left.\rho_{\min \left(k, k^{\prime}\right)}^{2} \mathscr{F} f(n) \mathscr{F} g(n),\right\rangle^{2}}{\langle n\rangle^{2}}
$$

for any $f, g \in L^{2}$. Thus, the law of $\boldsymbol{~}_{k}$ is the law of $\rho_{k} \phi$ where $\phi \sim \mu_{N}$. As with other processes in the following, we simply write $\boldsymbol{\uparrow}=\boldsymbol{\imath}$.

### 4.1.1 Renormalised multilinear functions of the free field

The second, third, and fourth Wick powers of $\uparrow$ are the space-stationary stochastic processes $\boldsymbol{\vee}, \boldsymbol{\otimes}, \boldsymbol{*}$ defined by:

$$
\begin{aligned}
& \boldsymbol{v}_{k}=\boldsymbol{\top}_{k}^{2}-\varrho_{k} \\
& \boldsymbol{*}_{k}=\boldsymbol{\imath}_{k}^{3}-3 \varrho_{k} \\
& \boldsymbol{*}_{k}=\stackrel{\bullet}{\bullet}_{k}^{4}-6 \varrho_{k} \boldsymbol{\iota}_{k}^{2}+3 \varrho_{k}^{2}
\end{aligned}
$$

where we recall from Section 2 that $\bigotimes_{k}=\mathbb{E}_{N}\left[\phi_{k}^{2}(0)\right]=\mathbb{E}\left[{ }^{2}{ }_{k}^{2}(0)\right]$. Note that $\boldsymbol{v}_{k}, \boldsymbol{*}_{k}$, and $\boldsymbol{\psi}_{k}$ are equal in law to : $\phi_{k}^{2}:,: \phi_{k}^{3}:$, and : $\phi_{k}^{4}:$, respectively.

The Wick powers of 9 can be expressed as iterated integrals using Itô's formula (see [Nuao6, Section 1.1.2]). We only need the iterated integral representation $*$ :

$$
\begin{equation*}
\boldsymbol{*}_{k}=\frac{3!}{N^{\frac{9}{2}}} \sum_{n_{1}, n_{2}, n_{3}} \int_{0}^{k} \int_{0}^{k_{1}} \int_{0}^{k_{2}} \prod_{i=1}^{3} \frac{\sqrt{\partial_{k_{i}} \rho_{k_{i}}^{2}\left(n_{i}\right)}}{\left\langle n_{i}\right\rangle} d B_{k_{3}}^{n_{3}} d B_{k_{2}}^{n_{2}} d B_{k_{1}}^{n_{1}} \tag{4.3}
\end{equation*}
$$

where we have used the convention that sums over frequencies $n_{i}$ range over $\left(N^{-1} \mathbb{Z}\right)^{3}$.

We define additional space-stationary stochastic processes $\boldsymbol{\Psi}, \Psi, *, *, \Psi y$ by

$$
\begin{aligned}
& \stackrel{\Psi}{*}_{k}=\int_{0}^{k} \mathscr{F}_{k^{\prime}}^{2} \boldsymbol{*}_{k^{\prime}} d k^{\prime} \\
& \boldsymbol{\psi}_{k}=\boldsymbol{\bullet}_{k} \ominus \boldsymbol{\psi}_{k} \\
& \boldsymbol{\psi}_{k}=\boldsymbol{v}_{k} \ominus \ddot{\boldsymbol{\psi}}_{k}-\frac{12}{N^{6}} \boldsymbol{\bullet}_{k} \sum_{n_{1}+n_{2}+n_{3}} \int_{0}^{k} \frac{\rho_{k^{\prime}}^{2}\left(n_{1}\right) \rho_{k^{\prime}}^{2}\left(n_{2}\right) \partial_{k^{\prime}} \rho_{k^{\prime}}^{2}\left(n_{3}\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} d k^{\prime} \\
& \boldsymbol{\vartheta}_{k}=\mathscr{F}_{k} \boldsymbol{v}_{k} \ominus \mathscr{F}_{k} \stackrel{\vartheta}{v}_{k}-\frac{4}{N^{6}} \sum_{n_{1}+n_{2}+n_{3}=0} \frac{\rho_{k}^{2}\left(n_{1}\right) \rho_{k}^{2}\left(n_{2}\right) \partial_{k} \rho_{k}^{2}\left(n_{3}\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} .
\end{aligned}
$$

We make two observations: first, a straightforward calculation shows that $\psi_{k}$ diverges in variance as $k \rightarrow \infty$. However, due to the presence of $\mathscr{g}_{k}, \Psi_{k}$ can be made sense of as $k \rightarrow \infty$. See Lemma 4.6.

Second, $\psi_{k}, * \psi_{k}$, and $\Psi_{k}$ are renormalised resonant products of $\boldsymbol{\vartheta}_{k} \Psi_{k}, \boldsymbol{*}_{k} \Psi_{k}$, and $\left(\mathcal{F}_{k} \vartheta_{k}\right)^{2}$, respectively. The latter products are classically divergent in the limit $k \rightarrow \infty$. We refer to Remark 4.2 for an explanation of why the resonant product is used.

Remark 4.2. Let $f \in \mathscr{C}^{s_{1}}$ and $g \in \mathscr{C}^{s_{2}}$ for $s_{1}<0<s_{2}$. Bony's decomposition states that, if the product exists, $f g=f \otimes g+f \ominus g+f \ominus g$ and is of regularity $s_{1}$ (see Appendix A.3). Since paraproducts are always well-defined (see Proposition A.5), the resonant product contains all of the difficulty in defining the product. However, the resonant product gives regularity information of order $s_{1}+s_{2}$ (see Proposition A.6), which is strictly stronger than the regularity information of the product: i.e. the bound on $\|f \ominus g\|_{G_{s_{1}+s_{2}}}$ is strictly stronger than the bound on $\|f g\|_{G^{s_{1}}}$. This is the key property that makes paracontrolled calculus useful in this context [GIP15].

The required renormalisations of $\mathbb{*}_{K}$ and $\Psi_{K}$ are related to the usual "sunset" diagram appearing in the perturbation theory for $\phi_{3}^{4}$,

$$
\begin{equation*}
\ominus_{k}=\frac{1}{N^{6}} \sum_{n_{1}+n_{2}+n_{3}=0} \frac{\rho_{k}^{2}\left(n_{1}\right) \rho_{k}^{2}\left(n_{2}\right) \rho_{k}^{2}\left(n_{3}\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} . \tag{4.4}
\end{equation*}
$$

See [Fel74, Theorem 1]. We emphasise that $\ominus_{k}$ depends on $\eta, N$ and $k$.
By the fundamental theorem of calculus, the Leibniz rule, and symmetry,

$$
\ominus_{k}=\frac{1}{N^{6}} \sum_{n_{1}+n_{2}+n_{3}=0} \int_{0}^{k} \frac{\partial_{k^{\prime}}\left(\rho_{k^{\prime}}^{2}\left(n_{1}\right) \rho_{k^{\prime}}^{2}\left(n_{2}\right) \rho_{k^{\prime}}^{2}\left(n_{3}\right)\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} d k^{\prime}
$$

$$
=\frac{3}{N^{6}} \sum_{n_{1}+n_{2}+n_{3}=0} \frac{\int_{0}^{k} \rho_{k^{\prime}}^{2}\left(n_{1}\right) \rho_{k^{\prime}}^{2}\left(n_{2}\right) \partial_{k^{\prime}} \rho_{k}^{2}\left(n_{3}\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} .
$$

Thus, the renormalisations of $\mathscr{\vartheta}_{K}$ and $\dddot{\vartheta}_{k}$ are given by $4 \bigodot_{k}{ }_{k}$ and $\frac{4}{3} \partial_{k} \bigodot_{k}$, respectively.

Remark 4.3. It is straightforward to verify that there exists $C=C(\eta)>0$ such that

$$
\odot_{k} \leqslant \frac{C(\eta)}{N^{6}} \log \langle k\rangle \quad \text { and } \quad \partial_{k} \odot_{k} \leqslant \frac{C(\eta)}{N^{6}} \frac{\log \langle k\rangle}{\langle k\rangle}
$$

 following proposition gives control over arbitrarily high moments of diagrams in Besov spaces.

Proposition 4.4. For any $p, p^{\prime} \in[1, \infty), q \in[1, \infty]$, and $\kappa>0$ sufficiently small, there exists $C=C\left(p, p^{\prime}, q, \kappa, \eta\right)>0$ such that

$$
\begin{align*}
& \sup _{k>0} \mathbb{E}\left[\left\|\boldsymbol{\bullet}_{k}\right\|_{B_{p^{\prime}, q}^{-\frac{1}{2}-\kappa}}^{p}+\left\|\boldsymbol{\vartheta}_{k}\right\|_{B_{p^{\prime}, q}^{-1-\kappa}}^{p}+\left\|\boldsymbol{\varphi}_{k}\right\|_{B_{p^{\prime}, q}^{\frac{1}{2}-\kappa}}^{p}\right. \\
& \left.+\left\|\mathscr{H}_{k}\right\|_{B_{p^{\prime}, q}^{-\kappa}}^{p}+\left\|\mathscr{\mathscr { P }}_{k}\right\|_{B_{p^{\prime}, q}^{-\frac{1}{2}-\kappa}}^{p}+\left(\int_{0}^{k}\left\|\dddot{\Vdash}_{k^{\prime}}\right\|_{B_{p^{\prime}, q}^{-\kappa}}\right)^{p} d k^{\prime}\right] \leqslant C . \tag{4.5}
\end{align*}
$$

Proof. See [BG19, Lemma 24].
Remark 4.5. The constant on the righthand side of (4.5) is independent of $N$ because our Besov spaces are defined with respect to normalised Lebesgue measure $đ x=\frac{d x}{N^{3}}$ (see Appendix A.2). For $p=\infty$, bounds that are uniform in $N$ do not hold. Indeed, for $L^{\infty}$-based norms, there is in general no chance of controlling space-stationary processes uniformly in the volume. Thus, we cannot work in Besov-Hölder spaces.

We prove the bound in (4.5) for $\dot{\varphi}_{k}$ since it illustrates the role of $\mathscr{f}_{k}$, is used later in the proof of Proposition 5.22, and gives the reader a flavour of how to prove the bounds on the other diagrams.

Lemma 4.6. There exists $C=C(\eta)>0$ such that, for any $n \in\left(N^{-1} \mathbb{Z}\right)^{3}$,

$$
\begin{equation*}
\sup _{k>0} \mathbb{E}\left|\mathscr{F} \psi_{k}(n)\right|^{2} \leqslant \frac{C N^{3}}{\langle n\rangle^{4}} . \tag{4.6}
\end{equation*}
$$

As a consequence, for every $p \in[1, \infty)$ and $s<\frac{1}{2}$, there exists $C=C(p, s, \eta)>$ 0 such that

$$
\sup _{k>0} \mathbb{E}\left[\left\|\boldsymbol{\Psi}_{K}\right\|_{B_{p, p}^{s}}^{p}\right] \leqslant C
$$

Proof. Inserting (4.3) in the definition of $\Psi_{k}$ and switching the order of integration,

$$
\begin{aligned}
& \mathscr{F} \boldsymbol{\Psi}_{k}(n)=\frac{6}{N^{\frac{3}{2}}} \sum_{n_{1}+n_{2}+n_{3}=n} \int_{0}^{k} \frac{\partial_{k^{\prime}} \rho_{k^{\prime}}^{2}(n)}{\langle n\rangle^{2}} \int_{0}^{k^{\prime}} \int_{0}^{k_{1}} \int_{0}^{k_{2}} \\
& \times\left(\prod_{i=1}^{3} \frac{\sqrt{\partial_{k_{i}} \rho_{k_{i}}^{2}\left(n_{i}\right)}}{\left\langle n_{i}\right\rangle}\right) d B_{k_{3}}^{n_{3}} d B_{k_{2}}^{n_{2}} d B_{k_{1}}^{n_{1}} d k^{\prime} \\
&=\frac{6}{N^{\frac{3}{2}}} \sum_{n_{1}+n_{2}+n_{3}=n} \int_{0}^{k} \int_{0}^{k_{1}} \int_{0}^{k_{2}}\left(\int_{k_{1}}^{k} \frac{\partial_{k^{\prime}} \rho_{k^{\prime}}^{2}(n)}{\langle n\rangle^{2}} d k^{\prime}\right) \\
& \times\left(\prod_{i=1}^{3} \frac{\sqrt{\partial_{k_{i}} \rho_{k_{i}}^{2}\left(n_{i}\right)}}{\left\langle n_{i}\right\rangle}\right) d B_{k_{3}}^{n_{3}} d B_{k_{2}}^{n_{2}} d B_{k_{1}}^{n_{1}} .
\end{aligned}
$$

Therefore, by Itô's formula,

$$
\begin{align*}
& \mathbb{E}\left|\mathscr{F} \stackrel{\Psi}{K}_{K}(n)\right|^{2} \\
& \leqslant \frac{36}{N^{3}} \sum_{n_{1}+n_{2}+n_{3}=n} \int_{0}^{k} \int_{0}^{k_{1}} \int_{0}^{k_{2}}\left(\int_{k_{1}}^{k} \frac{\partial_{k^{\prime}} \rho_{k^{\prime}}^{2}(n)}{\langle n\rangle^{2}} d k^{\prime}\right)^{2} \\
& \times\left(\prod_{i=1}^{3} \frac{\partial_{k_{i}} \rho_{k_{i}}^{2}\left(n_{i}\right)}{\left\langle n_{i}\right\rangle^{2}}\right) d k_{3} d k_{2} d k_{1}  \tag{4.7}\\
& \leqslant \frac{36}{N^{3}} \sum_{n_{1}+n_{2}+n_{3}=n} \frac{1}{\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} \int_{0}^{k}\left(\int_{k_{1}}^{k} \frac{\partial_{k^{\prime}} \rho_{k^{\prime}}^{2}(n)}{\langle n\rangle^{2}} d k^{\prime}\right)^{2} \frac{\partial_{k_{1}} \rho_{k_{1}}^{2}\left(n_{1}\right)}{\left\langle n_{1}\right\rangle^{2}} d k_{1}
\end{align*}
$$

where we have performed the $k_{2}$ and $k_{3}$ integrations, and used that $\left|\rho_{k}\right| \leqslant 1$.
Recall that $\partial_{k^{\prime}} \rho_{k^{\prime}}^{2}$ is supported on frequencies $|n| \in\left(c_{\rho} k^{\prime}, C_{\rho} k^{\prime}\right)$. Hence, for any $\kappa>0$,

$$
\begin{align*}
(4.7) & \lesssim \frac{1}{N^{3}} \sum_{n_{1}+n_{2}+n_{3}=n} \frac{1}{\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} \int_{0}^{K}\left(\int_{k_{1}}^{k} \frac{\partial_{k^{\prime}} \rho_{k^{\prime}}^{2}(n)}{\langle n\rangle^{2-\frac{\kappa}{2}}} d k^{\prime}\right)^{2} \frac{\partial_{k_{1}} \rho_{k_{1}}^{2}\left(n_{1}\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle k_{1}\right\rangle^{\kappa}} d k_{1} \\
& \lesssim \frac{1}{N^{3}} \sum_{n_{1}+n_{2}+n_{3}=n} \frac{1}{\langle n\rangle^{4-\kappa}\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} \int_{0}^{k} \frac{\partial_{k_{1}} \rho_{k_{1}}^{2}\left(n_{1}\right)}{\left\langle n_{1}\right\rangle^{2+\kappa}} d k_{1}  \tag{4.8}\\
& \lesssim \frac{1}{N^{3}} \sum_{n_{1}+n_{2}+n_{3}=n} \frac{1}{\langle n\rangle^{4-\kappa\left\langle n_{1}\right\rangle^{2+\kappa}\left\langle n_{2}\right\rangle^{2}\left\langle n_{3}\right\rangle^{2}} \lesssim \frac{N^{3}}{\langle n\rangle^{4}},}
\end{align*}
$$

where $\lesssim$ means $\leqslant$ up to a constant depending only on $\eta$, $c_{\rho}$ and $C_{\rho}$; the last inequality uses standard bounds on discrete convolutions contained in Lemma A.12; and we
have used that the double convolution produces a volume factor of $N^{6}$. Note that, as said in Section 2, we omit the dependence on $c_{\rho}$ and $C_{\rho}$ in the final bound.

By Fubini's theorem, Nelson's hypercontractivity estimate [Nel73] (or the related Burkholder-Davis-Gundy inequality [RY13, Theorem 4.1]), and space-stationarity

$$
\begin{align*}
\mathbb{E}\left\|\stackrel{\Psi}{Y}_{k}\right\|_{B_{p, p}^{s}}^{p} & =\sum_{j \geqslant-1} 2^{j p s} \mathbb{E}\left\|\Delta_{j} \ddot{\Psi}_{k}\right\|_{L^{p}}^{p} \\
& =\sum_{j \geqslant-1} 2^{j p s} \int_{\mathbb{T}_{N}} \mathbb{E}\left|\Delta_{j} \ddot{\Psi}_{k}(x)\right|^{p} d x \\
& \lesssim \sum_{j \geqslant-1} 2^{j p s} \int_{\mathbb{T}_{N}}\left(\mathbb{E}\left|\Delta_{j} \ddot{\Psi}_{k}(x)\right|^{2}\right)^{\frac{p}{2}} d x  \tag{4.9}\\
& =\sum_{j \geqslant-1} 2^{j p s}\left(\mathbb{E}\left|\Delta_{j} \ddot{\Psi}_{k}(0)\right|^{2}\right)^{\frac{p}{2}}
\end{align*}
$$

where $\Delta_{j}$ is the $j$-th Littlewood-Paley block defined in Appendix A and we recall $d x=\frac{d x}{N^{3}}$.

We overload notation and also write $\Delta_{j}$ to mean its corresponding Fourier multiplier. Then, by space-stationarity, for any $j \geqslant-1$,

$$
\begin{align*}
\mathbb{E}\left|\Delta_{j} \boldsymbol{\Psi}_{k}(0)\right|^{2} & =\int_{\mathbb{T}_{N}} \mathbb{E}\left|\Delta_{j} \boldsymbol{\psi}_{k}(x)\right|^{2} d x \\
& =\frac{1}{N^{6}} \sum_{n}\left|\Delta_{j}(n)\right|^{2} \mathbb{E}\left|\mathscr{F} \boldsymbol{\Psi}_{k}(n)\right|^{2}  \tag{4.10}\\
& \lesssim \frac{1}{N^{3}} \sum_{n} \frac{\Delta_{j}(n)^{2}}{\langle n\rangle^{4}} \lesssim \frac{2^{3 j}}{2^{4 j}}=\frac{1}{2^{j}} .
\end{align*}
$$

Inserting (4.10) into (4.9) we obtain

$$
\mathbb{E}\left\|\dot{\Psi}_{K}\right\|_{B_{p, p}^{s}}^{p} \lesssim \sum_{j \geqslant-1} 2^{j p s} 2^{-\frac{p}{2} j}
$$

which converges provided $s<\frac{1}{2}$, thus finishing the proof.

### 4.2 The Boué-Dupuis formula

Fix an ultraviolet cutoff $K$. Recall that we are interested in Gaussian expectations of the form

$$
\mathbb{E}_{N} e^{-\mathscr{H}\left(\phi_{K}\right)}
$$

where $\mathscr{H}\left(\phi_{K}\right)=\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+Q_{K}\left(\phi_{K}\right)$.

We may represent such expectations on $\left(\Omega, \mathscr{A},\left(\mathscr{A}_{k}\right)_{k \geqslant 0}, \mathbb{P}\right)$ :

$$
\begin{equation*}
\mathbb{E}_{N} e^{-\mathscr{H}\left(\phi_{K}\right)}=\mathbb{E} e^{-\mathscr{H}\left(\boldsymbol{q}_{K}\right)} . \tag{4.11}
\end{equation*}
$$

The key point is that the righthand side of (4.11) is written in terms of a measurable functional of Brownian motions. This allows us to exploit continuous time martingale techniques, crucially Girsanov's theorem [RY13, Theorems 1.4 and 1.7], to reformulate (4.11) as a stochastic control problem.

Let $\mathbb{H}$ be the set of processes $v_{\bullet}$ that are $\mathbb{P}$-almost surely in $L^{2}\left(\mathbb{R}_{+} ; L^{2}\left(\mathbb{T}_{N}\right)\right)$ and progressively measurable with respect to $\left(\mathscr{A}_{k}\right)_{k \geqslant 0}$. We call this the space of drifts. For any $v \in \mathbb{H}$, let $V_{\bullet}$, be the process defined by

$$
V_{k}=\int_{0}^{k} \mathscr{F}_{k^{\prime}} v_{k^{\prime}} d k^{\prime}
$$

For our purposes, it is sufficient to consider the subspace of drifts $\mathbb{H}_{K} \subset \mathbb{H}$ consisting of $v \in \mathbb{H}$ such that $v_{k}=0$ for $k>K$.

We also work with the subset of bounded drifts $\mathbb{H}_{b, K} \subset \mathbb{H}_{K}$, defined as follows: for every $M \in \mathbb{N}$, let $\mathbb{H}_{b, M, K}$ be the set of $v \in \mathbb{H}_{K}$ such that

$$
\begin{equation*}
\int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k \leqslant M \tag{4.12}
\end{equation*}
$$

$\mathbb{P}$-almost surely. Set $\mathbb{H}_{b, K}=\bigcup_{M \in \mathbb{N}} \mathbb{H}_{b, M, K}$.
The following proposition is the main tool of this section.
Proposition 4.7. Let $N \in \mathbb{N}$ and $\mathscr{H}: C^{\infty}\left(\mathbb{T}_{N}\right) \rightarrow \mathbb{R}$ be measurable and bounded. Then, for any $K>0$,

$$
\begin{equation*}
-\log \mathbb{E}\left[e^{-\mathscr{H}\left(\boldsymbol{१}_{K}\right)}\right]=\inf _{v} \mathbb{E}\left[\mathscr{H}\left(\boldsymbol{\imath}_{K}+V_{K}\right)+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k\right] \tag{4.13}
\end{equation*}
$$

where the infimum can be taken over v in $\mathbb{H}_{K}$ or $\mathbb{H}_{b, K}$.
Proof. (4.13) was first established by Boué and Dupuis [BD98], but we use the version in [BD19, Theorem 8.3], adapted to our setting.

We cannot directly apply Proposition 4.7 for the case $\mathscr{H}=\mathscr{H}_{\beta, N, K}+Q_{K}$ because it is not bounded. To circumvent this technicality, we introduce a total energy cutoff $E \in \mathbb{N}$. Since $K$ is taken fixed, $\mathscr{H}_{\beta, N, K}+Q_{K}$ is bounded from below. Hence, by dominated convergence

$$
\begin{equation*}
\lim _{E \rightarrow \infty} \mathbb{E}_{N} e^{-\left(\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+Q_{K}\left(\phi_{K}\right)\right) \wedge E}=\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+Q_{K}\left(\phi_{K}\right)} \tag{4.14}
\end{equation*}
$$

We apply Proposition 4.7 to $\mathscr{H}=\left(\mathscr{H}_{\beta, N, K}+Q_{K}\right) \wedge E$. For the lower bound on the corresponding variational problem, we establish estimates that are uniform over $v \in \mathbb{H}_{b, K}$. For the upper bound, we establish estimates for a specific choice of $v \in \mathbb{H}_{K}$ which is constructed via a fixed point argument. All estimates that we establish are independent of $E$. Hence, using (4.14) and the representation (4.11), they carry over to $\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+Q_{K}\left(\phi_{K}\right)}$. We suppress mention of $E$ unless absolutely necessary.

Remark 4.8. The assumption that $\mathscr{H}$ is bounded allows the infimum in (4.13) to be interchanged between $\mathbb{H}_{K}$ and $\mathbb{H}_{b, K}$. The use of $\mathbb{H}_{b, K}$ allows one to overcome subtle stochastic analysis issues that arise later on: specifically, justifying certain stochastic integrals appearing in Lemmas 5.14 and 5.16 are martingales and not just local martingales. See Lemma 5.13. The additional boundedness condition is important in the lower bound on the variational problem as the only other a priori information that we have on $v$ there is that $\mathbb{E} \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k<\infty$, which alone is insufficient. On the other hand, the candidate optimiser for the upper bound is constructed in $\mathbb{H}_{K}$, but it has sufficient moments to guarantee the aforementioned stochastic integrals in Lemma 5.13 are martingales. See Lemma 5.21.

Remark 4.9. A version of the Boué-Dupuis formula for $\mathscr{H}$ measurable and satisfying certain integrability conditions is given in [Üstı4, Theorem 7]. These integrability conditions are broad enough to cover the cases that we are interested in, and it is required in [BG19] to identify the Laplace transform of $\phi_{3}^{4}$. However, it is not clear to us that the infimum in the corresponding variational formula can be taken over $\mathbb{H}_{b, K}$. Therefore, it seems that the stochastic analysis issues discussed in Remark 4.8 cannot be resolved directly using this version without requiring some post-processing (e.g. via a dominated convergence argument with a total energy cutoff as above).

### 4.2.1 Relationship with the Gibbs variational principle

Given a drift $v \in \mathbb{H}_{K}$, we define the measure $\mathbb{Q}$ whose Radon-Nikodym derivative with respect to $\mathbb{P}$ is given by the following stochastic exponential:

$$
\begin{equation*}
d \mathbb{Q}=e^{\int_{0}^{K} v_{k} d X_{k}-\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} v_{k}^{2} d k d x} d \mathbb{P} . \tag{4.15}
\end{equation*}
$$

Let $\mathbb{H}_{c, K}$ be the set of $v \in \mathbb{H}_{K}$ such that its associated measure defined in (4.15) is a probability measure, i.e. the expectation of the stochastic integral is 1 . Then, by Girsanov's theorem [RY13, Theorems 1.4 and 1.7 in Chapter VIII] it follows that the process $X_{\bullet}$ is a semi-martingale under $\mathbb{Q}$ with decomposition:

$$
X_{K}=X_{K}^{v}+\int_{0}^{K} v_{k} d x
$$

where $X_{\bullet}^{v}$ is an $L^{2}$ cylindrical Brownian motion with respect to $\mathbb{Q}$. This induces the decomposition

$$
\begin{equation*}
\boldsymbol{\imath}_{K}=\boldsymbol{\imath}_{K}^{v}+V_{K} \tag{4.16}
\end{equation*}
$$

where $\boldsymbol{\imath}_{K}^{v}=\int_{0}^{K} \mathscr{f}_{k} d X_{k}^{v}$.
Lemma 4.10. Let $N \in \mathbb{N}$ and $\mathscr{H}: C^{\infty}\left(\mathbb{T}_{N}\right) \rightarrow \mathbb{R}$ be measurable and bounded from below. Then, for any $K>0$,

$$
\begin{equation*}
-\log \mathbb{E} e^{-\mathscr{H}\left(\boldsymbol{\imath}_{K}\right)}=\min _{v \in \mathbb{H}_{c, K}} \mathbb{E}_{\mathbb{Q}}\left[\mathscr{H}\left(\varphi_{K}^{v}+V_{K}\right)+\frac{1}{2} \int_{0}^{\infty} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k\right] \tag{4.17}
\end{equation*}
$$

where $\mathbb{E}_{\mathbb{Q}}$ denotes expectation with respect to $\mathbb{Q}$.
Proof. (4.17) is a well-known representation of the classical Gibbs variational principle [DE11, Proposition 4.5.1]. Indeed, one can verify that $R(\mathbb{Q} \| \mathbb{P})=$ $\mathbb{E}_{\mathbb{Q}}\left[\int_{0}^{\infty} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k\right]$, where $R(\mathbb{Q} \| \mathbb{P})=\mathbb{E}_{\mathbb{Q}} \log \frac{d \mathbb{Q}}{d \mathbb{P}}$ is the relative entropy of $\mathbb{Q}$ with respect to $\mathbb{P}$. A full proof in our setting is given in [GOTW 18, Proposition 4.4].

Proposition 4.7 has several upshots over Lemma 4.10. The most important for us is that drifts can be taken over a Banach space, thus allowing candidate optimisers to be constructed using fixed point arguments via contraction mapping. In addition, the underlying probability space is fixed (i.e. with respect to the canonical measure $\mathbb{P}$ ), although this is a purely aesthetic advantage in our case. The cost of these upshots is that the minimum in (4.17) is replaced by an infimum in (4.13), and more rigid conditions on $\mathscr{H}$ are required. We refer to [BD19, Section 8.1.1] or [BG19, Remark 1] for further discussion.

With the connection with the Gibbs variational principle in mind, we call $\mathscr{H}\left(V_{K}\right)$ the drift (potential) energy and we call $\int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k$ the drift entropy.

### 4.2.2 Regularity of the drift

In our analysis we use intermediate scales between 0 and $K$. As we explain in Section 5.1, this means that we require control over the process $V_{0}$ in terms of the drift energy and drift entropy terms in (4.13).

The drift entropy allows a control of $V_{\bullet}$ in $L^{2}$-based topologies.
Lemma 4.11. For every $v \in L^{2}\left(\mathbb{R}_{+} ; L^{2}\left(\mathbb{T}_{N}\right)\right)$ and $K>0$,

$$
\begin{equation*}
\sup _{0 \leqslant k \leqslant K}\left\|V_{k}\right\|_{H^{1}}^{2} \leqslant \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k . \tag{4.18}
\end{equation*}
$$

Proof. (4.18) is a straightforward consequence definition of $\mathscr{F}_{k}$, see [BG19, Lemma 2].

To control the homogeneity in our estimates, we also require bounds on $\left\|V_{\bullet}\right\|_{L^{4}}^{4}$. This is a problem: for our specific choices of $\mathscr{H}$, the drift energy allows a control in $L^{4}$-based topologies at the endpoint $V_{K}$. It is in general impossible to control the history of the path by the endpoint (for example, consider an oscillating process $V_{\bullet}$ with $V_{K}=0$ ). We follow [BG19] to sidestep this issue.

Let $\tilde{\rho} \in C_{c}^{\infty}\left(\mathbb{R}_{+} ; \mathbb{R}_{+}\right)$be non-increasing such that

$$
\tilde{\rho}(x)= \begin{cases}1 & |x| \in\left[\begin{array}{l}
\left.0, \frac{c_{\rho}}{2}\right] \\
0
\end{array} \quad|x| \in\left[c_{\rho}, \infty\right)\right.\end{cases}
$$

and let $\tilde{\rho}_{k}(\cdot)=\tilde{\rho}(\dot{\bar{k}})$ for every $k>0$.
Define the process $V_{\bullet}^{b}$ by

$$
V_{k}^{b}=\frac{1}{N^{3}} \sum_{n} \tilde{\rho}_{k}(n)\left(\int_{0}^{k} \mathscr{F}_{k^{\prime}}(n) \mathscr{F} v_{k^{\prime}}(n) d k^{\prime}\right) e^{n} .
$$

Note that $\mathscr{F}\left(V_{k}^{b}\right)(n)=\mathscr{F}\left(V_{k}\right)(n)$ if $|n| \leqslant \frac{c_{\rho}}{2}$. Thus, $V_{\bullet}^{b}$ and $V_{\bullet}$ have the same low frequency/large-scale behaviour (hence the notation).

The two processes differ on higher frequencies/small-scales. Indeed, as a Fourier multiplier, $\tilde{\rho}_{k} \mathscr{F}_{k}=0$ for $k^{\prime}>k$. Hence, for any $k \leqslant K$,

$$
V_{k}^{b}=\frac{1}{N^{3}} \sum_{n} \tilde{\rho}_{k}(n)\left(\int_{0}^{K} \mathscr{F}_{k^{\prime}}(n) \mathscr{F} v_{k^{\prime}}(n) d k^{\prime}\right) e^{n}=\tilde{\rho}_{k} V_{K} .
$$

This is sufficient for our purposes because $\tilde{\rho}_{k}$ is an $L^{p}$ multiplier for $p \in(1, \infty)$, and hence the associated operator is $L^{p}$ bounded for $p \in(1, \infty)$.

Lemm 4.12. For any $p \in(1, \infty)$, there exists $C=C(p, \eta)>0$ such that, for every $v \in L^{2}\left(\mathbb{R}_{+} ; L^{2}\left(\mathbb{T}_{N}\right)\right)$,

$$
\begin{equation*}
\sup _{0 \leqslant k \leqslant K}\left\|V_{k}^{b}\right\|_{L^{p}} \leqslant C\left\|V_{K}\right\|_{L^{p}} \tag{4.19}
\end{equation*}
$$

Moreover, for any $s, s^{\prime} \in \mathbb{R}, p \in(1, \infty), q \in[1, \infty]$, there exists $C=$ $C\left(s, s^{\prime}, p, q, \eta\right)$ such that, for every $v \in L^{2}\left(\mathbb{R}_{+} ; L^{2}\left(\mathbb{T}_{N}\right)\right)$,

$$
\begin{equation*}
\sup _{0 \leqslant k \leqslant K}\left\|\partial_{k} V_{k}^{b}\right\|_{B_{p, q}^{s^{\prime}, q}} \leqslant C \frac{\left\|V_{K}\right\|_{B_{p, q}^{s}}}{\langle k\rangle^{1+s-s^{\prime}}} . \tag{4.20}
\end{equation*}
$$

Proof. (4.19) and (4.20) are a consequence of the preceding discussion together with the observation that $\partial_{k} V_{k}^{b}$ is supported on an annulus in Fourier space and, subsequently, applying Bernstein's inequality (1.6). See [BG19, Lemma 20].

## 5 Estimates on $Q$-random variables

The main results of this section are upper bounds on expectations of certain random variables, derived from $Q_{1}, Q_{2}$, and $Q_{3}$ defined in (3.2), that are uniform in $\beta$ and extensive in $N^{3}$.

Proposition 5.1. For every $a_{0}>0$, there exist $\beta_{0}=\beta_{0}\left(a_{0}, \eta\right) \geqslant 1$ and $C_{Q}=$ $C_{Q}\left(a_{0}, \beta_{0}, \eta\right)>0$ such that the following estimates hold: for all $\beta>\beta_{0}$ and $a \in \mathbb{R}$ satisfying $|a| \leqslant a_{0}$,

$$
\begin{aligned}
& -\frac{1}{N^{3}} \log \left\langle\prod_{\square \in \mathbb{B}_{N}} \exp \left(a Q_{1}(\square)\right)\right\rangle_{\beta, N} \geqslant-C_{Q} \\
& -\frac{1}{N^{3}} \log \left\langle\prod_{\square \in \mathbb{B}_{N}} \exp \left(a Q_{2}(\square)\right)\right\rangle_{\beta, N} \geqslant-C_{Q} .
\end{aligned}
$$

In addition,

$$
-\frac{1}{N^{3}} \log \left\langle\prod_{\left\{\square, \square^{\prime}\right\} \in B} \exp \left(\left|a Q_{3}\left(\square, \square^{\prime}\right)\right|\right)\right\rangle_{\beta, N} \geqslant-C_{Q}
$$

where $B$ is any set of unordered pairs of nearest-neighbour blocks that partitions $\mathbb{B}_{N}$.

Proof. See Section 5.9.

Proposition 5.1 is used in Section 6.3, together with the chessboard estimates of Proposition 6.5, to prove Proposition 3.6. Indeed, chessboard estimates allow us to obtain estimates on expectations of random variables, derived from the $Q_{i}$, that are extensive in their support from estimates that are extensive in $N^{3}$. Note that the latter are significantly easier to obtain than the former since these random variables may be supported on arbitrary unions of blocks.

Remark 5.2. For the remainder of this section, we assume $\eta<\frac{1}{392 C_{P}}$ where $C_{P}$ is the Poincaré constant on unit blocks (see Proposition A.11). This is for convenience in the analysis of Sections 5.8.1 and 5.9 (see also Lemma 5.20). Whilst this may appear to fix the specific choice of renormalisation constants $\delta m^{2}$, we can always shift into this regime by absorbing a finite part of $\delta m^{2}$ into $\mathscr{V}_{\beta}$.

Most of the difficulties in the proof of Proposition 5.1 are contained in obtaining the following upper and lower bounds on the free energy $-\log \mathscr{Z}_{\beta, N}$ that are uniform in $\beta$.

Proposition 5.3. There exists $C=C(\eta)>0$ such that, for all $\beta \geqslant 1$,

$$
\begin{equation*}
\liminf _{K \rightarrow \infty}-\frac{1}{N^{3}} \log \mathscr{Z}_{\beta, N, K} \geqslant-C \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{K \rightarrow \infty}-\frac{1}{N^{3}} \log \mathscr{Z}_{\beta, N, K} \leqslant C . \tag{5.2}
\end{equation*}
$$

Proof. See Sections 5.8.1 and 5.8.2 for a proof of (5.1) and (5.2), respectively. These proofs rely on Sections 5.2-5.7, and the overall strategy is sketched in Section 5.1.

Remark 5.4. In [BG19] estimates on $-\log \mathscr{Z}_{\beta, N, K}$ are obtained that are uniform in $K>0$ and extensive in $N^{3}$. However, one can show that these estimates are $O(\beta)$ as $\beta \rightarrow \infty$. This is insufficient for our purposes (compare with the uniform in $\beta$ estimates required to prove Proposition 3.2).

### 5.1 Strategy to prove Proposition 5.3

The lower bound on $-\log \mathscr{Z}_{\beta, N, K}$, given by (5.1), is the harder bound to establish in Proposition 5.3. Our approach builds on the analysis of [BG19] by incorporating a low temperature expansion inspired by [GJS76a, GJS76b]. This is explained in more detail in Section 5.1.1.

On the other hand, we establish the upper bound on $-\log \mathscr{Z}_{\beta, N, K}$, given by (5.2), by a more straightforward modification of the analysis in [BG19]. See Section 5.8.2.

We now motivate our approach to establishing (5.1) by first isolating the the difficulty in obtaining $\beta$-independent bounds when using [BG19] straight out of the box. The starting point is to apply Proposition 4.7 with $\mathscr{H}=\mathscr{H}_{\beta, N, K}$, together with a total energy cutoff that we refrain from making explicit (see Remark 4.8 and the discussion that precedes it), to represent $-\log \mathscr{Z}_{\beta, N, K}$ as a stochastic control problem.

For every $v \in \mathbb{H}_{b, K}$, define

$$
\Psi_{K}(v)=\mathscr{H}_{\beta, N, K}\left(\mathfrak{\imath}_{K}+V_{K}\right)+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k .
$$

Ultraviolet divergences occur in the expansion of $\mathscr{H}_{\beta, N, K}\left({ }^{\prime}{ }_{K}+V_{K}\right)$ since the integrals $\int_{\mathbb{T}_{N}} \star_{K} V_{K} d x$ and $\int_{\mathbb{T}_{N}} v_{K} V_{K}^{2} d x$ appear and cannot be bounded uniformly in $K$ :

- For the first integral, there are difficulties in even interpreting $\otimes_{K}$ as a random distribution in the limit $K \rightarrow \infty$. Indeed, the variance of $\boldsymbol{*}_{K}$ tested against a smooth function diverges as the cutoff is removed.
- On the other hand, one can show that $\gamma_{K}$ does converge as $K \rightarrow \infty$ to a random distribution of Besov-Hölder regularity $-1-\kappa$ for any $\kappa>0$ (see Proposition 4.4). However, this regularity is insufficient to obtain bounds on the second integral uniform on $K$. Indeed, $V_{K}$ can be bounded in at most $H^{1}$ uniformly in $K$ (see Lemma 4.11), and hence we cannot test $\gamma_{K}$ against $V_{K}$ (or $V_{K}^{2}$ ) in the limit $K \rightarrow \infty$.

This is where the need for renormalisation beyond Wick ordering appears.
To implement this, we follow [BG19] and postulate that the small-scale behaviour of the drift $v$ is governed by explicit renormalised polynomials of $\bullet$ through the change of variables:

$$
\begin{equation*}
v_{k}=-\frac{4}{\beta} \mathscr{F}_{k} \boldsymbol{\psi}_{k}-\frac{12}{\beta} \mathscr{F}_{k}\left(\boldsymbol{v}_{k} \ominus V_{k}^{b}\right)+r_{k} \tag{5.3}
\end{equation*}
$$

where the remainder term $r=r(v)$ is defined by (5.3). Since $v \in \mathbb{H}_{K} \supset \mathbb{H}_{b, K}$, we have that $r \in \mathbb{H}_{K}$ and, hence, has finite drift entropy; however, note that $r \notin$ $\mathbb{H}_{b, K}$. The optimisation problem is then changed from optimising over $v \in \mathbb{H}_{b, K}$ to optimising over $r(v) \in \mathbb{H}_{K}$.

The change of variables (5.3) means that the drift entropy of any $v$ now contains terms that are divergent as $K \rightarrow \infty$. One uses Itô's formula to decompose the divergent integrals identified above into intermediate scales, and then uses these divergent terms in the drift entropy to mostly cancel them. Using the renormalisation counterterms beyond Wick ordering (i.e. the terms involving $\gamma_{K}$ and $\delta_{K}$ ), the remaining divergences can be written in terms of well-defined integrals involving


One can then establish that, for every $\varepsilon>0$, there exists $C=C(\varepsilon, \beta, \eta)>0$ such that, for every $v \in \mathbb{H}_{b, K}$,

$$
\begin{equation*}
\mathbb{E} \Psi_{K}(v) \geqslant-C N^{3}+(1-\varepsilon) \mathbb{E}\left[G_{K}(v)\right] \tag{5.4}
\end{equation*}
$$

where

$$
G_{K}(v)=\frac{1}{\beta} \int_{\mathbb{T}_{N}} V_{K}^{4} d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d k d x \geqslant 0
$$

The quadratic term in $G_{K}(v)$ allows one to control the $H^{\frac{1}{2}-\kappa}$ norm of $V_{K}$ for any $\kappa>0$, uniformly in $K$ (see Proposition 5.9). These derivatives on $V_{K}$ appear when analysing terms in $\Psi_{K}(v)$ involving Wick powers of ${ }^{\prime}{ }_{K}$ tested against (powers of) $V_{K}$. However, some of these integrals have quadratic or cubic dependence on the drift, thus the quadratic term in $G_{K}(v)$ is insufficient to control the homogeneity in these estimates; instead, this achieved by using the quartic term in $G_{K}(v)$. Note that the good sign of the quartic term in the $\mathscr{H}_{\beta, N, K}$ ensures that $G_{K}(v)$ is indeed non-negative.

Using the representation (4.11) on $\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)}$ and applying Proposition 4.7, one obtains $-\log \mathscr{Z}_{\beta, N, K} \geqslant-C N^{3}$ from (5.4) and the positivity of $G_{K}(v)$.

As pointed out in Remark 5.4, this argument gives $C=O(\beta)$ for $\beta$ large and this is insufficient for our purposes. The suboptimality in $\beta$-dependence comes from the treatment of the integral

$$
\begin{equation*}
\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}\right)-\frac{\eta}{2} V_{K}^{2} d x \tag{5.5}
\end{equation*}
$$

in $\mathscr{H}_{\beta, N, K}\left({ }^{\prime}{ }_{K}+V_{K}\right)$. The choice of $G_{K}(v)$ in the preceding discussion is not appropriate in light of (5.5) since the term $\int_{\mathbb{T}_{N}} V_{K}^{4} d x$ destroys the structure of the non-convex potential $\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}\right) d x$. On the other hand, replacing $\frac{1}{\beta} \int_{\mathbb{T}_{N}} V_{K}^{4} d x$ with the whole integral (5.5) in $G_{K}(v)$ does not work. This is because (5.5) does not admit a $\beta$-independent lower bound.

### 5.1.1 Fixing $\beta$ dependence via a low temperature expansion

We expand (5.5) as two terms

$$
\begin{equation*}
\text { (5.5) }=\int_{\mathbb{T}_{N}} \frac{1}{2} \mathscr{V}_{\beta}\left(V_{K}\right) d x+\int_{\mathbb{T}_{N}} \frac{1}{2} \mathscr{V}_{\beta}\left(V_{K}\right)-\frac{\eta}{2} V_{K}^{2} d x \tag{5.6}
\end{equation*}
$$

The first integral in (5.6) is non-negative so we use it as a stability/good term for the deterministic analysis, i.e. replacing $G_{K}(v)$ by

$$
\begin{equation*}
\int_{\mathbb{T}_{N}} \frac{1}{2} \mathscr{V}_{\beta}\left(V_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k \tag{5.7}
\end{equation*}
$$

This requires a comparison of $L^{p}$ norms of $V_{K}$ for $p \leqslant 4$ on the one hand, and $\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}\right) d x$ on the other. Due to the non-convexity of $\mathscr{V}_{\beta}$, this produces factors of $\beta$; these have to be beaten by the good (i.e. negative) powers of $\beta$ appearing in $\mathscr{H}_{\beta, N, K}\left({ }^{\bullet} K+V_{K}\right)$. We state the required bounds in the following lemma.

Lemma 5.5. For any $p \in[1,4]$, there exists $C=C(p)>0$ such that, for all $a \in \mathbb{R}$,

$$
\begin{equation*}
|a|^{p} \leqslant C(\sqrt{\beta})^{\frac{p}{2}} \mathscr{V}_{\beta}(a)^{\frac{p}{4}}+C(\sqrt{\beta})^{p} . \tag{5.8}
\end{equation*}
$$

Hence, for any $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$,

$$
\begin{equation*}
\|f\|_{L^{p}} \leqslant C(\sqrt{\beta})^{\frac{1}{2}}\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}(f) d x\right)^{\frac{1}{4}}+C \sqrt{\beta} \tag{5.9}
\end{equation*}
$$

where we recall $d x=\frac{d x}{N^{3}}$.

Proof. (5.8) follows from a straightforward computation. (5.9) follows from using (5.8) and Jensen's inequality.

The difficulty lies in bounding the second integral in (5.6) uniformly in $\beta$. In 2D an analogous problem was overcome in [GJS76a, GJS76b] in the context of a low temperature expansion for $\Phi_{2}^{4}$. Those techniques rely crucially on the logarithmic ultraviolet divergences in 2D, and the mutual absolute continuity between $\Phi_{2}^{4}$ and its underlying Gaussian measure. Thus, they do not extend to ${ }_{3}$ D. However, we use the underlying strategy of that low temperature expansion in our approach.

We write $\mathscr{Z}_{\beta, N, K}$ as a sum of $2^{N^{3}}$ terms, where each term is a modified partition function that enforces the block averaged field to be either positive or negative on blocks. For each term in the expansion, we change variables and shift the field on blocks to $\pm \sqrt{\beta}$ so that the new mean of the field is small. We then apply Proposition 4.7 to each of these $2^{N^{3}}$ terms.

We separate the scales in the variational problem by coarse-graining the resulting Hamiltonian. Large scales are captured by an effective Hamiltonian, which is of a similar form to the second integral in (5.6). We treat this using methods inspired by [GJS76b, Theorem 3.1.1]: the expansion and translation allow us to obtain a $\beta$ independent bound on the effective Hamiltonian with an error term that depends only on the difference between the field and its block averages (the fluctuation field). The fluctuation field can be treated using the massless part of the underlying Gaussian measure (compare with [GJS76b, Proposition 2.3.2]).

The remainder term contains all the small-scale/ultraviolet divergences and we renormalise them using the pathwise approach of [BG19] explained above. Patching the scales together requires uniform in $\beta$ estimates on the error terms from the renormalisation procedure using an analogue of the stability term (5.7) that incorporates the translation, and Lemma 5.5.

### 5.2 Expansion and translation by macroscopic phase profiles

Let $\chi_{+}, \chi_{-}: \mathbb{R} \rightarrow \mathbb{R}$ be defined as

$$
\chi_{+}(a)=\frac{1}{\sqrt{\pi}} \int_{-a}^{\infty} e^{-c^{2}} d c, \quad \chi_{-}(a)=\chi_{+}(-a) .
$$

They satisfy

$$
\chi_{+}(a)+\chi_{-}(a)=1
$$

and hence

$$
\sum_{\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}} \prod_{\square \in \mathbb{B}_{N}} \chi_{\sigma(\square)}(\phi(\square))=1
$$

for any $\vec{\phi}=(\phi(\square))_{\square \in \mathbb{B}_{N}} \in \mathbb{R}^{\mathbb{B}_{N}}$.
For any $K>0$, we expand

$$
\begin{align*}
\mathscr{Z}_{\beta, N, K} & =\sum_{\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}} \mathbb{E}_{N}\left[e^{-\mathscr{H}_{\beta, N, K}} \prod_{\square \in \mathbb{B}_{N}} \chi_{\sigma(\square)}\left(\phi_{K}(\square)\right)\right]  \tag{5.10}\\
& =\sum_{\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}} \mathscr{Z}_{\beta, N, K}^{\sigma}
\end{align*}
$$

where we recall $\phi_{K}(\square)=\int_{\mathbb{T}_{N}} \phi_{K} \mathbf{1}_{\square} d x$.
We fix $\sigma$ in what follows and sometimes suppress it from notation. Let $h=\sqrt{\beta} \sigma$. We then have

$$
\begin{aligned}
\mathscr{Z}_{\beta, N, K}^{\sigma}= & \mathbb{E}_{N} \exp \left(-\int_{\mathbb{T}_{N}}: \mathscr{V}_{\beta}\left(\phi_{K}\right):-\frac{\gamma_{K}}{\beta^{2}}: \phi_{K}^{2}:-\delta_{K}\right. \\
& -\frac{\eta}{2}:\left(\phi_{K}-h\right)^{2}:-\eta \phi_{K} h+\frac{\eta}{2} h^{2} d x \\
& \left.+\sum_{\square \in \mathbb{B}_{N}} \log \left(\chi_{\sigma(\square)}\left(\phi_{K}(\square)\right)\right)\right)
\end{aligned}
$$

We translate the Gaussian fields so that their new mean is approximately $h$. The translation we use is related to the classical magnetism, or response to the external field $\eta h$, used in the 2D setting [GJS76a] and given by $\eta(-\Delta+\eta)^{-1} h$.
Lemma 5.6. For every $K>0$, let $h_{K}=\rho_{K} h$. Define $\tilde{g}_{K}=\eta(-\Delta+\eta)^{-1} h_{K}$ and $g_{K}=\rho_{K} \tilde{g}_{K}$. Then, there exists $C=C(\eta)$ such that

$$
\begin{equation*}
\left|g_{K}\right|_{\infty},\left|\nabla g_{K}\right|_{\infty} \leqslant C \sqrt{\beta} \tag{5.11}
\end{equation*}
$$

where $|\cdot|_{\infty}$ denotes the supremum norm. Moreover,

$$
\begin{equation*}
\int_{\mathbb{T}_{N}}\left|\nabla g_{K}\right|^{2} d x \leqslant \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x \tag{5.12}
\end{equation*}
$$

Finally, let

$$
g_{k}^{b}=\sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} \frac{1}{N^{3}} \tilde{\rho}_{k} \int_{0}^{k} \mathscr{F}_{k^{\prime}}(n) \mathscr{F} g(n) d k
$$

where $\tilde{\rho}_{k}$ is as in Section 4.2.2. Then, for any $s, s^{\prime} \in \mathbb{R}, p \in(1, \infty)$ and $q \in[1, \infty]$, there exists $C_{1}=C_{1}(\eta, s, p, q)$ and $C_{2}=C_{2}\left(\eta, s, s^{\prime}, p, q\right)$ such that

$$
\begin{equation*}
\left\|g_{k}^{b}\right\|_{B_{p, q}^{s}} \leqslant C_{1}\left\|g_{K}\right\|_{B_{p, q}^{s}} \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{k} g_{k}^{b}\right\|_{B_{p, q}^{s^{\prime}}} \leqslant C_{2} \frac{1}{\langle k\rangle^{1+s-s^{\prime}}}\left\|g_{K}\right\|_{B_{p, q}^{s}} . \tag{5.14}
\end{equation*}
$$

Proof. The estimate (5.11) follows from the fact that $\eta(-\Delta+\eta)^{-1}$ and $\nabla \eta(-\Delta+$ $\eta)^{-1}$ are $L^{\infty}$ bounded operators. This is because the ( $\eta$-dependent) Bessel potential and its first derivatives are absolutely integrable on $\mathbb{R}^{3}$. Hence, by applying Young's inequality for convolutions one obtains the $L^{\infty}$ boundedness. The uniformity of the estimate over $\sigma$ follows from $\|\sigma\|_{L^{\infty}}=1$ for every $\sigma \in \mathbb{B}_{N}$. The other estimates follow from standard results about smooth multipliers, the observation that $g_{k}^{b}=\tilde{\rho}_{k} g_{K}$ for any $K \geqslant k$, and Lemma 4.12.

Remark 5.7. Note that $g_{K}$ is given by the covariance operator of $\mu_{N}$ applied to $\eta h$. Moreover, note that $g_{K} \neq \tilde{g}_{K}$ since $\rho_{K}^{2} \neq \rho_{K}$, i.e. the Fourier cutoff is not sharp.

By the Cameron-Martin theorem the density of $\mu_{N}$ under the translation $\phi=$ $\psi+\tilde{g}_{K}$ transforms as

$$
d \mu_{N}\left(\psi+\tilde{g}_{K}\right)=\exp \left(-\int_{\mathbb{T}_{N}} \frac{1}{2} \tilde{g}_{K}(-\Delta+\eta) \tilde{g}_{K}+\psi(-\Delta+\eta) \tilde{g}_{K} d x\right) d \mu_{N}(\psi)
$$

Hence,

$$
\mathscr{Z}_{\beta, N, K}^{\sigma}=\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{\sigma}\left(\psi_{K}\right)-F_{\beta, N, K}^{\sigma}}(\psi)
$$

where

$$
\begin{aligned}
\mathscr{H}_{\beta, N, K}^{\sigma}\left(\psi_{K}\right)=\int_{\mathbb{T}_{N}} & : \mathscr{V}_{\beta}\left(\psi_{K}+g_{K}\right):-\frac{\gamma_{K}}{\beta^{2}}:\left(\psi_{K}+g_{K}\right)^{2}:-\delta_{K} \\
& -\frac{\eta}{2}:\left(\psi_{K}+g_{K}-h\right)^{2}: d x-\sum_{\square \in \mathbb{B}_{N}} \log \left(\chi_{\sigma(\square)}\left(\left(\psi_{K}+g_{K}\right)(\square)\right)\right)
\end{aligned}
$$

and

$$
F_{\beta, N, K}^{\sigma}(\psi)=\int_{\mathbb{T}_{N}}-\eta\left(\psi_{K}+g_{K}\right) h+\frac{\eta}{2} h^{2}+\frac{1}{2} \tilde{g}_{K}(-\Delta+\eta) \tilde{g}_{K}+\psi(-\Delta+\eta) \tilde{g}_{K} d x .
$$

By integration by parts, the self-adjointness of $\rho_{K}$, and the definition of $\tilde{g}_{K}$

$$
\begin{align*}
F_{\beta, N, K}^{\sigma}(\psi) & =\int_{\mathbb{T}_{N}}-\eta\left(\psi+\tilde{g}_{K}\right) h_{K}+\frac{\eta}{2} h^{2}+\frac{1}{2}\left|\nabla \tilde{g}_{K}\right|^{2}+\frac{\eta}{2}\left(\tilde{g}_{K}\right)^{2}+\eta \psi h_{K} d x \\
& =\int_{\mathbb{T}_{N}} \frac{\eta}{2}\left(\tilde{g}_{K}-h_{K}\right)^{2}+\frac{\eta}{2}\left(1-\rho_{K}^{2}\right) h^{2}+\frac{1}{2}\left|\nabla \tilde{g}_{K}\right|^{2} d x \tag{5.15}
\end{align*}
$$

Thus, $F_{\beta, N, K}^{\sigma}(\psi)$ is independent of $\psi$ and non-negative.
Remark 5.8. Let $g=\eta(-\Delta+\eta)^{-1} h$. Then,

$$
\begin{equation*}
\lim _{K \rightarrow \infty} F_{\beta, N, K}^{\sigma}=\int_{\mathbb{T}_{N}} \frac{\eta}{2}(g-h)^{2}+\frac{1}{2}|\nabla g|^{2} d x \tag{5.16}
\end{equation*}
$$

The second integrand on the righthand side of (5.16) penalises the discontinuities of $\sigma$. Indeed, $e^{-\int_{\mathbb{T}_{N}} \frac{1}{2}|\nabla g|^{2} d x}$ is approximately equal to $e^{-C \sqrt{\beta}|\partial \sigma|}$, where $\partial \sigma$ denotes the surfaces of discontinuity of $\sigma,|\partial \sigma|$ denotes the area of these surfaces, and $C>0$ is an inessential constant. Thus, for $\beta$ sufficiently large, $\mathscr{Z}_{\beta, N}$ is approximately equal to

$$
e^{-C \sqrt{\beta}|\partial \sigma|} \times O(1)=\prod_{\Gamma_{i} \in \sigma} e^{-C \sqrt{\beta}\left|\Gamma_{i}\right|} \times O(1)
$$

where $\Gamma_{i}$ are the connected components of $\partial \sigma$ (called contours). It would be interesting to further develop this contour representation for $\nu_{\beta, N}$ (compare with the 2 2D expansions of [GJS76a, GJS76b]).

### 5.3 Coarse-graining of the Hamiltonian

We apply Proposition 4.7 to $-\log \mathbb{E}_{N} e^{\left.-\mathscr{H}_{\beta, N, K}^{\sigma}{ }^{\boldsymbol{\varphi}}{ }_{K}\right)}$. For every $v \in \mathbb{H}_{b, K}$, define

$$
\begin{equation*}
\Psi_{K}^{\sigma}(v)=\mathscr{H}_{\beta, N, K}^{\sigma}\left(\boldsymbol{\imath}_{K}+V_{K}\right)+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k \tag{5.17}
\end{equation*}
$$

Let $Z_{K}=\overrightarrow{\boldsymbol{\imath}}_{K}+V_{K}+g_{K}$, where $\overrightarrow{\boldsymbol{\imath}}_{K}=\left(\mathfrak{\imath}_{K}(\square)\right)_{\square \in \mathbb{B}_{N}}$. We split the Hamiltonian as

$$
\begin{equation*}
\mathscr{H}_{\beta, N, K}^{\sigma}\left(\imath_{K}+V_{K}\right)=\mathscr{H}_{K}^{\mathrm{eff}}\left(Z_{K}\right)+\mathscr{R}_{K}+\frac{1}{2} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x \tag{5.18}
\end{equation*}
$$

where

$$
\mathscr{H}_{K}^{\mathrm{eff}}\left(Z_{K}\right)=\int_{\mathbb{T}_{N}} \frac{1}{2} \mathscr{V}_{\beta, N, K}\left(Z_{K}\right)-\frac{\eta}{2}\left(Z_{K}-h\right)^{2} d x-\sum_{\square \in \mathbb{B}_{N}} \log \left(\chi_{\sigma(\square)}\left(Z_{K}(\square)\right)\right)
$$

is an effective Hamiltonian introduced to capture macroscopic scales of the system. The quantity $\mathscr{R}_{K}$ is then determined by (5.18) and is explicitly given by

$$
\begin{aligned}
\mathscr{R}_{K}=\int_{\mathbb{T}_{N}} & : \mathscr{V}_{\beta}\left(\mathfrak{\imath}_{K}+V_{K}+g_{K}\right):-\frac{\gamma_{K}}{\beta^{2}}:\left(\mathfrak{\imath}_{K}+V_{K}+g_{K}\right)^{2}:-\delta_{K} \\
& -\frac{1}{2} \mathscr{V}_{\beta}\left(\vec{\imath}_{K}+V_{K}+g_{K}\right)-\frac{1}{2} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) \\
& -\frac{\eta}{2}:\left(\bullet_{K}+V_{K}+g_{K}-h\right)^{2}:+\frac{\eta}{2}\left(\vec{\imath}_{K}+V_{K}+g_{K}-h\right)^{2} d x .
\end{aligned}
$$

All analysis/cancellation of ultraviolet divergences occurs within the sum of $\mathscr{R}_{K}$ and the drift entropy, see (5.27). Finally, the last term in (5.18) is a stability term which is key for our non-perturbative analysis, namely it allows us to obtain estimates that are uniform in the drift.

The key point is that we coarse-grain the field by block averaging ${ }^{{ }_{K}}$, the most singular term. This allows us to preserve the structure of the low temperature potential $\mathscr{V}_{\beta}$ on macroscopic scales (captured in $\mathscr{H}_{K}^{\text {eff }}\left(Z_{K}\right)$ ), which is crucial to obtaining estimates independent of $\beta$ on the free energy.

### 5.4 Killing divergences

### 5.4.1 Changing drift variables

For any $v \in \mathbb{H}_{b, K}$, define $r=r(v) \in \mathbb{H}_{K}$ by

$$
\begin{equation*}
r_{k}=v_{k}+\frac{4}{\beta} \mathscr{F}_{k} \boldsymbol{v}_{k}+\frac{12}{\beta} \mathscr{F}_{k}\left(\boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) . \tag{5.19}
\end{equation*}
$$

In our analysis it is convenient to use an intermediate change of variables for the drift. Define $u=u(v) \in \mathbb{H}_{K}$ by

$$
\begin{equation*}
u_{k}=v_{k}+\frac{4}{\beta} \mathscr{f}_{k} \boldsymbol{v}_{k} . \tag{5.20}
\end{equation*}
$$

Inserting (5.19) and (5.20) into the definition of the integrated drift, $V_{k}=$ $\int_{0}^{k} \mathscr{f}_{k^{\prime}} v_{k^{\prime}} d k^{\prime}$, we obtain

$$
\begin{align*}
V_{k} & =-\frac{4}{\beta} \stackrel{\varphi}{\psi}_{k}-\frac{12}{\beta} \int_{0}^{k} \mathscr{f}_{k^{\prime}}^{2}\left({\stackrel{\vartheta}{k^{\prime}}} \otimes\left(V_{k^{\prime}}^{\mathrm{b}}+g_{k^{\prime}}^{\mathrm{b}}\right)\right) d k^{\prime}+R_{k}  \tag{5.21}\\
& =-\frac{4}{\beta} \stackrel{\varphi}{\psi}_{k}+U_{k}
\end{align*}
$$

where $R_{k}=\int_{0}^{k} \mathscr{F}_{k^{\prime}} r_{k^{\prime}} d k^{\prime}$ and $U_{k}=\int_{0}^{k} \mathscr{F}_{k^{\prime}} u_{k^{\prime}} d k^{\prime}$.
The following proposition contains useful estimates estimates on $U_{K}$ and $V_{K}$.
Proposition 5.9. For any $\varepsilon>0$ and $\kappa>0$ sufficiently small, there exists $C=$ $C(\varepsilon, \kappa, \eta)>0$ such that, for all $\beta>1$,

$$
\begin{array}{r}
\sup _{0 \leqslant k \leqslant K}\left\|U_{k}\right\|_{H^{1-\kappa}}^{2} \leqslant \frac{C N_{K}^{\Xi}}{N^{3}}+\frac{\varepsilon}{\beta^{3}} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x \\
+C \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k \\
\sup _{0 \leqslant k \leqslant K}\left\|V_{k}\right\|_{H^{\frac{1}{2}-\kappa}}^{2} \leqslant \frac{C N_{K}^{\Xi}}{N^{3}}+\frac{\varepsilon}{\beta^{3}} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x \\
+C \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k \tag{5.23}
\end{array}
$$

where we recall $d x=\frac{d x}{N^{3}}$; and $N_{K}^{\bar{E}}$ is a positive random variable on $\Omega$ that is $\mathbb{P}$ almost surely given by a finite linear combination of powers of (finite integrability) Besov and Lebesgue norms of the diagrams $\Xi=\{\uparrow, \vartheta, \Psi, \psi, \otimes, \otimes, \vartheta \vartheta\}$ on the interval $[0, K]$.

Proof. See Section 5.6.1.
Remark 5.10. As a consequence of Proposition 4.4, the random variable $N_{K}^{\Xi}$ satisfies the following estimate: there exists $C=C(\eta)>0$ such that

$$
\begin{equation*}
\mathbb{E} N_{K}^{\Xi} \leqslant C N^{3} . \tag{5.24}
\end{equation*}
$$

In the following we denote by $N_{\bar{K}}^{\Xi}$ any positive random variable on $\Omega$ that satisfies (5.24). In practice it is always $\mathbb{P}$-almost surely given by a finite linear combination of powers of (finite integrability) Besov norms of the diagrams in $\Xi$ on $[0, K]$. Note that $N_{K}^{\Xi}$ includes constants of the form $C=C(\eta)>0$.

### 5.4.2 The main small-scale estimates

In the following we write $\approx$ to mean equal up to a term with expectation 0 under $\mathbb{P}$.
Proposition 5.11. Let $\beta>0$. For every $K>0$, define

$$
\begin{equation*}
\gamma_{K}=-4^{2} \cdot 3 \cdot \ominus_{K} \tag{5.25}
\end{equation*}
$$

where $\ominus_{K}$ is defined in (4.4), and

$$
\begin{gather*}
\delta_{K}=\mathbb{E}\left[\int_{\mathbb{T}_{N}} \int_{0}^{K}-\frac{8}{\beta^{2}}\left(\mathscr{f}_{k} \stackrel{\rightharpoonup}{*}_{k}\right)^{2} d k-\frac{256}{\beta^{4}} \boldsymbol{\imath}_{K}\left(\stackrel{\Psi}{⿶}_{K}\right)^{3}\right. \\
\left.+\frac{96}{\beta^{3}}(\stackrel{\Psi}{ })^{2} \stackrel{\rightharpoonup}{*}_{K} d x\right] . \tag{5.26}
\end{gather*}
$$

Then, for every $v \in \mathbb{H}_{b, K}$,

$$
\begin{equation*}
\mathscr{R}_{K}+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d k d x \approx \sum_{i=1}^{4} \mathscr{R}_{K}^{i}+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k \tag{5.27}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathscr{R}_{K}^{1}=\int_{\mathbb{T}_{N}} & -\frac{1}{2 \beta}\left(\vec{\imath}_{K}\right)^{4}-\frac{2}{\beta}\left(\vec{\imath}_{K}\right)^{3}\left(V_{K}+g_{K}\right)-\frac{3}{\beta}\left(\vec{\imath}_{K}\right)^{2}\left(V_{K}+g_{K}\right)^{2} \\
& -\frac{2}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K} V_{K}^{3}-\frac{6}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K} V_{K}^{2} g_{K}-\frac{6}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K} V_{K} g_{K}^{2} \\
& +\frac{\eta+2}{2}\left(\overrightarrow{\boldsymbol{\imath}}_{K}\right)^{2}+(\eta+2) \overrightarrow{\boldsymbol{\imath}}_{K} V_{K} d x \\
\mathscr{R}_{K}^{2}=\int_{\mathbb{T}_{N}} & \frac{192}{\beta^{3}} \boldsymbol{\imath}_{K} \dot{\psi}_{K}^{2} U_{K}-\frac{48}{\beta^{2}} \boldsymbol{\imath}_{K} \dot{\psi}_{K} U_{K}^{2}-\frac{96}{\beta^{2}} \boldsymbol{\imath}_{K} \ddot{\psi}_{K} g_{K} U_{K}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{4}{\beta} \boldsymbol{\bullet}_{K} U_{K}^{3}+\frac{12}{\beta} \boldsymbol{\bullet}_{K} g_{K} U_{K}^{2}+\frac{12}{\beta} \boldsymbol{~}_{K} g_{K}^{2} U_{K}-(4+\eta) \boldsymbol{\bullet}_{K} U_{K} d x \\
& \mathscr{R}_{K}^{3}=\int_{\mathbb{T}_{N}} \frac{12}{\beta}\left(\boldsymbol{v}_{K} \ominus g_{K}\right) U_{K}+\frac{6}{\beta}\left(\boldsymbol{v}_{K} \ominus U_{K}-\boldsymbol{v}_{K} \ominus U_{K}\right) U_{K} \\
& -\frac{48}{\beta^{2}}\left(\boldsymbol{v}_{K} \otimes \boldsymbol{\psi}_{K}\right) U_{K}+\frac{12}{\beta}\left(\boldsymbol{v}_{K} \otimes g_{K}\right) U_{K}+\frac{6}{\beta}\left(\boldsymbol{v}_{K} \otimes U_{K}\right) U_{K} d x \\
& +\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{12}{\beta}\left(v_{k} \ominus\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\right) U_{k} \\
& +\frac{12}{\beta}\left(\boldsymbol{v}_{K} \ominus\left(V_{K}+g_{K}-V_{K}^{b}-g_{K}^{b}\right)\right) U_{K} \\
& -\frac{72}{\beta^{2}}\left(\left(\mathscr{f}_{k}\left(\boldsymbol{\gamma}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)\right)^{2}-\left(\mathscr{F}_{k} \stackrel{\rightharpoonup}{*}_{k} \ominus \mathscr{F}_{k} \stackrel{\rightharpoonup}{*}_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right)^{2}\right) d k d x \\
& \mathscr{R}_{K}^{4}=-\int_{\mathbb{T}_{N}} \frac{48}{\beta^{2}} \uplus_{K} U_{K}+\frac{2 \gamma_{K}}{\beta^{2}}\left(V_{K}^{\mathrm{b}}+g_{K}\right)\left(V_{K}+g_{K}-V_{K}^{\mathrm{b}}-g_{K}^{b}\right) \\
& +\frac{\gamma_{K}}{\beta^{2}}\left(V_{K}+g_{K}-V_{K}^{b}-g_{K}^{b}\right)^{2} d x \\
& +\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{2 \gamma_{k}}{\beta^{2}}\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\left(V_{k}^{b}+g_{k}^{b}\right)+\frac{72}{\beta^{2}} \boldsymbol{\vartheta}_{k}\left(V_{k}^{b}+g_{k}^{b}\right)^{2} d k d x .
\end{aligned}
$$

Moreover, the following estimate holds: for any $\varepsilon>0$, there exists $C=$ $C(\varepsilon, \eta)>0$ such that, for all $\beta>1$,

$$
\begin{equation*}
\max _{i=1, \ldots, 4}\left|\mathscr{R}_{K}^{i}\right| \leqslant C N_{K}^{\Xi}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right)(5 \tag{5.28}
\end{equation*}
$$

where $N_{K}^{\Xi}$ is as in Remark 5.10.
Proof. We establish (5.27) in Section 5.5 by arguing as in [BG19, Lemma 5]. The remainder estimates (5.28) are then established in Section 5.6.
Remark 5.12. The products $\boldsymbol{\varphi}_{K} \boldsymbol{\Psi}_{K}$ and $\boldsymbol{\uparrow}_{K} \boldsymbol{\Psi}_{K}^{2}$ appearing above are classically illdefined in the limit $K \rightarrow \infty$. However, (probabilistic) estimates on the resonant product $\stackrel{\leftrightarrow}{*}_{K}$ uniform in $K$ are obtained in Proposition 4.4. Hence, the first product can be analysed using a paraproduct decompositions (1.7). The second product is less straightforward and requires a double paraproduct decomposition (see [BG19, Lemma 21 and Proposition 6] and [CC18, Proposition 2.22]).

### 5.5 Proof of (5.27): Isolating and cancelling divergences

Using that $\boldsymbol{\imath}_{K}, \vec{\imath}_{K}, \stackrel{\rightharpoonup}{*}_{K}, \boldsymbol{\rightharpoonup}_{K}$ and $\boldsymbol{*}_{K}$ all have expectation zero,

$$
\mathscr{R}_{K}=\int_{\mathbb{T}_{N}} \frac{1}{\beta} \boldsymbol{*}_{K}+\frac{4}{\beta} \boldsymbol{\vartheta}_{K}\left(V_{K}+g_{K}\right)+\frac{6}{\beta} \boldsymbol{\vee}_{K}\left(V_{K}+g_{K}\right)^{2}+\frac{4}{\beta} \bullet_{K}\left(V_{K}+g_{K}\right)^{3}
$$

$$
\begin{aligned}
& -2 \boldsymbol{v}_{K}-4 \boldsymbol{\imath}_{K}\left(V_{K}+g_{K}\right)+\mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) \\
& -\frac{\gamma_{K}}{\beta^{2}}\left(\boldsymbol{\nu}_{K}+2{ }^{\bullet}{ }_{K}\left(V_{K}+g_{K}\right)+\left(V_{K}+g_{K}\right)^{2}\right)-\delta_{K} \\
& -\frac{1}{2 \beta}\left(\vec{\imath}_{K}\right)^{4}-\frac{2}{\beta}\left(\vec{\imath}_{K}\right)^{3}\left(V_{K}+g_{K}\right)-\frac{3}{\beta}\left(\vec{\imath}_{K}\right)^{2}\left(V_{K}+g_{K}\right)^{2} \\
& -\frac{2}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K}\left(V_{K}+g_{K}\right)^{3}+\left(\vec{\imath}_{K}\right)^{2}+2 \vec{\imath}_{K}\left(V_{K}+g_{K}\right)-\frac{1}{2} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) \\
& -\frac{1}{2} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) \\
& -\frac{\eta}{2} \boldsymbol{v}_{K}-\eta^{\bullet}{ }_{K}\left(V_{K}+g_{K}-h\right)-\frac{\eta}{2}\left(V_{K}+g_{K}-h\right)^{2} \\
& +\frac{\eta}{2}\left(\vec{\imath}_{K}\right)^{2}+\eta \vec{\imath}_{K}\left(V_{K}+g_{K}-h\right)+\frac{\eta}{2}\left(V_{K}+g_{K}-h\right)^{2} d x \\
& \approx \int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\rightharpoonup}_{K} V_{K}+\frac{6}{\beta} \boldsymbol{v}_{K}\left(V_{K}+g_{K}\right)^{2}+\frac{4}{\beta} \bullet_{K}\left(V_{K}+g_{K}\right)^{3}-4 \boldsymbol{\imath}_{K} V_{K} \\
& -\frac{2 \gamma_{K}}{\beta^{2}}{ }_{K} V_{K}-\frac{\gamma_{K}}{\beta^{2}}\left(V_{K}+g_{K}\right)^{2}-\delta_{K} \\
& -\frac{1}{2 \beta}\left(\vec{\imath}_{K}\right)^{4}-\frac{2}{\beta}\left(\vec{\imath}_{K}\right)^{3}\left(V_{K}+g_{K}\right)-\frac{3}{\beta}\left(\vec{\imath}_{K}\right)^{2}\left(V_{K}+g_{K}\right)^{2} \\
& -\frac{2}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K} V_{K}^{3}-\frac{6}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K} V_{K}^{2} g_{K}-\frac{6}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K} V_{K} g_{K}^{2}+\left(\vec{\imath}_{K}\right)^{2}+2 \vec{\imath}_{K} V_{K} \\
& -\eta{ }^{\bullet}{ }_{K} V_{K}+\frac{\eta}{2}\left(\vec{\imath}_{K}\right)^{2}+\eta \overrightarrow{\boldsymbol{\imath}}_{K} V_{K} d x
\end{aligned}
$$

Hence, by reordering terms,

$$
\begin{align*}
\mathscr{R}_{K} \approx \mathscr{R}_{K}^{1} & +\int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\vartheta}_{K} V_{K}+\frac{6}{\beta} \boldsymbol{\vartheta}_{K}\left(V_{K}+g_{K}\right)^{2}+\frac{4}{\beta} \bullet_{K}\left(V_{K}+g_{K}\right)^{3} \\
& -(4+\eta) \bullet_{K} V_{K}-\frac{2 \gamma_{K}}{\beta^{2}} \bullet_{K} V_{K}-\frac{\gamma_{K}}{\beta^{2}}\left(V_{K}+g_{K}\right)^{2}-\delta_{K} d x . \tag{5.29}
\end{align*}
$$

Ignoring the renormalisation counterterms (i.e. those involving $\gamma_{K}$ and $\delta_{K}$ ), the divergences in (5.29) are contained in the integrals $\int_{\mathbb{T}_{N}} \frac{4}{\beta} \rightharpoonup_{K} V_{K} d x$ and $\int_{\mathbb{T}_{N}} \frac{6}{\beta}\left(V_{K}+g_{K}\right)^{2}$. In order to kill these divergences, we use changes of variables in the drift entropy to mostly cancel them; the remaining divergences are killed by the renormalisation counterterms. We renormalise the leading order divergences, ie. those polynomial in $K$, in Section 5.5.1. The divergences that are logarithmic in $K$ are renormalised in Section 5.5.2.

In order to use the drift entropy to cancel divergences, we decompose certain (spatial) integrals across ultraviolet scales $k \in[0, K]$ using Itô's formula. Error terms are produced that are stochastic integrals with respect to martingales (specifically, with respect to $d \bullet_{k}$ and $d \bullet_{k}$ ). The following lemma allows us to argue that these stochastic integrals are $\approx 0$.

Lemma 5.13. For any $v \in \mathbb{H}_{b, K}$, the stochastic integrals

$$
\begin{equation*}
\int_{\mathbb{T}_{N}} \int_{0}^{K} V_{k} d \boldsymbol{\bullet}_{k} d x \tag{5.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i<j-1} \int_{\mathbb{T}_{N}} \int_{0}^{K} U_{k} \Delta_{i}\left(V_{k}^{\mathrm{b}}+g_{k}^{b}\right) d\left(\Delta_{j} \boldsymbol{v}_{k}\right) d x \tag{5.31}
\end{equation*}
$$

are martingales. We recall that, above, $\Delta_{i}$ denotes the $i$-th Littlewood-Paley block.
Proof. In this proof, for any continuous local martingale $Z_{\text {• }}$, we write $\langle\langle Z, Z\rangle$. for the corresponding quadratic variation process. Moreover, for any $Z$-adapted process $Y_{\bullet}$, we write $\int_{0}^{K} Y_{k} \cdot d Z_{k}$ to denote the stochastic integral $\int_{\mathbb{T}_{N}} \int_{0}^{K} Y_{k} d Z_{k} d x$.

We begin with two observations: first, let $v \in \mathbb{H}_{b, M, K}$ for some $M>0$, i.e. those $v \in \mathbb{H}_{b, K}$ satisfying (4.18). Then, by Sobolev embedding, there exists $C=$ $C(M, N, K, \eta)>0$ such that

$$
\sup _{0 \leqslant k \leqslant K}\left\|V_{k}\right\|_{L^{6}}^{6} \leqslant C
$$

$\mathbb{P}$-almost surely.
Second, recalling the iterated integral representation of the Wick powers $\psi_{k}$ and $\boldsymbol{v}_{k}$ (see e.g. (4.3)), one can show $d \boldsymbol{\imath}_{k}=3 \boldsymbol{v}_{k} d \boldsymbol{\imath}_{k}$ and $d\left(\Delta_{j} \boldsymbol{v}_{k}\right)=\Delta_{j} d \boldsymbol{v}_{k}=2 \Delta_{j} \boldsymbol{\bullet}_{k} d \boldsymbol{\bullet}_{k}$. Thus, we can write the stochastic integrals (5.30) and (5.31) in terms of stochastic integrals with respect to $d_{{ }^{*}}$. It suffices to show that their quadratic variations are finite in expectation.

Using that $d\langle\langle\bullet, \uparrow\rangle\rangle_{k}=\mathscr{f}_{k}^{2}(1) d k=\mathscr{f}_{k}^{2} d k$ and by Young's inequality,

$$
\begin{aligned}
\mathbb{E}\left[\left\langle\int_{0}^{\bullet} V_{k} \cdot d \boldsymbol{\vartheta}_{k}\right\rangle_{K}\right] & =3^{2} \mathbb{E}\left[\int_{0}^{K} \int_{\mathbb{T}_{N}} V_{k}^{2} \boldsymbol{v}_{k}^{2} \mathscr{g}_{k}^{2} d x d k\right] \\
& \leqslant 3^{2} \mathbb{E}\left[\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} V_{k}^{4}+\boldsymbol{v}_{k}^{4} \mathscr{F}_{k}^{4} d x d k\right]<\infty .
\end{aligned}
$$

Hence, (5.30) is a martingale.
Now consider (5.31). By (5.21),

$$
\sum_{i<j-1} \int_{0}^{K} \int_{\mathbb{T}_{N}} U_{k} \Delta_{i}\left(V_{k}^{b}+g_{k}^{b}\right) \cdot d\left(\Delta_{j} \boldsymbol{v}_{k}\right)=Z_{K}^{a}+Z_{K}^{b}
$$

where

$$
Z_{K}^{a}=2 \sum_{i<j-1} \int_{0}^{K} \int_{\mathbb{T}_{N}} V_{k} \Delta_{i} V_{k}^{b} \Delta_{j} \mathfrak{\imath}_{k} d \mathfrak{\imath}_{k}
$$

$$
Z_{K}^{b}=2 \sum_{i<j-1} \int_{0}^{K} \int_{\mathbb{T}_{N}}\left(\frac{4}{\beta} \boldsymbol{\psi}_{k} \Delta_{i} V_{k}^{b}+U_{k} \Delta_{i} g_{k}^{b}\right) \Delta_{j} \bullet_{k} d \mathfrak{\imath}_{k}
$$

Arguing as for (5.30), one can show $\mathbb{E}\left\langle\left\langle Z_{\bullet}^{b}\right\rangle_{K}<\infty\right.$.
By Young's inequality and using that Littlewood-Paley blocks and the $b$ operator are $L^{p}$ multipliers, we have

$$
\begin{aligned}
\mathbb{E}\left\langle\left\langle Z_{\bullet}^{a}\right\rangle\right\rangle_{K} & =2^{2} \mathbb{E}\left[\sum_{i<j-1} \int_{0}^{K} \int_{\mathbb{T}_{N}} V_{k}^{2}\left(\Delta_{i} V_{k}^{b}\right)^{2}\left(\Delta_{j} \bullet_{k}\right)^{2} \mathscr{S}_{k}^{2} d k\right] \\
& \leqslant 2^{2} \mathbb{E}\left[\frac{2}{3} \int_{0}^{K} \int_{\mathbb{T}_{N}} V_{k}^{6}+\frac{1}{3}\left(\Delta_{k} \bullet_{k}\right)^{6} \mathscr{S}_{k}^{6} d x d k\right]<\infty
\end{aligned}
$$

thus establishing that (5.31) is a martingale.

### 5.5.1 Energy renormalisation

In the next lemma, we cancel the leading order divergence using the change of variables (5.20) in the drift entropy. The error term does not depend on the drift and is divergent in expectation (as $K \rightarrow \infty$ ); it is cancelled by one part of the energy renormalisation $\delta_{K}$ (see (5.26)).

## Lemma 5.14.

$$
\int_{\mathbb{T}_{N}} \frac{4}{} \frac{4}{\beta} \boldsymbol{\vartheta}_{K} V_{K} d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k \approx \int_{0}^{K} \int_{\mathbb{T}_{N}}-\frac{8}{\beta^{2}}\left(\mathscr{F}_{k} \boldsymbol{\vartheta}_{k}\right)^{2}+\frac{1}{2} u_{k}^{2} d x d k
$$

Proof. By Itô's formula, Lemma 5.13, and the self-adjointness of $\mathscr{f}_{k}$,
$\int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\rightharpoonup}_{K} V_{K} d x=\int_{\mathbb{T}_{N}}\left(\int_{0}^{K} \frac{4}{\beta} \boldsymbol{\vartheta}_{k} \partial_{k} V_{k} d k+\frac{4}{\beta} V_{k} d \boldsymbol{\vartheta}_{k}\right) d x \approx \int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{4}{\beta} \mathscr{F}_{k} \boldsymbol{\vartheta}_{k} v_{k} d k d x$.
Hence, by (5.20),

$$
\begin{aligned}
\int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\vartheta}_{K} V_{K} d x & +\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} v_{k}^{2} d x d k \\
& \approx \int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{4}{\beta} \mathscr{F}_{k} \boldsymbol{\vartheta}_{k}\left(-\frac{4}{\beta} \boldsymbol{*}_{k}+u_{k}\right)+\frac{1}{2}\left(-\frac{4}{\beta} \boldsymbol{*}_{k}+u_{k}\right)^{2} d k d x \\
& =\int_{\mathbb{T}_{N}} \int_{0}^{K}-\frac{8}{\beta^{2}}\left(\mathscr{f}_{k} \bullet_{k}\right)^{2}+\frac{1}{2} u_{k}^{2} d k d x .
\end{aligned}
$$

As a consequence of (5.20), the remaining (non-counterterm) integrals in (5.29) acquire additional divergences that are independent of the drift. We isolate them in the next lemma; they are also renormalised by parts of the energy renormalisation (see (5.26)).

## Lemma 5.15.

$$
\begin{equation*}
\int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\imath}_{K}\left(V_{K}+g_{K}\right)^{3}-(4+\eta) \boldsymbol{\imath}_{K} V_{K} d x \approx \mathscr{R}_{K}^{2}-\int_{\mathbb{T}_{N}} \frac{256}{\beta^{4}} \boldsymbol{\imath}_{K} \dot{\varphi}_{K}^{3} d x \tag{5.32}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{\mathbb{T}_{N}} \frac{6}{\beta} \boldsymbol{v}_{K}\left(V_{K}+g_{K}\right)^{2} d x \approx \int_{\mathbb{T}_{N}} & \frac{96}{\beta^{3}} \boldsymbol{v}_{K} \dot{\psi}_{K}^{2}-\frac{48}{\beta^{2}} \boldsymbol{v}_{K} \boldsymbol{\psi}_{K} U_{K}  \tag{5.33}\\
& +\frac{6}{\beta} \boldsymbol{v}_{K} U_{K}^{2}+\frac{12}{\beta} \boldsymbol{v}_{K} g_{K} U_{K} d x
\end{align*}
$$

Proof. By (5.21),

$$
\begin{align*}
& \int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\imath}_{K}\left(V_{K}+g_{K}\right)^{3} d x \\
& =\int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\imath}_{K}\left(-\frac{4}{\beta} \stackrel{\Psi}{K}_{K}+U_{K}+g_{K}\right)^{3} d x \\
& =\int_{\mathbb{T}_{N}} \frac{4}{\beta} \boldsymbol{\varphi}_{K}\left(-\frac{64}{\beta^{3}} \stackrel{\psi}{K}_{K}^{3}+\frac{48}{\beta^{2}} \dot{\psi}_{K}^{2}\left(U_{K}+g_{K}\right)\right. \\
& -\frac{12}{\beta} \boldsymbol{\psi}_{K} U_{K}^{2}-\frac{24}{\beta} \boldsymbol{\psi}_{K} U_{K} g_{K}-\frac{12}{\beta} \boldsymbol{\psi}_{K} g_{K}^{2} \\
& \left.+U_{K}^{3}+3 U_{K}^{2} g_{K}+3 U_{K} g_{K}^{2}+g_{K}^{3}\right) d x \tag{5.34}
\end{align*}
$$

$$
\begin{aligned}
& -\frac{48}{\beta^{2}} \boldsymbol{~}_{K} \boldsymbol{\Psi}_{K} U_{K}^{2}-\frac{96}{\beta^{2}} \boldsymbol{~}_{K} \boldsymbol{\Psi}_{K} g_{K} U_{K} \\
& +\frac{4}{\beta} \boldsymbol{\imath}_{K} U_{K}^{3}+\frac{12}{\beta} \boldsymbol{\imath}_{K} g_{K} U_{K}^{2}+\frac{12}{\beta} \boldsymbol{\imath}_{K} g_{K}^{2} U_{K} d x .
\end{aligned}
$$

Above we have used Wick's theorem and the fact that $\Psi_{K}$ is Wick ordered to conclude $\mathbb{E}\left[{ }^{\prime}{ }_{K} \boldsymbol{\varphi}_{K}^{2} g_{K}\right]=\mathbb{E}\left[{ }^{\prime}{ }_{K} \boldsymbol{\varphi}_{K} g_{K}^{2}\right]=0$.

Similarly, $\mathbb{E}_{\mathfrak{\imath}_{K}} \boldsymbol{\Psi}_{K}=0 \boldsymbol{\Psi}_{K}$. Hence, by (5.21)

$$
\begin{equation*}
\int_{\mathbb{T}_{N}}(4+\eta) \mathfrak{\imath}_{K} V_{K} \approx \int_{\mathbb{T}_{N}}(4+\eta) \mathfrak{\imath}_{K} U_{K} d x \tag{5.35}
\end{equation*}
$$

Combining (5.34) and (5.35) establishes (5.32).
By (5.21),

$$
\begin{aligned}
& \int_{\mathbb{T}_{N}} \frac{6}{\beta} \boldsymbol{\vee}_{K}\left(V_{K}+g_{K}\right)^{2} d x=\int_{\mathbb{T}_{N}} \frac{6}{\beta} \boldsymbol{v}_{K}\left(-\frac{4}{\beta} \boldsymbol{\psi}_{K}+U_{K}+g_{K}\right)^{2} d x \\
& =\int_{\mathbb{T}_{N}} \frac{6}{\beta} \boldsymbol{v}_{K}\left(\frac{16}{\beta^{2}} \stackrel{\psi}{Y}_{K}^{2}-\frac{8}{\beta}\left(U_{K}+g_{K}\right) \stackrel{\Psi}{\psi}_{K}\right. \\
& \left.U_{K}^{2}+2 U_{K} g_{K}+g_{K}^{2}\right) d x \\
& \approx \int_{\mathbb{T}_{N}} \frac{96}{\beta^{3}} \boldsymbol{v}_{K} \stackrel{\Psi}{K}_{K}^{2}+\frac{12}{\beta} \boldsymbol{v}_{K}\left(-\frac{4}{\beta} \boldsymbol{\Psi}_{K}\right) U_{K} \\
& +\frac{6}{\beta} v_{K} U_{K}^{2}+\frac{12}{\beta} \boldsymbol{v}_{K} g_{K} U_{K} d x
\end{aligned}
$$

where we have used that $\mathbb{E}\left[\boldsymbol{v}_{K} g_{K}\right]=0$ and, by Wick's theorem, $\mathbb{E}\left[\boldsymbol{v}_{K} \boldsymbol{\Psi}_{K}\right]=0$. This establishes (5.33).

The divergences encountered in Lemmas 5.14 and 5.15 that are independent of the drift are killed by the energy renormalisation $\delta_{K}$ since, by definition,

$$
\begin{equation*}
\delta_{K} \approx \int_{\mathbb{T}_{N}}-\int_{0}^{K} \frac{8}{\beta^{2}}\left(\mathscr{f}_{k} \boldsymbol{\rightharpoonup}_{k}\right)^{2} d k-\frac{256}{\beta^{4}} \boldsymbol{\bullet}_{K}\left(\boldsymbol{\psi}_{K}\right)^{3}+\frac{96}{\beta^{3}}\left(\boldsymbol{⿶}_{K}\right)^{2} \boldsymbol{v}_{K} d x \tag{5.36}
\end{equation*}
$$

### 5.5.2 Mass renormalisation

The integrals on the righthand side of (5.33) that involve the drift cannot be bounded uniformly as $K \rightarrow \infty$. We isolate divergences using a paraproduct decomposition and expand the drift entropy using (5.19) to mostly cancel them. This is done in Lemma 5.16. The remaining divergences are then killed in Lemma 5.17 using the mass renormalisation.

## Lemma 5.16.

$$
\begin{align*}
\int_{\mathbb{T}_{N}}-\frac{48}{\beta^{2}} \boldsymbol{\vartheta}_{K} \boldsymbol{\psi}_{K} U_{K}+ & \frac{6}{\beta} \boldsymbol{v}_{K} U_{K}^{2}+\frac{12}{\beta} \boldsymbol{v}_{K} g_{K} U_{K} d x+\frac{1}{2} \int_{0}^{K} u_{k}^{2} d k d x \\
\approx & \mathscr{R}_{K}^{3}+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x \\
& +\int_{\mathbb{T}_{N}} \frac{96}{\beta^{3}} \boldsymbol{v}_{K} \stackrel{\psi}{K}_{K}^{2}-\frac{48}{\beta^{2}} \boldsymbol{v}_{K} \ominus \boldsymbol{\Psi}_{K} U_{K} d x  \tag{5.37}\\
& -\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{72}{\beta^{2}}\left(\mathscr{f}_{k} \boldsymbol{\vartheta}_{k} \ominus \mathscr{f}_{k} \boldsymbol{\vartheta}_{k}\right)\left(V_{k}^{b}+g_{k}\right)^{2} d k d x
\end{align*}
$$

Proof. We write

$$
-\frac{48}{\beta^{2}} \boldsymbol{v}_{K} \boldsymbol{Y}_{K} U_{K}+\frac{12}{\beta} \boldsymbol{v}_{K} U_{K} g_{K}=\frac{12}{\beta} \boldsymbol{v}_{K}\left(-\frac{4}{\beta} \boldsymbol{\vartheta}_{K}+g_{K}\right) U_{K} .
$$

Thus, using (5.21) and a paraproduct decomposition on the most singular products,

$$
\begin{align*}
& \int_{\mathbb{T}_{N}} \frac{12}{\beta} \boldsymbol{\vartheta}_{K}\left(-\frac{4}{\beta} \stackrel{⿶}{K}_{K}+g_{K}\right) U_{K}+\frac{6}{\beta} \boldsymbol{\vartheta}_{K} U_{K}^{2} d x \\
& =\int_{\mathbb{T}_{N}} \frac{12}{\beta}\left(\boldsymbol{v}_{K} \ominus\left(-\frac{4}{\beta} \stackrel{\psi}{\psi}_{K}+g_{K}\right)\right) U_{K}+\frac{6}{\beta}\left(\boldsymbol{v}_{K} \ominus U_{K}\right) U_{K} \\
& +\frac{12}{\beta}\left(\boldsymbol{v}_{K} \ominus\left(-\frac{4}{\beta} \boldsymbol{\psi}_{K}+g_{K}\right)\right) U_{K}+\frac{6}{\beta}\left(\boldsymbol{v}_{K} \ominus U_{K}\right) U_{K} \\
& +\frac{12}{\beta}\left(\boldsymbol{v}_{K} \oplus\left(-\frac{4}{\beta} \boldsymbol{\psi}_{K}+g_{K}\right)\right) U_{K}+\frac{6}{\beta}\left(\boldsymbol{v}_{K} \otimes U_{K}\right) U_{K}  \tag{5.38}\\
& =\int_{\mathbb{T}_{N}} \frac{12}{\beta}\left(\boldsymbol{v}_{K} \ominus\left(V_{K}+g_{K}\right)\right) U_{K}-\frac{48}{\beta^{2}}\left(\boldsymbol{v}_{K} \ominus \boldsymbol{\Psi}_{K}\right) U_{K} \\
& +\frac{12}{\beta}\left(\boldsymbol{v}_{K} \ominus g_{K}\right) U_{K}+\frac{6}{\beta}\left(\boldsymbol{v}_{K} \ominus U_{K}-\boldsymbol{v}_{K} \ominus U_{K}\right) U_{K} \\
& -\frac{48}{\beta^{2}}\left(\boldsymbol{\gamma}_{K} \ominus \boldsymbol{\psi}_{K}\right) U_{K}+\frac{12}{\beta}\left(\boldsymbol{v}_{K} \otimes g_{K}\right) U_{K}+\frac{6}{\beta}\left(\boldsymbol{\vartheta}_{K} \ominus U_{K}\right) U_{K} d x .
\end{align*}
$$

All except the first two integrals are absorbed into $\mathscr{R}_{K}^{3}$.
For the first integral, we use the (drift-dependent) change of variables (5.19) in the drift entropy of $u$ to mostly cancel the divergence. Due to the paraproduct term, using Itô's formula to decompose into scales requires us to control $V_{k}+g_{k}$ for $k<K$. In order to be able to do this, we replace $V_{K}+g_{K}$ by $V_{K}^{\mathrm{b}}+g_{K}^{\mathrm{b}}$ first. Then, applying Itô's formula, Lemma 5.13, and using the self-adjointness of $\mathscr{g}_{k}$,

$$
\begin{align*}
& \int_{\mathbb{T}_{N}} \frac{12}{\beta}\left(v_{K} \ominus\left(V_{K}+g_{K}\right)\right) U_{K} d x \\
& =\int_{\mathbb{T}_{N}} \frac{12}{\beta}\left(v_{K} \ominus\left(V_{K}^{b}+g_{K}^{b}\right)\right) U_{K}+\frac{12}{\beta}\left(v_{K} \ominus\left(V_{K}+g_{K}-V_{K}^{b}-g_{K}^{b}\right)\right) U_{K} d x \\
& \approx \int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{12}{\beta} g_{k}\left(v_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) u_{k}+\frac{12}{\beta}\left(v_{k} \ominus\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\right) U_{k} d k d x  \tag{5.39}\\
& \left.\quad \quad+\int_{\mathbb{T}_{N}} \frac{12}{\beta}\left(v_{K} \ominus\left(V_{K}+g_{K}-V_{K}^{b}-g_{K}^{b}\right)\right) U_{K}\right] d x .
\end{align*}
$$

From (5.19) and (5.20)

$$
\begin{align*}
\int_{\mathbb{T}_{N}} \int_{0}^{K} & \frac{12}{\beta} \mathscr{f}_{k}\left(\boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) u_{k}+\frac{1}{2} u_{k}^{2} d k d x \\
= & \int_{\mathbb{T}_{N}} \int_{0}^{K}-\frac{72}{\beta^{2}}\left(\mathscr{F}_{k}\left(\boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)\right)^{2}+\frac{1}{2} r_{k}^{2} d k d x \\
= & \int_{\mathbb{T}_{N}} \int_{0}^{K}-\frac{72}{\beta^{2}}\left(\mathscr{F}_{k} \boldsymbol{\vartheta}_{k} \ominus \mathscr{f}_{k} \boldsymbol{\vartheta}_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right)^{2}+\frac{1}{2} r_{k}^{2}  \tag{5.40}\\
& \quad-\frac{72}{\beta^{2}}\left(\left(\mathscr{f}_{k}\left(\boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)\right)^{2}-\left(\mathscr{f}_{k} \boldsymbol{\vartheta}_{k} \ominus \mathscr{f}_{k} \bullet_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right)^{2}\right) d k d x .
\end{align*}
$$

Combining (5.38), (5.39), and (5.40) yields (5.37).

We now cancel the divergences in the last two terms of (5.37) using the mass renormalisation.

## Lemma 5.17.

$$
\begin{align*}
\mathscr{R}_{K}^{4} \approx & \int_{\mathbb{T}_{N}}-\frac{48}{\beta^{2}} \stackrel{\rightharpoonup}{K}_{K} \ominus \boldsymbol{\Psi}_{K} U_{K} d x \\
& -\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{72}{\beta^{2}}\left(\mathscr{f}_{k} \stackrel{\vee}{k} \ominus \mathscr{f}_{k} \stackrel{\vee}{k}_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right)^{2} d k d x  \tag{5.41}\\
& -\int_{\mathbb{T}_{N}} \frac{2 \gamma_{K}}{\beta^{2}}{ }_{K} V_{K}-\frac{\gamma_{K}}{\beta^{2}}\left(V_{K}+g_{K}\right)^{2} d x
\end{align*}
$$

Proof. By the definition of $\$_{K}$ (see Section 4.1.1),

$$
\begin{align*}
&-\int_{\mathbb{T}_{N}} \frac{48}{\beta^{2}} \boldsymbol{v}_{K} \ominus \boldsymbol{\psi}_{K} U_{K}-\frac{2 \gamma_{K}}{\beta^{2}} \boldsymbol{\imath}_{K} V_{K} d x \\
&=-\int_{\mathbb{T}_{N}} \frac{48}{\beta^{2}} * \star_{K} U_{K}+\frac{8 \gamma_{K}}{\beta^{3}} \boldsymbol{\imath}_{K} \stackrel{⿶}{K} d x  \tag{5.42}\\
& \approx-\int_{\mathbb{T}_{N}} \frac{48}{\beta^{2}} * \forall_{K} U_{K} d x
\end{align*}
$$

where we have used that, by Wick's theorem, $\mathbb{E}\left[{ }^{\circ} K{ }_{K}{ }_{K}\right]=0$.
To renormalise the second integral in (5.41), we need to rewrite the remaining
counterterm in terms of $V_{K}^{b}$ :

$$
\begin{align*}
& -\int_{\mathbb{T}_{N}} \frac{\gamma_{K}}{\beta^{2}}\left(V_{K}+g_{K}\right)^{2} d x \\
& \quad=-\int_{\mathbb{T}_{N}} \frac{\gamma_{K}}{\beta^{2}}\left(V_{K}^{b}+g_{K}^{b}\right)^{2}+2\left(V_{K}^{b}+g_{K}^{b}\right)\left(V_{K}+g_{K}-V_{K}^{b}-g_{K}^{b}\right)  \tag{5.43}\\
& \quad \quad+\left(V_{K}+g_{K}-V_{K}^{b}-g_{K}^{b}\right)^{2} d x .
\end{align*}
$$

Using Itô's formula on the first integral of the right hand side of (5.43),

$$
\begin{aligned}
& -\int_{\mathbb{T}_{N}} \frac{\gamma_{K}}{\beta^{2}}\left(V_{K}^{b}+g_{K}^{b}\right)^{2} d x \\
& \quad=-\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{\partial_{k} \gamma_{k}}{\beta^{2}}\left(V_{k}^{b}+g_{k}^{b}\right)^{2}+\frac{2 \gamma_{k}}{\beta^{2}}\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\left(V_{k}^{b}+g_{k}^{b}\right) d k d x .
\end{aligned}
$$

By the definition of $\mho_{k}$ (see Section 4.1.1),

$$
\begin{align*}
\int_{\mathbb{T}_{N}} \int_{0}^{K}\left(-\frac{72}{\beta^{2}} \mathscr{f}_{k} \nabla_{k} \ominus \mathscr{f}_{k} \stackrel{\vartheta}{v}_{k}\right. & \left.-\frac{\partial_{k} \gamma_{k}}{\beta^{2}}\right)\left(V_{k}^{b}+g_{k}^{b}\right)^{2} d k d x \\
& =\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{72}{\beta^{2}} \boldsymbol{\vartheta}_{k}\left(V_{k}^{b}+g_{k}^{b}\right)^{2} d k d x \tag{5.44}
\end{align*}
$$

Hence, combining (5.42), (5.43), and (5.44) establishes (5.41).
Proof of (5.27). Lemmas 5.14, 5.15, 5.16, and 5.17, together with (5.36), establish (5.27).

### 5.6 Proof of (5.28): Estimates on remainder terms

Define

$$
\mathscr{R}_{K}^{a}=\mathscr{R}_{K}^{a, 1}+\mathscr{R}_{K}^{a, 2}+\mathscr{R}_{K}^{a, 3}
$$

where

$$
\begin{aligned}
& \mathscr{R}_{K}^{a, 1}=\int_{\mathbb{T}_{N}}-\frac{4}{\beta} \overrightarrow{\boldsymbol{\imath}}_{K} V_{K}^{3}+\frac{4}{\beta} \cdot{ }_{K} U_{K}^{3} d x \\
& \mathscr{R}_{K}^{a, 2}=\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{12}{\beta}\left(\boldsymbol{v}_{k} \ominus\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\right) U_{k}+\frac{2 \gamma_{k}}{\beta^{2}}\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\left(V_{k}^{b}+g_{k}^{b}\right) d k d x \\
& \mathscr{R}_{K}^{a, 3}=\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{72}{\beta^{2}}\left(\left(\mathcal{f}_{k}\left(\boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)\right)^{2}-\left(\mathscr{f}_{k} \boldsymbol{v}_{k} \ominus \mathscr{f}_{k} \boldsymbol{\vartheta}_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right)^{2}\right) d k d x
\end{aligned}
$$

and let $\mathscr{R}_{K}^{b}=\sum_{i=1}^{4} \mathscr{R}_{K}^{i}-\mathscr{R}_{K}^{a}$.
$\mathscr{R}_{K}^{a}$ contains the most difficult terms to bound, either due to analytic considerations or $\beta$-dependence; $\mathscr{R}_{K}^{b}$ contains the terms that follow almost immediately from [BG19, Lemmas 18-23].

Proposition 5.18. For any $\varepsilon>0$, there exists $C=C(\varepsilon, \eta)>0$ such that, for all $\beta>1$,

$$
\begin{align*}
& \left|\mathscr{R}_{K}^{a, 1}\right| \leqslant C N_{K}^{\Xi}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right)  \tag{5.45}\\
& \left|\mathscr{R}_{K}^{a, 2}\right| \leqslant C N_{K}^{\Xi}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right)  \tag{5.46}\\
& \left|\mathscr{R}_{K}^{a, 3}\right| \leqslant C N_{K}^{\Xi}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right) . \tag{5.47}
\end{align*}
$$

Proof. The estimates (5.45), (5.46), and (5.47) are established in Sections 5.6.2, 5.6.3, and 5.6.4 respectively. (5.46) and (5.47) are established by a relatively straightforward combination of techniques in [BG19, Lemmas 18-23] together with Lemmas 5.5 and 5.6. On the other hand, the terms with cubic dependence in the drift (5.45) require a slightly more involved analysis.

Note that, since our norms on functions/distributions were defined using $d x=\frac{d x}{N^{3}}$ instead of $d x$ to track $N$ dependence, in the proof we rewrite the integrals above in terms of $d x$ by dividing both sides by $N^{3}$.

Proposition 5.19. For any $\varepsilon>0$, there exists $C=C(\varepsilon, \eta)>0$ such that, for all $\beta>1$,

$$
\left|\Re_{K}^{b}\right| \leqslant C N_{K}^{\Xi}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right)
$$

Proof. Follows from a direct combination of arguments in [BG19, Lemmas 18-23] with Lemmas 5.5 and 5.6. We omit it.

Proof of (5.28). Since $\sum_{i=1}^{4} \mathscr{R}_{K}^{i}=\mathscr{R}_{K}^{a}+\mathscr{R}_{K}^{b}$, Propositions 5.18 and 5.19 establish (5.28).

The proofs of Propositions 5.18 and 5.19 rely heavily on bounds on the drift established in Proposition 5.9, so we prove this first in the next subsection. Throughout the remainder of this section, we use the notation $a \lesssim b$ to mean $a \leqslant C b$ for some $C=C(\varepsilon, \eta)$, and we also allow for this constant to depend on other inessential parameters (i.e. not $\beta, N$, or $K$ ).

### 5.6.1 Proof of Proposition 5.9

First, note that (5.23) is a direct consequence of (5.22) along with (5.21) and bounds contained in Proposition 4.4.

We now prove (5.22). Fix any $k^{\prime} \in[0, K]$. As a consequence of (5.21),

$$
\begin{equation*}
\left\|U_{k^{\prime}}\right\|_{H^{1-\kappa}}^{2} \leqslant \frac{288}{\beta^{2}}\left\|\int_{0}^{k^{\prime}} \mathscr{F}_{k}^{2}\left(\nabla_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) d k\right\|_{H^{1-\kappa}}^{2}+2\left\|R_{k^{\prime}}\right\|_{H^{1-\kappa}}^{2} \tag{5.48}
\end{equation*}
$$

By Minkowski's integral inequality, Bernstein's inequality (1.6), the multiplier estimate on $\mathscr{F}_{k}(1.13)$, the paraproduct estimate (1.8), and the b-estimates (4.19),

$$
\begin{aligned}
\left\|\int_{0}^{k^{\prime}} \mathscr{f}_{k}^{2}\left(\boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) d k\right\|_{H^{1-\kappa}} & \lesssim \int_{0}^{k^{\prime}} \frac{\left\|\mathscr{L}_{k}^{2}\left(\boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)\right\|_{H^{-1-2 \kappa}}}{\langle k\rangle^{\kappa}} d k \\
& \lesssim \int_{0}^{k^{\prime}} \frac{\left\|\boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right\|_{H^{-1-2 \kappa}}}{\langle k\rangle^{1+\kappa}} d k \\
& \lesssim\left(\int_{0}^{k^{\prime}} \frac{\left\|\boldsymbol{v}_{k}\right\|_{B_{4, \infty}^{-1-2 \kappa}}}{\langle k\rangle^{1+\kappa}} d k\right)\left\|V_{K}+g_{K}\right\|_{L^{4}} .
\end{aligned}
$$

Hence, by Cauchy-Schwarz with respect to the finite measure $\frac{d k}{\langle k\rangle^{1+\kappa}}$, the potential bound (5.9), and Young's inequality,

$$
\begin{align*}
& \frac{1}{\beta^{2}}\left\|\int_{0}^{k^{\prime}} \mathscr{F}_{k}^{2}\left(\boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) d k\right\|_{H^{1-\kappa}}^{2} \\
& \lesssim \frac{1}{\beta^{2}}\left(\int_{0}^{k^{\prime}} \frac{\left\|\boldsymbol{\vartheta}_{k}\right\|_{B_{4, \infty}^{-1-2 \kappa}}}{\langle k\rangle^{+\kappa}} d k\right)^{2}\left\|V_{K}+g_{K}\right\|_{L^{4}}^{2} \\
& \lesssim \frac{1}{\beta^{2}}\left(\int_{0}^{k^{\prime}} \frac{\left\|\boldsymbol{\bullet}_{k}\right\|_{B_{4, \infty}^{-1-2 \kappa}}^{2}}{\langle k\rangle^{1+\kappa}} d k\right)\left\|V_{K}+g_{K}\right\|_{L^{4}}^{2} \\
& \lesssim \int_{0}^{k^{\prime}} \frac{\left\|\boldsymbol{v}_{k}\right\|_{B_{4, \infty}^{-1-2 \kappa}}^{2}}{\langle k\rangle^{1+\kappa}} d k\left(\frac{\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x\right)^{\frac{1}{2}}}{\beta^{\frac{3}{2}}}+\frac{1}{\beta}\right)  \tag{5.49}\\
& \leqslant \frac{1}{\beta} \int_{0}^{k^{\prime}} \frac{\left\|\boldsymbol{v}_{k}\right\|_{B_{4, \infty}^{-1-2 \kappa}}^{2}}{\langle k\rangle^{+\kappa}} d k+\frac{1}{4 \varepsilon}\left(\int_{0}^{k^{\prime}} \frac{\left\|\boldsymbol{v}_{k}\right\|_{B_{4, \infty}^{-1-2 \kappa}}^{2}}{\langle k\rangle^{1+\kappa}} d k\right)^{2} \\
& +\frac{\varepsilon}{\beta^{3}} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x .
\end{align*}
$$

For the remaining term in (5.48), note that by the trivial embedding $H^{1} \hookrightarrow H^{1-\kappa}$ and the bound (4.18) applied to $R_{k^{\prime}}$,

$$
\begin{equation*}
\left\|R_{k^{\prime}}\right\|_{H^{1-\kappa}}^{2} \lesssim \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} \partial x d k \tag{5.50}
\end{equation*}
$$

Inserting (5.49) and (5.50) into (5.48) establishes (5.22).

### 5.6.2 Proof of (5.45)

We start with the first integral in $\mathscr{R}_{K}^{a, 1}$. Fix $\kappa>0$ and let $q$ be such that $(1+\kappa)^{-1}+$ $q^{-1}=1$. Then, by Young's inequality (and remembering $\beta>1$ ),

$$
\begin{equation*}
\left|\int_{\mathbb{T}_{N}} \frac{2}{\beta} \vec{\imath}_{K} V_{K}^{3} d x\right| \leqslant C_{\varepsilon} \int_{\mathbb{T}_{N}}\left|\vec{\imath}_{K}\right|^{q} d x+\varepsilon \int_{\mathbb{T}_{N}}\left(\frac{V_{K}}{\sqrt{\beta}}\right)^{2+2 \kappa}\left|V_{K}\right|^{1+\kappa} d x . \tag{5.51}
\end{equation*}
$$

Adding and subtracting $g_{K}$ into the second term on the righthand side and using the pointwise potential bound (5.8),

$$
\begin{align*}
& \int_{\mathbb{T}_{N}}\left(\frac{\left|V_{K}\right|}{\sqrt{\beta}}\right)^{2+2 \kappa}\left|V_{K}\right|^{1+\kappa} d x \\
& \quad \lesssim \int_{\mathbb{T}_{N}}\left(\frac{\left|V_{K}+g_{K}\right|^{4\left(\frac{1+\kappa}{2}\right)}}{\beta^{2}}+\left|\frac{g_{K}}{\sqrt{\beta}}\right|^{2+2 \kappa}\right)\left|V_{K}\right|^{1+\kappa} d x  \tag{5.52}\\
& \quad \lesssim \int_{\mathbb{T}_{N}}\left(\left(\frac{\widetilde{V}_{\beta}\left(V_{K}+g_{K}\right)}{\beta}\right)^{\frac{1+\kappa}{2}}+1+\left|\frac{g_{K}}{\sqrt{\beta}}\right|_{\infty}^{2+2 \kappa}\right)\left|V_{K}\right|^{1+\kappa} d x
\end{align*}
$$

where we recall that $|\cdot|_{\infty}$ is the supremum norm.
By the bounds on $g_{K}$ (5.11) and $V_{K}$ (5.23), taking $\kappa<1$ yields

$$
\begin{align*}
& \int_{\mathbb{T}_{N}}\left(1+\left|\frac{g_{K}}{\sqrt{\beta}}\right|_{\infty}^{2+2 \kappa}\right)\left|V_{K}\right|^{1+\kappa} d x \\
& \leqslant C(\varepsilon, \kappa, \eta)+\varepsilon\left\|V_{K}\right\|_{L^{2}}^{2}  \tag{5.53}\\
& \leqslant C \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right) .
\end{align*}
$$

Above, we recall that $N_{\bar{E}}^{\Xi}$ can contain constants $C=C(\eta)>0$.
For the remaining term on the righthand side of (5.52), we reorganise terms and
iterate the preceding argument:

$$
\begin{aligned}
& \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right)^{\frac{1+\kappa}{2}}\left(\frac{\left|V_{K}\right|}{\sqrt{\beta}}\right)^{1+\kappa} d x \\
& \quad \lesssim \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right)^{\frac{1+\kappa}{2}}\left(\left|\frac{g_{K}}{\sqrt{\beta}}\right|_{\infty}^{1+\kappa}+1+\frac{\mathscr{V}_{\beta}\left(V_{K}+g_{K}\right)^{\frac{1+\kappa}{4}}}{\beta^{\frac{1+\kappa}{4}}}\right) d x(5.54) \\
& \quad \leqslant C(\varepsilon, \kappa, \eta)+\varepsilon \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x
\end{aligned}
$$

provided that $\kappa<\frac{1}{4}$.
We now estimate the second integral in $\mathscr{R}_{K}^{a, 1}$. Let $\tilde{\kappa}>0$ be sufficiently small. Let $q$ be such that $\frac{3-\tilde{\kappa}}{4(1+\tilde{\kappa})(1-\tilde{\kappa})}+\frac{1}{q}=1$. Moreover, let $\theta=\frac{2 \tilde{\kappa}(1-\tilde{\kappa})}{(1+\tilde{\kappa})(1-2 \tilde{\kappa})}$. By duality (1.1), the fractional Leibniz rule (1.2) and interpolation (1.4),

$$
\begin{align*}
& \left|\int_{\mathbb{T}_{N}} \frac{4}{\beta} \cdot{ }_{K} U_{K}^{3} d x\right| \lesssim \frac{1}{\beta}\left\|\boldsymbol{\varphi}_{K}\right\|_{B_{q, \infty}^{-\frac{1}{2}-\kappa}}\left\|U_{K}^{3}\right\|_{\substack{\frac{1}{2}+\kappa \\
\frac{4+\tilde{k}(1-\tilde{k})}{3-\kappa}, 1}} \\
& \lesssim \frac{1}{\beta}\left\|\boldsymbol{\varphi}_{K}\right\|_{B_{q, \infty}^{-\frac{1}{\infty}-\kappa}}\left\|U_{K}\right\|_{B_{2+\bar{\kappa}, 1}^{\frac{1}{2}+\kappa}}\left\|U_{K}\right\|_{L^{4-2 \bar{\kappa}}}^{2}  \tag{5.55}\\
& \lesssim \frac{1}{\beta}\left\|\boldsymbol{t}_{K}\right\|_{B_{q, \infty}^{-\frac{1}{2}-\kappa}}\left\|U_{K}\right\|_{H^{1-\kappa}}^{1-\theta}\left\|U_{K}\right\|_{L^{4-2 \bar{\kappa}}}^{2+\theta} .
\end{align*}
$$

By the change of variables (5.21) in reverse, reorganising terms, Young's inequality, the bound on $U_{K}$ (5.22), and using $\varepsilon<1$,

$$
\begin{align*}
(5.55) \leqslant & C \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left\|U_{K}\right\|_{H^{1-\kappa}}^{2} \\
& +\| \|_{K}\left\|_{B_{q, \infty}^{-\frac{1}{2}-\kappa}}\right\| U_{K} \|_{H^{1-\kappa}}^{1-\theta}\left(\frac{1}{\beta^{\frac{1}{2+\theta}}}\left\|V_{K}\right\|_{L^{4-2 \bar{\kappa}}}\right)^{2+\theta} \\
\leqslant & C \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left\|U_{K}\right\|_{H^{1-\kappa}}^{2}+\frac{1}{\sqrt{\beta^{2+\theta}}} \int_{\mathbb{T}_{N}} V_{K}^{4} d x  \tag{5.56}\\
\leqslant & C \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right) \\
& \quad+\frac{1}{\sqrt{\beta^{\frac{8}{2+\theta}}}} \int_{\mathbb{T}_{N}} V_{K}^{4} d x .
\end{align*}
$$

For the last term on the righthand side of (5.56), we iterate the potential bound
(5.8) and bound on $g_{K}(5.11)$ as in the estimate of (5.52):

$$
\begin{align*}
& \frac{1}{\sqrt{\beta^{2}+\theta}} \int_{\mathbb{T}_{N}} V_{K}^{4} d x=\int_{\mathbb{T}_{N}}\left(\frac{\left|V_{K}\right|}{\sqrt{\beta}}\right)^{\frac{4}{1+\frac{\theta}{2}}}\left|V_{K}\right|^{\frac{2 \theta}{2+\frac{\theta}{2}}} d x \\
& \lesssim \int_{\mathbb{T}_{N}}\left(\left|\frac{g_{K}}{\sqrt{\beta}}\right|^{\frac{4}{1+\frac{\theta}{2}}}+1\right)\left|V_{K}\right|^{\frac{2 \theta}{2+\frac{\theta}{2}}} d x \\
& +\int_{\mathbb{T}_{N}} \frac{\mathscr{V}_{\beta}\left(V_{K}+g_{K}\right)^{\frac{1}{1+\frac{\theta}{2}}}}{\beta^{\frac{2}{1+\frac{\theta}{2}}}}\left|V_{K}\right|^{\frac{2 \theta}{2+\frac{\theta}{2}}} d x \\
& \lesssim C(\varepsilon, \eta)+\frac{\varepsilon \eta}{2} \int_{\mathbb{T}_{N}}\left|V_{K}\right|^{2} d x \\
& +\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right)^{\frac{1}{1+\frac{\theta}{2}}} \frac{\left|V_{K}\right|^{\frac{2 \theta}{2+\frac{\theta}{2}}}}{\beta^{\frac{2}{1+\frac{\theta}{2}}}} d x  \tag{5.57}\\
& \lesssim C(\varepsilon, \eta)+\varepsilon\left\|V_{K}\right\|_{H^{\frac{1}{2}-\kappa}}^{2} \\
& +\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right)^{\frac{1}{1+\frac{\theta}{2}}}\left(1+\left|\frac{g_{K}}{\sqrt{\beta}}\right|^{\frac{2 \theta}{2+\frac{\theta}{2}}}\right) d x \\
& +\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right)^{\frac{1}{1+\frac{\theta}{2}}+\frac{\theta}{4+\theta}} d x \\
& \leqslant C(\varepsilon, \eta)+\varepsilon\left(\left\|V_{K}\right\|_{H^{\frac{1}{2}-\kappa}}^{2}+\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x\right) \\
& \leqslant C \frac{N_{K}^{\Xi}}{N^{3}}+2 \varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right)
\end{align*}
$$

where in the penultimate line we used Young's inequality and in the last line we have used (5.23).

Combining (5.51), (5.53), (5.54), (5.56), and (5.57) establishes (5.45).

### 5.6.3 Proof of (5.46)

For any $\theta \in(0,1)$ let $\frac{1}{p}=\frac{\theta}{4}+\frac{1-\theta}{2}$ and let $\frac{1}{p^{\prime}}=1-\frac{1}{p}$. Then, by duality (1.1), the paraproduct estimate (1.8), the Bernstein-type bounds on the derivatives of the drift
(4.20), and bounds on the $\partial_{k} g_{k}^{b}$ (5.14),

$$
\begin{align*}
\mid \int_{\mathbb{T}_{N}} \int_{0}^{K} & \left.\frac{12}{\beta} \boldsymbol{v}_{k} \ominus\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right) U_{k} d k d x \right\rvert\, \\
& \lesssim \frac{1}{\beta} \int_{0}^{K}\left\|\boldsymbol{v}_{k} \ominus\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\right\|_{H^{-1+\kappa}}\left\|U_{k}\right\|_{H^{1-\kappa}} d k \\
& \lesssim \frac{1}{\beta} \int_{0}^{K}\left\|\boldsymbol{v}_{k}\right\|_{B_{p^{\prime}, 2}^{-1+\kappa}}\left\|\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right\|_{L^{p}}\left\|U_{k}\right\|_{H^{1-\kappa}} d k  \tag{5.58}\\
& \lesssim \sup _{0 \leqslant k \leqslant K}\left\|U_{k}\right\|_{H^{1-\kappa}} \frac{1}{\beta}\left\|V_{K}+g_{K}\right\|_{B_{p, 1}^{3,1}} \int_{0}^{K}\left\|\boldsymbol{v}_{k}\right\|_{B_{p^{\prime}, 2}^{-1+\kappa}} \frac{d k}{\langle k\rangle^{1+3 \kappa}}
\end{align*}
$$

where in the last inequality we have reordered terms.
Then,

$$
\begin{align*}
& (5.58) \lesssim \sup _{0 \leqslant k \leqslant K}\left\|U_{k}\right\|_{H^{1-\kappa}} \frac{1}{\beta}\left\|V_{K}+g_{K}\right\|_{B_{4, \infty}^{0}}^{\theta}\left\|V_{K}+g_{K}\right\|_{B_{2,1}^{6 \kappa}}^{1-\theta} \\
& \times \int_{0}^{K}\left\|\boldsymbol{\vartheta}_{k}\right\|_{B_{p^{\prime}, 2}^{-1-\kappa}} \frac{d k}{\langle k\rangle^{1+\kappa}} \\
& \lesssim \sup _{0 \leqslant k \leqslant K}\left\|U_{k}\right\|_{H^{1-\kappa}} \frac{\left\|V_{K}+g_{K}\right\|_{L^{4}}^{\theta}}{\beta^{\theta}}\left(\frac{\left\|V_{K}\right\|_{H^{\frac{1}{2}-\kappa}}^{1-\theta}}{\beta^{1-\theta}}+1\right) \\
& \times \int_{0}^{K}\left\|\boldsymbol{\vartheta}_{k}\right\|_{B_{p^{\prime}, 2}^{-1-\kappa}} \frac{d k}{\langle k\rangle^{1+\kappa}}  \tag{5.59}\\
& \leqslant C(\varepsilon)\left(1+\left(\int_{0}^{K}\left\|\boldsymbol{v}_{k}\right\|_{B_{p^{\prime}, 2}^{-1, \kappa}} \frac{d k}{\langle k\rangle^{1+\kappa}}\right)^{\frac{4}{4-\theta}}\right) \\
& +\frac{\varepsilon}{2}\left(\left\|V_{K}\right\|_{H^{\frac{1}{2}-\kappa}}^{2}+\sup _{0 \leqslant k \leqslant K}\left\|U_{k}\right\|_{H^{1-\kappa}}^{2}+\frac{1}{\beta^{4}}\left\|V_{K}+g_{K}\right\|_{L^{4}}^{4}\right) \\
& \leqslant C(\varepsilon, \eta) \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} \partial x d k\right)
\end{align*}
$$

where in the first line we have used Bernstein's inequality (1.5); in the second line we have used interpolation (1.4); in the penultimate line we used Young's inequality; and in the last line we have used the bounds on $V_{K}(5.23), U_{k}(5.22)$, together with the potential bound (5.9).

In order to bound the second integrand in $\mathscr{R}_{K}^{a, 2}$, we use Fubini's theorem, the Cauchy-Schwarz inequality, the bounds on $V_{k}^{b}$ (4.19) and $\partial_{k} V_{K}^{b}$ (4.20), and the
bounds on $g_{K}$ (5.11) to obtain

$$
\begin{align*}
& \left|\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{2 \gamma_{k}}{\beta^{2}}\left(\partial_{k} V_{k}^{b}+\partial_{k} g_{k}^{b}\right)\left(V_{k}^{b}+g_{k}^{b}\right) d k d x\right| \\
& \lesssim \frac{1}{\beta^{2}} \int_{0}^{K} \gamma_{k}\left\|\partial_{k} V_{k}^{\mathrm{b}}+\partial_{k} g_{k}^{\mathrm{b}}\right\|_{L^{2}}\left\|V_{k}^{\mathrm{b}}+g_{k}^{\mathrm{b}}\right\|_{L^{2}} d k \\
& \lesssim \frac{1}{\beta^{2}}\left\|V_{K}+g_{K}\right\|_{H^{2 \kappa}}\left\|V_{K}+g_{K}\right\|_{L^{2}} \int_{0}^{K} \frac{\gamma_{k}}{\langle k\rangle^{\kappa}} \frac{d k}{\langle k\rangle^{1+\kappa}}  \tag{5.60}\\
& \lesssim\left(\frac{\left\|V_{K}\right\|_{H^{\frac{1}{2}-\kappa}}}{\beta^{2}}+\frac{1}{\beta^{\frac{3}{2}}}\right)\left\|V_{K}+g_{K}\right\|_{L^{4}}
\end{align*}
$$

where in the last inequality we have used the observation made in Remark 4.3 that $\left|\gamma_{k}\right| \lesssim \log \langle k\rangle$.

Thus, by Young's inequality (applied to each term after expanding the sum), the potential bound (5.9), and the bound on $V_{K}$ (5.23),

$$
\begin{align*}
(5.60) & \leqslant C(\varepsilon, \eta)+\varepsilon\left(\left\|V_{K}\right\|_{H^{\frac{1}{2}-\kappa}}^{2}+\left(\frac{1}{\beta^{8}}+\frac{1}{\beta^{6}}\right)\left\|V_{K}+g_{K}\right\|_{L^{4}}^{4}\right)  \tag{5.61}\\
& \leqslant C(\varepsilon, \eta) \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right) .
\end{align*}
$$

Combining (5.59) and (5.61) yields (5.46).

### 5.6.4 Proof of (5.47)

We write $\mathscr{R}_{K}^{a, 3}=I_{1}+I_{2}+I_{3}$, where

$$
\begin{aligned}
& I_{1}=\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{72}{\beta^{2}}\left(\mathscr{F}_{k}\left(\boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)\right)^{2}-\left(\mathscr{F}_{k} \boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)^{2} d k d x \\
& I_{2}=\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{72}{\beta^{2}}\left(\mathscr{F}_{k} \boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)^{2} \\
& -\left(\left(\mathscr{f}_{k} \boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) \ominus \mathscr{f}_{k} \boldsymbol{v}_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right) d k d x \\
& I_{3}=\int_{\mathbb{T}_{N}} \int_{0}^{K} \frac{72}{\beta^{2}}\left(\left(\mathscr{f}_{k} \boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) \ominus \mathscr{f}_{k} \boldsymbol{v}_{k}\right. \\
& \left.-\left(\mathscr{f}_{k} \boldsymbol{v}_{k} \ominus \mathscr{f}_{k} \boldsymbol{v}_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right)\right)\left(V_{k}^{b}+g_{k}^{b}\right) d k d x .
\end{aligned}
$$

Let $\theta \in(0,1)$ be sufficiently small and let $\frac{1}{p}=\frac{\theta}{4}+\frac{1-\theta}{2}, \frac{1}{q}=\frac{1-\theta}{2}$ and $\frac{1}{p^{\prime}}=\frac{1}{2}-\frac{1}{p}$, $\frac{1}{q^{\prime}}=\frac{1}{2}-\frac{1}{q}$. Then,

$$
\begin{align*}
& \left|I_{1}\right| \lesssim \frac{1}{\beta^{2}} \int_{0}^{K}\left\|\mathscr{I}_{k}\left(\stackrel{\rightharpoonup}{k}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)-\mathscr{F}_{k} \stackrel{\rightharpoonup}{k}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right\|_{H^{2 \kappa}} \\
& \times\left\|\mathscr{f}_{k}\left(\boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)+\mathscr{F}_{k} \boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right\|_{H^{-2 k}} d k \\
& \lesssim \frac{1}{\beta^{2}} \int_{0}^{K}\left\|\boldsymbol{v}_{k}\right\|_{B_{p^{\prime}, q^{\prime}}^{-1-\kappa}}\left\|V_{k}^{b}+g_{k}^{b}\right\|_{B_{p, q}^{4, k}}  \tag{5.62}\\
& \times\left(\left\|\mathscr{F}_{k}\left(\boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right)\right\|_{H^{-2 \kappa}}+\left\|\mathscr{f}_{k} \boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right\|_{H^{-2 \kappa}}\right) d k \\
& \lesssim \frac{1}{\beta^{2}} \int_{0}^{K}\left\|\boldsymbol{\vartheta}_{k}\right\|_{B_{p^{\prime}, q^{\prime}}^{-1-\kappa}}\left\|V_{k}^{\mathrm{b}}+g_{k}^{\mathrm{b}}\right\|_{B_{p, q}^{4, q}}\left\|\boldsymbol{\vee}_{k}\right\|_{B_{4,2}^{-1-2 \kappa}}\left\|V_{k}^{b}+g_{k}^{b}\right\|_{L^{4}} \frac{d k}{\langle k\rangle}
\end{align*}
$$

where the first inequality is by duality (1.1); the second inequality is by the commutator estimate (1.14) and the triangle inequality; and the third inequality is by the multiplier estimate (1.13) and the paraproduct estimate (1.8).

Thus,

$$
\begin{aligned}
(5.62) & \lesssim \frac{1}{\beta^{2}} \int_{0}^{K}\left\|\boldsymbol{\vartheta}_{k}\right\|_{B_{p^{\prime}, q^{\prime}}^{-1-\kappa}}\left\|V_{k}^{b}+g_{k}^{b}\right\|_{B_{p, q}^{4 \kappa}}^{4 \kappa}\left\|\boldsymbol{\vartheta}_{k}\right\|_{B_{4,2}^{-1-\kappa}}\left\|V_{k}^{b}+g_{k}^{b}\right\|_{L^{4}} \frac{d k}{\langle k\rangle^{1+\kappa}} \\
& \lesssim \frac{1}{\beta^{2}}\left\|V_{K}+g_{K}\right\|_{H^{\frac{4 \kappa}{1-\theta}}}^{1-\theta}\left\|V_{K}+g_{K}\right\|_{L^{4}}^{1+\theta} \int_{0}^{K}\left\|\boldsymbol{v}_{k}\right\|_{B_{p^{\prime}, q^{\prime}}^{-1-\kappa}}^{-1-\boldsymbol{\vartheta}_{k}} \|_{B_{4,2}^{-1-\kappa}} \frac{d k}{\langle k\rangle^{1+\kappa}}
\end{aligned}
$$

where the first inequality is by Bernstein's inequality ( 1.5 ); and the second inequality is by the $b$-bounds applied to $V_{k}^{b}+g_{k}^{b}$ (4.19), interpolation (1.4), and the trivial bound $\left\|V_{K}+g_{K}\right\|_{B_{4, \infty}^{4 \kappa \theta}} \lesssim\left\|V_{K}+g_{K}\right\|_{L^{4}}$.

By applying Young's inequality, the potential bound (5.9), and the bound on $V_{K}$ (5.23), we have

$$
\begin{align*}
(5.63) & \leqslant C \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\left\|V_{K}+g_{K}\right\|_{H^{\frac{4 \kappa}{1-\theta}}}^{2}+\frac{1}{\beta^{\frac{8}{1+\theta}}}\left\|V_{K}+g_{K}\right\|_{L^{4}}^{4}\right)  \tag{5.64}\\
& \leqslant C \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right)
\end{align*}
$$

Now consider $I_{2}$. Using the commutator estimate (1.10) with $f=\mathscr{g}_{k} \bullet_{k}, g=$ $V_{k}^{b}+g_{k}^{b}$ and $h=\mathscr{F}_{k} \vee_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)$, followed by the paraproduct estimate (1.8), we obtain

$$
\begin{align*}
I_{2} & \lesssim \frac{1}{\beta^{2}} \int_{0}^{K}\left\|\mathscr{F}_{k} \stackrel{\rightharpoonup}{k}_{k}\right\|_{B_{6, \infty}^{-2 \kappa}}\left\|V_{k}^{b}+g_{k}^{b}\right\|_{H^{4 \kappa}}\left\|\mathscr{I}_{k} \bullet_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right\|_{B_{3,2}^{-2 \kappa}} d k  \tag{5.65}\\
& \lesssim \frac{\left\|V_{K}+g_{K}\right\|_{H^{4 \kappa}}\left\|V_{K}+g_{K}\right\|_{L^{4}}}{\beta^{2}} \int_{0}^{K}\left\|\boldsymbol{v}_{k}\right\|_{B_{12,2}^{-\kappa}}^{2} \frac{d k}{\langle k\rangle^{1+2 \kappa}} .
\end{align*}
$$

By applying Young's inequality, the potential bound (5.9), and the a priori bound on $V_{K}$ (5.23),

$$
\begin{align*}
(5.65) & \leqslant C(\varepsilon, \eta) \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\left\|V_{K}+g_{K}\right\|_{H^{4 \kappa}}^{2}+\frac{1}{\beta^{8}}\left\|V_{K}+g_{K}\right\|_{L^{4}}^{4}\right)  \tag{5.66}\\
& \leqslant C(\varepsilon, \eta) \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right) .
\end{align*}
$$

where the final inequality uses the multiplier estimate (1.13), the b-bounds applied to $V_{K}+g_{K}$ (4.19), and Bernstein's inequality (1.6).

For $I_{3}$, we apply duality (1.1), the commutator estimate (1.11) with $f=h=\mathscr{F}_{k} \vee_{k}$ and $g=V_{k}^{b}+g_{k}^{b}$, followed by the b-bounds applied to $V_{K}+g_{K}$ (4.19), to obtain

$$
\begin{align*}
& I_{3} \lesssim \frac{1}{\beta^{2}} \int_{0}^{K}\left\|\left(\mathscr{f}_{k} \stackrel{\rightharpoonup}{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) \ominus \mathscr{f}_{k} \stackrel{\rightharpoonup}{v}_{k}-\left(\mathscr{f}_{k} \stackrel{\rightharpoonup}{v}_{k} \ominus \mathscr{F}_{k} \stackrel{\rightharpoonup}{k}_{k}\right)\left(V_{k}^{b}+g_{k}^{b}\right)\right\|_{B_{\frac{2}{3}, \infty}^{k}} \\
& \times\left\|V_{k}^{b}+g_{k}^{b}\right\|_{B_{4,1}^{-\kappa}} d k \\
& \lesssim \frac{1}{\beta^{2}} \int_{0}^{K}\left\|\mathscr{f}_{k} \vartheta_{k}\right\|_{B_{8, \infty}^{-2 \kappa}}^{2}\left\|V_{k}^{b}+g_{k}^{b}\right\|_{B_{2, \infty}^{5}, \infty}\left\|V_{k}^{b}+g_{k}^{b}\right\|_{L^{4}} d k  \tag{5.67}\\
& \lesssim \frac{1}{\beta^{2}}\left\|V_{K}+g_{K}\right\|_{H^{5 \kappa}}\left\|V_{K}+g_{K}\right\|_{L^{4}} \int_{0}^{K}\left\|\boldsymbol{v}_{k}\right\|_{B_{8, \infty}^{-\kappa}}^{2} \frac{d k}{\langle k\rangle^{1+2 \kappa}} \\
& \leqslant C(\varepsilon, \eta) \frac{N_{K}^{\Xi}}{N^{3}}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{0}^{K} \int_{\mathbb{T}_{N}} r_{k}^{2} d x d k\right)
\end{align*}
$$

where in the last line we have used Young's inequality, the potential bound (5.9), and the bound on $V_{K}$ (5.23) as in (5.66).

Using that $\mathscr{R}_{K}^{a, 3}=I_{1}+I_{2}+I_{3}$, the estimates (5.64), (5.66), and (5.67) establish (5.47).

### 5.7 A lower bound on the effective Hamiltonian

The following lemma, based on [GJS76b, Theorem 3.1.1], gives a $\beta$-independent lower bound on $\mathscr{H}_{K}^{\text {eff }}\left(Z_{K}\right)$ in terms of the $L^{2}$-norm of the fluctuation field $Z_{K}^{\perp}=$ $Z_{K}-\vec{Z}_{K}$, where we recall $Z_{K}=\overrightarrow{\boldsymbol{\imath}}_{K}+V_{K}+g_{K}$ and $\vec{Z}_{K}(x)=Z_{K}(\square)$ for $x \in \square \in \mathbb{B}_{N}$. This is useful for us because the latter can be bounded in a $\beta$-independent way (see Section 5.8.1).
Lemma 5.20. There exists $C>0$ such that, for any $\zeta>0$ and $K \in(0, \infty)$,

$$
\begin{equation*}
\mathscr{H}_{K}^{\text {eff }}\left(Z_{K}\right) \geqslant-C N^{3}-\zeta \int_{\mathbb{T}_{N}}\left(Z_{K}^{\perp}\right)^{2} d x \tag{5.68}
\end{equation*}
$$

provided $\eta<\min \left(\frac{1}{32}, \frac{2 \zeta}{49}\right)$.

Proof. First, we write

$$
\mathscr{H}_{K}^{\text {eff }}\left(Z_{K}\right)=\sum_{\square \in \mathbb{B}_{N}} \int_{\square} \frac{1}{2} \mathscr{V}_{\beta, N, K}\left(Z_{K}\right)-\frac{\eta}{2}\left(Z_{K}-h\right)^{2}-\log \left(\chi_{\sigma(\square)}\left(Z_{K}(\square)\right)\right) d x .
$$

Fix $x \in \square \in \mathbb{B}_{N}$. Without loss of generality, assume $\sigma(x)=1$ and, hence, $h(x)=\sqrt{\beta}$. Define

$$
I(x)=\frac{1}{2} \mathscr{V}_{\beta}\left(Z_{K}(x)\right)-\frac{\eta}{2}\left(Z_{K}(x)-\sqrt{\beta}\right)^{2}-\log \chi_{+}\left(\vec{Z}_{K}(x)\right) .
$$

In order to show (5.68), it suffices to show that, for some $C>0$,

$$
I(x)+\zeta Z_{K}^{\perp}(x)^{2} \geqslant-C
$$

The fundamental observation is that $Z_{K}(x) \mapsto \frac{1}{2} \mathscr{V}_{\beta}\left(Z_{K}(x)\right)$ can be approximated from below near the minimum at $Z_{K}(x)=\sqrt{\beta}$ by the quadratic $Z_{K}(x) \mapsto \frac{\eta}{2}\left(Z_{K}(x)-\sqrt{\beta}\right)^{2}$ provided $\eta$ is taken sufficiently small. Indeed, we have
$\frac{1}{2} \mathscr{V}_{\beta}\left(Z_{K}(x)\right)-\frac{\eta}{2}\left(Z_{K}(x)-\sqrt{\beta}\right)^{2}=\frac{1}{2 \beta}\left(Z_{K}(x)-\sqrt{\beta}\right)^{2}\left(\left(Z_{K}(x)+\sqrt{\beta}\right)^{2}-\eta \beta\right)$
which is non-negative provided $\left|Z_{K}(x)+\sqrt{\beta}\right| \geqslant \sqrt{\eta \beta}$. Thus, this approximation is valid except for the region near the opposite potential well satisfying $(-1-\sqrt{\eta}) \sqrt{\beta}<$ $Z_{K}(x)<(-1+\sqrt{\eta}) \sqrt{\beta}$ (see Figure 3). When $Z_{K}(x)$ sits in this region, we split $Z_{K}(x)=\vec{Z}_{K}(x)+Z_{K}^{\perp}(x)$ and observe that:

- either the deviation to the opposite well is caused by $\vec{Z}_{K}(x)$, which is penalised by the logarithm in $I(x)$;
- or, the deviation is caused by $Z_{K}^{\perp}(x)$, which produces the integral involving $Z_{K}^{\perp}$ in (5.68).

Motivated by these observations, we split the analysis of $I(x)$ into two cases. First we treat the case $Z_{K}(x) \in \mathbb{R} \backslash\left(-\frac{4 \sqrt{\beta}}{3},-\frac{2 \sqrt{\beta}}{3}\right)$. Under this condition, we have

$$
\frac{1}{2} \mathscr{V}_{\beta}\left(Z_{K}(x)\right) \geqslant \eta\left(Z_{K}(x)-\sqrt{\beta}\right)^{2}
$$

provided that $\eta \leqslant \frac{1}{9}$. Since $\chi_{+}(\cdot) \leqslant 1,-\log \chi_{+}(\cdot) \geqslant 0$. It follows that $I(x) \geqslant 0$.
Now let $Z_{K}(x) \in\left(-\frac{4 \sqrt{\beta}}{3},-\frac{2 \sqrt{\beta}}{3}\right)$. Necessarily, either $\vec{Z}_{K}(x) \leqslant-\frac{\sqrt{\beta}}{3}$ or $Z_{K}^{\perp}(x) \leqslant-\frac{\sqrt{\beta}}{3}$.


Figure 3: Plot of $\mathscr{V}_{\beta}\left(Z_{K}(x)\right)$ and $\frac{\eta}{2}\left(Z_{K}(x)-\sqrt{\beta}\right)^{2}$.
We first assume that $\vec{Z}_{K}(x) \leqslant-\frac{\sqrt{\beta}}{3}$. By standard bounds on the Gaussian error function (see e.g. [GJS76b, Lemma 2.6.1]), for any $\theta \in(0,1)$ there exists $C=C(\theta)>0$ such that

$$
-\log \chi_{+}\left(Z_{K}(\square)\right) \geqslant-\theta\left(\vec{Z}_{K}(x)\right)^{2}+C
$$

Applying this with $\theta \in\left(\frac{1}{2}, 1\right)$ and that, by our assumption, $\vec{Z}_{K}(x)-\sqrt{\beta}>4 \vec{Z}_{K}(x)$,

$$
\begin{aligned}
I(x)+\zeta\left(Z_{K}^{\perp}(x)\right)^{2} & \geqslant-\frac{\eta}{2}\left(Z_{K}^{\perp}(x)+\vec{Z}_{K}(x)-\sqrt{\beta}\right)^{2}-\log \chi_{+}\left(Z_{K}(\square)\right)+\zeta\left(Z_{K}^{\perp}(x)\right)^{2} \\
& \geqslant(\zeta-\eta)\left(Z_{K}^{\perp}(x)\right)^{2}-16 \eta\left(\vec{Z}_{K}(x)\right)^{2}-\tilde{\theta}\left(\vec{Z}_{K}(x)^{2}\right)-C \\
& \geqslant-C
\end{aligned}
$$

provided $\eta<\min \left(\zeta, \frac{1}{32}\right)$.
Finally, assume that $Z_{K}^{\perp}(x)<-\frac{\sqrt{\beta}}{3}$. Since $Z_{K}(x)-\sqrt{\beta} \in\left(-\frac{7 \sqrt{\beta}}{3},-\frac{-5 \sqrt{\beta}}{3}\right)$, we have

$$
\begin{equation*}
I(x)+\zeta\left(Z_{K}^{\perp}(x)\right)^{2} \geqslant-\frac{49 \eta}{18} \beta+\zeta\left(Z_{K}^{\perp}(x)\right)^{2} \geqslant 0 \tag{5.69}
\end{equation*}
$$

provided that $\eta \leqslant \frac{2 \zeta}{49}$.

### 5.8 Proof of Proposition 5.3

### 5.8.1 Proof of the lower bound on the free energy (5.1)

We derive bounds uniform in $\sigma$ for each term in the expansion (5.10). Since there are $2^{N^{3}}$ terms, this is sufficient to establish (5.1). Fix $\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}$.

Recall

$$
\begin{equation*}
-\log \mathscr{Z}_{\beta, N, K}^{\sigma}=-\log \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{\sigma}}+F_{\beta, N, K}^{\sigma} . \tag{5.70}
\end{equation*}
$$

Let $C_{P}>0$ be the sharpest constant in the Poincaré inequality (1.15) on unit boxes. Note that $C_{P}$ is independent of $N$. Fix $\zeta<\frac{1}{8 C_{P}}$ and let $\varepsilon=1-8 C_{P} \zeta>0$. By Proposition 5.11 and Lemma 5.20 there exists $C=C(\zeta, \eta)>0$ such that, for every $v \in \mathbb{H}_{b, K}$,

$$
\begin{aligned}
& \Psi_{K}(v)= \mathscr{H}_{\beta, N, K}^{\sigma}\left(\bullet_{K}+V_{K}\right)+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} v_{k}^{2} d k d x \\
& \approx \sum_{i=1}^{4} \mathscr{R}_{K}^{i}+\mathscr{H}_{K}^{\text {eff }}\left(Z_{K}\right)+\frac{1}{2} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x \\
& \geqslant-C(\varepsilon) N_{K}^{\Xi}+\mathscr{H}_{K}^{\text {eff }}+\frac{1-\varepsilon}{2}\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x\right) . \\
& \geqslant-C(\zeta) N_{K}^{\Xi}-\zeta \int_{\mathbb{T}_{N}}\left(Z_{K}^{\perp}\right)^{2} d x
\end{aligned} \quad \begin{aligned}
& \quad+4 \zeta C_{P}\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x\right)
\end{aligned}
$$

provided $\eta<\frac{2 \zeta}{49}<\frac{1}{196 C_{P}}$.
Note that for any $f \in L^{2}, \int_{\mathbb{T}_{N}}\left(f^{\perp}\right)^{2} d x \leqslant \int_{\mathbb{T}_{N}} f^{2} d x$. Therefore, using the inequality $\left(a_{1}+a_{2}+a_{3}+a_{4}\right)^{2} \leqslant 4\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+a_{4}^{2}\right)$ and that $Z_{K}^{\perp}(x)=\left(V_{K}+g_{K}\right)^{\perp}(x)$, we have

$$
\begin{gathered}
\left.\int_{\mathbb{T}_{N}}\left(Z_{K}^{\perp}\right)^{2} d x \leqslant 4 \int_{\mathbb{T}_{N}} \frac{16}{\beta^{2}}\left(\Psi_{K}\right)^{2}+\frac{144}{\beta^{2}}\left(\int_{0}^{K} \mathscr{F}_{k}^{2} \boldsymbol{\vartheta}_{k} \ominus\left(V_{k}^{b}+g_{k}\right)\right) d k\right)^{2} \\
+\left(R_{K}^{\perp}\right)^{2}+\left(g_{K}^{\perp}\right)^{2} d x .
\end{gathered}
$$

Arguing as in (5.49),

$$
\begin{array}{r}
\left.4 \int_{\mathbb{T}_{N}} \frac{16}{\beta^{2}}\left(\boldsymbol{\vartheta}_{K}\right)^{2}+\frac{144}{\beta^{2}}\left(\int_{0}^{K} \mathscr{\mathscr { F }}_{k}^{2} \stackrel{\vartheta}{k}_{k} \ominus\left(V_{k}^{\mathrm{b}}+g_{k}\right)\right) d k\right)^{2} d x \\
\leqslant C\left(\zeta, C_{P}\right) N_{K}^{\Xi}+\frac{4 \zeta C_{P}}{\beta^{3}} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x
\end{array}
$$

By the Poincaré inequality (1.15) on unit boxes,

$$
\int_{\mathbb{T}_{N}}\left(R_{K}^{\perp}\right)^{2} d x=\sum_{\square \in \mathbb{B}_{N}} \int_{\square}\left(R_{K}-\int_{\square} R_{K} d x\right)^{2} d x
$$

$$
\begin{aligned}
& \leqslant C_{P} \sum_{\square \in \mathbb{B}_{N}} \int_{\square}\left|\nabla R_{K}\right|^{2} d x \\
& \leqslant C_{P} \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x
\end{aligned}
$$

where in the last inequality we used that $\int_{\mathbb{T}_{N}}\left|\nabla R_{K}\right|^{2} d x \leqslant\left\|R_{K}\right\|_{H^{1}}^{2}$ and Lemma 4.11 (applied to $R_{K}$ ).

Similarly, by the Poincaré inequality (1.15) and the (trivial) bound $\left\|\nabla g_{K}\right\|_{L^{2}}^{2} \leqslant$ $\left\|\nabla \tilde{g}_{K}\right\|_{L^{2}}^{2}$ (5.12),

$$
\int_{\mathbb{T}_{N}}\left(g_{K}^{\perp}\right)^{2} d x \leqslant C_{P} \int_{\mathbb{T}_{N}}\left|\nabla g_{K}\right|^{2} d x \leqslant C_{P} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x
$$

Then, recalling that $\beta>1$,

$$
\begin{aligned}
& \mathbb{E} \Psi_{K}(v) \geqslant \mathbb{E}\left[-C N_{K}^{\Xi}+4 \zeta C_{P}\left(1-\frac{1}{\beta^{3}}\right) \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x\right. \\
&\left.+\left(4 \zeta C_{P}-4 \zeta C_{P}\right) \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x-4 \zeta C_{P} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x\right] \\
& \geqslant \mathbb{E}\left[-C N_{K}^{\Xi}-4 \zeta C_{P} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x\right]
\end{aligned}
$$

from which, by Proposition 4.7, we obtain

$$
-\log \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{\sigma}} \geqslant-C N^{3}-4 \zeta C_{P} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x .
$$

Inserting this into (5.70) and using that $F_{\beta, N, K}^{\sigma} \geqslant \frac{1}{2} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x$ (see (5.15)) yields:

$$
-\log \mathscr{Z}_{\beta, N, K}^{\sigma} \geqslant-C N^{3}+\left(\frac{1}{2}-4 \zeta C_{P}\right) \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x \geqslant-C N^{3}
$$

which establishes (5.1).

### 5.8.2 Proof of the upper bound on the free energy (5.2)

We (globally) translate the field to one of the minima of $\mathscr{V}_{\beta}$ : this kills the constant $\beta$ term. Thus, under the translation $\phi=\psi+\sqrt{\beta}$,

$$
\mathscr{Z}_{\beta, N, K}=\mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{+}\left(\psi_{K}\right)}
$$

where

$$
\mathscr{H}_{\beta, N, K}^{+}\left(\psi_{K}\right)=\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}^{+}\left(\psi_{K}\right)-\frac{\gamma_{K}}{\beta^{2}}:\left(\psi_{K}+\sqrt{\beta}\right)^{2}:-\delta_{K}-\frac{\eta}{2}: \psi_{K}^{2}: d x
$$

and

$$
\mathscr{V}_{\beta}^{+}(a)=\frac{1}{\beta} a^{2}(a+2 \sqrt{\beta})^{2}=\frac{1}{\beta} a^{4}+\frac{4}{\sqrt{\beta}} a^{3}+4 a^{2} .
$$

We apply the Proposition 4.7 to $\mathscr{Z}_{\beta, N, K}$ with the infimum taken over $\mathbb{H}_{K}$. In order to obtain an upper bound, we choose a particular drift in the corresponding stochastic control problem (4.13). Following [BG19], we seek a drift that satisfies sufficient moment/integrability conditions with estimates that are extensive in $N^{3}$, as formalised in Lemma 5.21 below. Such a drift is constructed using a fixed point argument, hence the need to work in the Banach space $\mathbb{H}_{K}$ as opposed to $\mathbb{H}_{b, K}$.

Lemma 5.21. There exist processes $U_{\leqslant} \vartheta_{0}$ and $U_{>} v_{0}$ satisfying $U_{\leqslant>} \vartheta_{0}+U_{\geqslant} v_{0}=$ $v_{\text {. }}$ and a unique fixed point $\check{v} \in \mathbb{H}_{K}$ of the equation

$$
\begin{equation*}
\check{v}_{k}=-\frac{4}{\beta} \mathscr{F}_{k} \stackrel{\rightharpoonup}{*}_{k}-\frac{12}{\sqrt{\beta}} \mathscr{F}_{k} \stackrel{\rightharpoonup}{v}_{k}-\frac{12}{\beta} \mathscr{F}_{k}\left(\boldsymbol{U}_{>} \stackrel{v}{v}_{k} \ominus \check{V}_{k}^{b}\right) \tag{5.71}
\end{equation*}
$$

where $\check{V}_{K}=\int_{0}^{K} \mathscr{f}_{k} \check{v}_{k} d k$, such that the following estimate holds: for all $p \in[1, \infty)$, there exists $C=C(p, \eta)>0$ such that, for all $\beta>1$,

$$
\begin{equation*}
\mathbb{E}\left[\int_{\mathbb{T}_{N}}\left|\check{V}_{K}\right|^{p} d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} \check{r}_{k}^{2} d k d x\right] \leqslant C N^{3} \tag{5.72}
\end{equation*}
$$

where $\check{r}_{k}=-\frac{12}{\beta} \mathscr{F}_{k}\left(U_{\leqslant} \stackrel{v}{k}_{k} \ominus \check{V}_{k}^{\mathrm{b}}\right)$.
Proof. See [BG19, Lemma 6]. Note that the key difficulty lies in obtaining the right $N$ dependence in (5.72). Due to the paraproduct in the definition of (5.71), one can show that this requires finding a decomposition of $v_{k}$ such that $U_{>} \dot{v}_{k}$ has Besov-Hölder norm that is uniformly bounded in $N^{3}$ (see Proposition A.5). Such a bound is not true for $\nabla_{k}$ (see Remark 4.5). This is overcome by defining $U_{\leqslant} \nabla_{k}$ to be a random truncation of the Fourier series of $\boldsymbol{v}_{k}$, where the location of the truncation is chosen to depend on the Besov-Hölder norm of $\boldsymbol{v}_{k}$.

For $v \in \mathbb{H}_{K}$, let

$$
\Psi_{K}^{+}(v)=\mathscr{H}_{\beta, N, K}^{+}\left({ }^{\boldsymbol{\bullet}} K+V_{K}\right)+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} v_{k}^{2} d k d x
$$

and define $\mathscr{R}_{K}^{+}$by

$$
\Psi_{K}^{+}(v)=\mathscr{R}_{K}^{+}-\frac{\eta}{2} \int_{\mathbb{T}_{N}} V_{K}^{2} d x+\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}^{+}\left(V_{K}\right) d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} v_{k}^{2} d k d x .
$$

We observe

$$
\begin{equation*}
\Psi_{K}^{+}(v) \leqslant \mathscr{R}_{K}^{+}+\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}^{+}\left(V_{K}\right) d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} v_{k}^{2} d k d x \tag{5.73}
\end{equation*}
$$

Thus, unlike the lower bound, the negative mass $-\frac{\eta}{2} \int_{\mathbb{T}_{N}} V_{K}^{2} d x$ can be ignored in bounding the upper bound on the free energy.

Now fix $\check{v}$ as in (5.71). Arguing as in Proposition 5.11, there exists $\tilde{\mathscr{R}}_{K}^{+}$such that

$$
\begin{equation*}
\mathscr{R}_{K}^{+}+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} \check{v}_{k}^{2} d k d x \approx \tilde{\mathscr{R}}_{K}^{+}+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} \check{r}_{k}^{2} d k d x \tag{5.74}
\end{equation*}
$$

and $\tilde{\mathscr{R}}_{K}^{+}$satisfies the following estimate: for every $\varepsilon>0$, there exists $C=C(\varepsilon, \eta)>$ 0 such that, for all $\beta>1$,

$$
\begin{equation*}
\left|\tilde{\mathscr{R}}_{K}^{+}\right| \leqslant C N_{K}^{\Xi}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}^{+}\left(\check{V}_{K}\right) d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} \check{r}_{k}^{2} d k d x\right) . \tag{5.75}
\end{equation*}
$$

Above, we have used that the moment conditions (5.72) are sufficient for conclusions of Lemma 5.13 to apply to $\check{v}$.

Thus, by (5.73), (5.74), and (5.75),

$$
\begin{equation*}
\mathbb{E}\left[\Psi_{K}^{+}(\check{v})\right] \leqslant C N^{3}+(1+\varepsilon) \mathbb{E}\left[\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}^{+}\left(\check{V}_{K}\right)+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} \check{r}_{k}^{2} d k d x\right] . \tag{5.76}
\end{equation*}
$$

By Young's inequality, $\frac{1}{\beta} a^{4}+\frac{4}{\sqrt{\beta}} a^{3}+4 a^{2} \leqslant 3 a^{4}+6 a^{2} \leqslant 9 a^{4}+9$ for all $\beta>1$ and $a \in \mathbb{R}$. Thus,

$$
\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}^{+}\left(\check{V}_{K}\right) d x \leqslant 9 \int_{\mathbb{T}_{N}} \check{V}_{K}^{4} d x+9 N^{3}
$$

Inserting this into (5.76) and using the moment estimates on the drift (5.72) yields

$$
\mathbb{E}\left[\Psi_{K}^{+}(\check{v})\right] \leqslant C N^{3}+(1+\varepsilon) \mathbb{E}\left[9 \int_{\mathbb{T}_{N}} \check{V}_{K}^{4} d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} \check{r}_{k}^{2} d k d x\right] \leqslant C N^{3}
$$

Hence, by Proposition 4.7,

$$
-\log \mathscr{Z}_{\beta, N, K}=\inf _{v \in \mathbb{H}_{K}} \mathbb{E} \Psi_{K}^{+}(v) \leqslant \mathbb{E} \Psi_{K}^{+}(\breve{v}) \leqslant C N^{3}
$$

thereby establishing (5.2).

### 5.9 Proof of Proposition 5.1

We begin with two propositions, the first of which is a type of Itô isometry for fields under $\nu_{\beta, N}$ and the second of characterises functions against which the Wick square field can be tested against. Together, they imply that the random variables in Proposition 5.1 are integrable and that these expectations can be approximated using the cutoff measures $\nu_{\beta, N, K}$. Recall also Remarks 3.1 and 3.3.
Proposition 5.22. Let $f \in H^{-1+\delta}$ for some $\delta>0$. For every $K \in(0, \infty)$, let $\phi^{(K)} \sim \nu_{\beta, N, K}$ and $\phi \sim \nu_{\beta, N}$.

The random variables $\left\{\int_{\mathbb{T}_{N}} \phi^{(K)} f d x\right\}_{K>0}$ converge weakly as $K \rightarrow \infty$ to a random variable

$$
\phi(f)=\int_{\mathbb{T}_{N}} \phi f d x \in L^{2}\left(\nu_{\beta, N}\right) .
$$

Moreover, for every $c>0$,

$$
\left\langle\exp \left(c \phi(f)^{2}\right)\right\rangle_{\beta, N}<\infty .
$$

Proof. Let $\left\{f_{n}\right\}_{n \in \mathbb{N}} \subset C^{\infty}\left(\mathbb{T}_{N}\right)$ such that $f_{n} \rightarrow f$ in $H^{-1+\delta}$. We first show that $\left\{\phi\left(f_{n}\right)\right\}$ is Cauchy in $L^{2}\left(\nu_{\beta, N}\right)$.

Let $\varepsilon>0$. Choose $n_{0}$ such that, for all $n, m>n_{0},\left\|f_{n}-f_{m}\right\|_{H^{-1+\delta}}<\frac{\varepsilon}{N^{3}}$.
Fix $n, m>n_{0}$ and let $\delta f=f_{n}-f_{m}$. Then,

$$
\begin{equation*}
\left|\phi\left(f_{n}\right)-\phi\left(f_{m}\right)\right|^{2}=\varepsilon \cdot \frac{1}{\varepsilon} \phi(\delta f)^{2} \leqslant \varepsilon e^{\frac{1}{\varepsilon} \phi(\delta f)^{2}} . \tag{5.77}
\end{equation*}
$$

By Proposition 5.3, there exists $C=C(\eta)>0$ such that

$$
\begin{aligned}
\left\langle e^{\frac{1}{\varepsilon} \phi(\delta f)^{2}}\right\rangle_{\beta, N} & =\lim _{K \rightarrow \infty} \frac{1}{\mathscr{Z}_{\beta, N, K}} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+\frac{1}{\varepsilon} \phi_{K}(\delta f)^{2}} \\
& \leqslant e^{C N^{3}} \limsup _{K \rightarrow \infty} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+\frac{1}{\varepsilon} \phi_{K}(\delta f)^{2}} .
\end{aligned}
$$

We apply Proposition 4.7 to the expectation on the righthand side (with total energy cutoff suppressed, see Remark 4.8 and the paragraph that precedes it).

For $v \in \mathbb{H}_{b, K}$, define

$$
\Psi_{K}^{\delta f}(v)=\mathscr{H}_{\beta, N, K}\left(\bullet_{K}+V_{K}\right)-\frac{1}{\varepsilon}\left(\int_{\mathbb{T}_{N}}\left(\bullet_{K}+V_{K}\right) \delta f d x\right)^{2}+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} v_{k}^{2} d k d x
$$

Expanding out the second term (and ignoring the prefactor $\frac{1}{\varepsilon}$ for the moment), we obtain:

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{\mathbb{T}_{N}} \boldsymbol{\imath}_{K} \delta f d x\right)^{2}+\left(\int_{\mathbb{T}_{N}} \varphi_{K} \delta f d x\right)^{2}+\left(\int_{\mathbb{T}_{N}} U_{K} \delta f d x\right)^{2}\right] . \tag{5.78}
\end{equation*}
$$

Consider the first integral in (5.78). By Parseval's theorem, the Fourier coefficients of ${ }^{\prime}{ }_{K}$ (see (4.2)), and Itô's isometry,

$$
\begin{align*}
\mathbb{E}\left[\int_{\mathbb{T}_{N}} \mathfrak{\imath}_{K} \delta f d x\right]^{2} & =\frac{1}{N^{6}} \sum_{n, m} \mathbb{E}\left[\mathscr{F}_{K}(n) \mathscr{F} \bullet_{K}(m)\right] \mathscr{F} \delta f(m) \mathscr{F} \delta f(n) \\
& \lesssim \frac{1}{N^{3}} \sum_{n} \frac{|\mathscr{F} \delta f(n)|^{2}}{\langle n\rangle^{2}} \lesssim N^{3}\|\delta f\|_{H^{-1+\delta}}^{2} \tag{5.79}
\end{align*}
$$

where sums are taken over frequencies $n_{i} \in\left(N^{-1} \mathbb{Z}\right)^{3}$. Above, the $N$ dependency in the last inequality is due to our Sobolev spaces being defined with respect to normalised Lebesgue measure $đ x$.

For the second term in (5.78), by Parseval's theorem, Itô's isometry, and the Fourier coefficients of $\Psi_{K}$ (see (4.6)), we obtain

$$
\begin{align*}
\mathbb{E}\left(\int_{\mathbb{T}_{N}} \boldsymbol{\psi}_{K} \delta f d x\right)^{2} & =\frac{1}{N^{6}} \mathbb{E}\left(\sum_{n} \mathscr{F} \dot{\Psi}_{K}(n) \mathscr{F} \delta f(n)\right)^{2} \\
& =\frac{1}{N^{6}} \sum_{n}|\mathscr{F} \delta f(n)|^{2} \mathbb{E}\left|\mathscr{F} \Psi_{K}(n)\right|^{2}  \tag{5.8o}\\
& \lesssim \sum_{n} \frac{|\mathscr{F} \delta f(n)|^{2}}{\langle n\rangle^{4}} \lesssim N^{6}\|\delta f\|_{H^{-1+\delta}}^{2}
\end{align*}
$$

For the final term in (5.78), by duality (1.1)

$$
\begin{equation*}
\left(\int_{\mathbb{T}_{N}} U_{K} \delta f d x\right)^{2} \leqslant N^{6}\|\delta f\|_{H^{-1+\delta}}^{2}\left\|U_{K}\right\|_{H^{1-\delta}}^{2} \tag{5.81}
\end{equation*}
$$

Therefore, using that $\|\delta f\|_{H^{1-\delta}}^{2} \leqslant \frac{\varepsilon^{2}}{N^{6}}$, the estimates (5.79), (5.80), and (5.81) yield:

$$
\begin{align*}
& \mathbb{E}\left[\frac{1}{\varepsilon}\left(\int_{\mathbb{T}_{N}}\left(\imath_{K}+V_{K}\right) \delta f d x\right)^{2}\right] \\
& \leqslant C(\eta) N^{6}\left(N^{-3}+1\right) \frac{\|\delta f\|_{H^{-1+\delta}}^{2}}{\varepsilon}  \tag{5.82}\\
& \quad+C(\eta) N^{6} \frac{\|\delta f\|_{H^{-1+\delta}}^{2}}{\varepsilon} \mathbb{E}\left[\left\|U_{K}\right\|_{H^{1-\delta}}^{2}\right] \\
& \leqslant C(\eta) \varepsilon\left(N^{-3}+1+\mathbb{E}\left\|U_{K}\right\|_{H^{1-\delta}}^{2}\right) .
\end{align*}
$$

Using arguments in Section 5.8.1, it is straightforward to show that there exists $C=C(\eta, \beta)>0$ such that, for $\varepsilon$ sufficiently small,

$$
\mathbb{E} \Psi_{K}^{\delta f}(v) \geqslant-C N^{3}
$$

for every $v \in \mathbb{H}_{b, K}$ (note that $\beta$ dependence is not important here).
Inserting this into Proposition 4.7 gives

$$
\begin{equation*}
\limsup _{K \rightarrow \infty}\left\langle e^{-\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+\frac{1}{\varepsilon} \phi_{K}(\delta f)^{2}}\right\rangle_{\beta, N, K} \leqslant e^{C N^{3}} \tag{5.83}
\end{equation*}
$$

Taking expectations in (5.77) and using (5.83) finishes the proof that $\left\{\phi\left(f_{n}\right)\right\}$ is Cauchy in $L^{2}\left(\nu_{\beta, N}\right)$.

Similar arguments can be used to show exponential integrability of the limiting random variable, $\phi(f)$ and that,

$$
\sup _{K>0} \mid\langle | \phi^{(K)}\left(f_{n}\right)-\phi^{(K)}(f)| \rangle_{\beta, N, K} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

We now show that $\phi^{(K)}(f)$ converges weakly to $\phi(f)$ as $K \rightarrow \infty$. Let $G: \mathbb{R} \rightarrow \mathbb{R}$ be bounded and Lipschitz with Lipschitz constant $|G|_{\text {Lip }}$, and let $\varepsilon>0$. Choose $n$ sufficiently large so that

$$
\sup _{K>0} \left\lvert\,\langle | \phi^{(K)}\left(f_{n}\right)-\phi^{(K)}(f)| \rangle_{\beta, N, K}<\frac{\varepsilon}{2|G|_{\text {Lip }}}\right.
$$

and

$$
\left.\langle | \phi\left(f_{n}\right)\right)-\phi(f)| \rangle_{\beta, N}<\frac{\varepsilon}{2|G|_{\text {Lip }}} .
$$

Then,

$$
\begin{aligned}
\mid\left\langle G\left(\phi^{(K)}(f)\right)\right\rangle_{\beta, N, K}-\langle G(\phi(f))\rangle_{\beta, N} \leqslant & \sup _{K>0}\left|\left\langle G\left(\phi^{(K)}\left(f_{n}\right)\right)-G\left(\phi^{(K)}(f)\right)\right\rangle_{\beta, N, K}\right| \\
& +\left|\left\langle G\left(\phi^{(K)}\left(f_{n}\right)\right)\right\rangle_{\beta, N, K}-\left\langle G\left(\phi\left(f_{n}\right)\right)\right\rangle_{\beta, N}\right| \\
& +\left|\left\langle G\left(\phi\left(f_{n}\right)\right)-G(\phi(f))\right\rangle_{\beta, N}\right| \\
\leqslant & \left|\left\langle G\left(\phi^{(K)}\left(f_{n}\right)\right)\right\rangle_{\beta, N, K}-\left\langle G\left(\phi\left(f_{n}\right)\right)\right\rangle_{\beta, N}\right|+\varepsilon .
\end{aligned}
$$

The first term on the righthand side goes to zero as $K \rightarrow \infty$ since $f_{n} \in C^{\infty}$. Thus,

$$
\lim _{K \rightarrow \infty} \mid\langle G(\phi(f))\rangle_{\beta, N, K}-\langle G(\phi(f))\rangle_{\beta, N} \leqslant \varepsilon .
$$

Since $\varepsilon$ is arbitrary, we have shown that $\phi^{(k)}(f)$ converges weakly to $\phi(f)$.
Proposition 5.23. Let $f \in B_{\frac{4}{3}, 1}^{s} \cap L^{2}$ for some $s>\frac{1}{2}$. For every $K \in(0, \infty)$, let $\phi^{(K)} \sim \nu_{\beta, N, K}$ and $\phi \sim \nu_{\beta, N}$.

The random variables $\left\{\int_{\mathbb{T}_{N}}:\left(\phi^{(K)}\right)^{2}: f d x\right\}_{K>0}$ converge weakly as $K \rightarrow \infty$ to a random variable

$$
: \phi^{2}:(f)=\int_{\mathbb{T}_{N}}: \phi^{2}: f d x \in L^{2}\left(\nu_{\beta, N}\right) .
$$

Moreover, for $c>0$,

$$
\left\langle\exp \left(c: \phi^{2}:(f)\right)\right\rangle_{\beta, N}<\infty .
$$

Proof. The proof of Proposition 5.23 follows the same strategy as the proof of Proposition 5.22 , so we do not give all the details. The only real key difference is the analytic bounds required in the stochastic control problem. Indeed, these require one to tune the integrability assumptions on $f$ in order to get the required estimates.

It is not too difficult to see that the term we need to control is the integral

$$
\begin{equation*}
\int_{\mathbb{T}_{N}} \stackrel{\nu}{K} f+2 \imath_{K} V_{K} f+V_{K}^{2} f d x \tag{5.84}
\end{equation*}
$$

Strictly speaking, we need to control the above integral with $f$ replaced by $\delta f=$ $f_{n}-f_{m}$, where $\left\{f_{n}\right\}_{n \in \mathbb{N}} \subset C^{\infty}\left(\mathbb{T}_{N}\right)$ such that $f_{n} \rightarrow f$ in $B_{\frac{3}{4}, 1}^{s} \cap L^{2}$, but the analytic bounds are the same.

Note that $\mathbb{E} \int_{\mathbb{T}_{N}} \vee_{K} f d x=\int_{\mathbb{T}_{N}} \mathbb{E} \boldsymbol{v}_{K} f d x=0$. Moreover by Young's inequality and the additional integrability assumption $f \in L^{2}$, for any $\varepsilon>0$ we have

$$
\int_{\mathbb{T}_{N}} V_{K}^{2} f d x \lesssim \frac{1}{\varepsilon} \int_{\mathbb{T}_{N}} f^{2} d x+\varepsilon \int_{\mathbb{T}_{N}} V_{K}^{4} d x
$$

which can be estimated as in the proof of Proposition 5.22. Thus, we only need to estimate the second integral in (5.84). Note that the product ${ }_{K} f$ is a well-defined distribution from a regularity perspective as $K \rightarrow \infty$ since $f \in B_{\frac{4}{3}, 1}^{s}$ for $s>\frac{1}{2}$. The difficulty in obtaining the required estimates comes from integrability issues.

We split the integral into three terms by using the paraproduct decomposition $\bullet f=\bullet \ominus f+\bullet \ominus f+\bullet \ominus f$. The integral associated to $\bullet \ominus f$ is straightforward to estimate, so we focus on the first two terms. Since $f \in L^{2}$ and $\boldsymbol{\varphi}_{K} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$, by the paraproduct estimate 1.8 we have $\uparrow \otimes f \in H^{-\frac{1}{2}-\kappa}$. Thus, the integral $\int_{\mathbb{T}_{N}}\left({ }^{\bullet}{ }_{K} \ominus f\right) V_{K} d x$ can be treated similarly as in the proof of Proposition 5.22. Note that, in this proposition the use of Hölder-Besov norms is fine because we are not concerned with issues of $N$ dependency. Moreover, note that if we just used that $f \in B_{\frac{4}{3}, 1}^{s}$ the resulting integrability of $\boldsymbol{१}_{K} \ominus f$ is not sufficient to justify testing against $V_{K}^{5}$, which can be bounded in $L^{2}$-based Sobolev spaces. For the final integral, by the resonant product estimate (1.9) we have ${ }_{K} \ominus f \in L^{\frac{4}{3}}$. Hence, we can use Young's inequality to estimate $\int_{\mathbb{T}_{N}}\left({ }_{K} \ominus f\right) V_{K} d x$ and then argue similarly as in the proof of Proposition 5.22.

Without loss of generality, we assume $a_{0}=a=1$ in Proposition 5.1 and we split its proof into Lemmas 5.24, 5.25, and 5.26.

Lemma 5.24. There exists $\beta_{0}>1$ and $C_{Q}>0$ such that, for any $\beta>\beta_{0}$,

$$
-\frac{1}{N^{3}} \log \left\langle\prod_{\square \in \mathbb{B}_{N}} \exp Q_{1}(\square)\right\rangle_{\beta, N} \geqslant-C_{Q} .
$$

Proof. For any $K \in(0, \infty)$, define

$$
\mathscr{H}_{\beta, N, K}^{Q_{1}}\left(\phi_{K}\right)=\int_{\mathbb{T}_{N}}: \mathscr{V}_{\beta}^{Q_{1}}\left(\phi_{K}\right):-\frac{\gamma_{K}}{\beta^{2}}: \phi_{K}^{2}:-\delta_{K}-\frac{\eta}{2}: \phi_{K}^{2}: d x
$$

where

$$
\mathscr{V}_{\beta}^{Q_{1}}(a)=\mathscr{V}_{\beta}(a)-\frac{1}{\sqrt{\beta}}\left(\beta-a^{2}\right)-\frac{1}{4}=\frac{1}{\beta}\left(a^{2}-\left(\beta+\frac{\sqrt{\beta}}{2}\right)\right)^{2} .
$$

Then, by Propositions 5.23 and 5.3, there exists $C=C(\eta)>0$ such that

$$
\begin{aligned}
\left\langle\prod_{\square \in \mathbb{B}_{N}} \exp Q_{1}(\square)\right\rangle_{\beta, N} & =\lim _{K \rightarrow \infty}\left\langle\exp \left(\frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}} \beta-: \phi_{k}^{2}: d x\right)\right\rangle_{\beta, N, K} \\
& \leqslant e^{\frac{1}{4} N^{3}} \lim _{K \rightarrow \infty} \frac{1}{\mathscr{Z}_{\beta, N, K}} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{1}}\left(\phi_{K}\right)} \\
& \leqslant e^{\left(C+\frac{1}{4}\right) N^{3}} \limsup _{K \rightarrow \infty} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{1}}\left(\phi_{K}\right)}
\end{aligned}
$$

where
Therefore, we have reduced the problem to proving Proposition 5.3 for the potential $\mathscr{V}_{\beta}^{Q_{1}}$ instead of $\mathscr{V}_{\beta}$. The proof follows essentially word for word after two observations: first, the same $\gamma_{K}$ and $\delta_{K}$ works for both $\mathscr{V}_{\beta}$ and $\mathscr{V}_{\beta}^{Q_{1}}$ since the quartic term is unchanged. Second, since $\sqrt{\beta+\frac{\sqrt{\beta}}{2}}=\sqrt{\beta}+o(\sqrt{\beta})$ as $\beta \rightarrow \infty$, the treatment of $\beta$-dependence of the estimates in Section 5.6 is exactly the same.

Lemma 5.25. There exists $\beta_{0}>1$ and $C_{Q}>0$ such that, for any $\beta>\beta_{0}$,

$$
\begin{equation*}
-\frac{1}{N^{3}} \log \left\langle\prod_{\square \in \mathbb{B}_{N}} \exp Q_{2}(\square)\right\rangle_{\beta, N} \geqslant-C_{Q} . \tag{5.85}
\end{equation*}
$$

Proof. By Propositions 5.22, 5.23, and 5.3, there exists $C=C(\eta)>0$ such that, for $\beta$ sufficiently large,

$$
\begin{aligned}
\left\langle\prod_{\square \in \mathbb{B}_{N}} \exp Q_{2}(\square)\right\rangle_{\beta, N} & =\lim _{K \rightarrow \infty}\left\langle\exp \left(\frac{1}{\sqrt{\beta}} \sum_{\square \in \mathbb{B}_{N}} \phi_{K}(\square)^{2}-\frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}}: \phi_{K}^{2}: d x\right\rangle_{\beta, N, K}\right. \\
& \leqslant e^{C N^{3}} \limsup _{K \rightarrow \infty} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{2}}\left(\phi_{K}\right)}
\end{aligned}
$$

where

$$
\mathscr{H}_{\beta, N, K}^{Q_{2}}\left(\phi_{K}\right)=\mathscr{H}_{\beta, N, K}\left(\phi_{K}\right)+\frac{1}{\sqrt{\beta}} \sum_{\square \in \mathbb{B}_{N}} \phi_{K}(\square)^{2}-\frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}}: \phi_{K}^{2}: d x .
$$

As in Section 5.2, we perform the expansion

$$
\begin{equation*}
-\log \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{2}}\left(\phi_{K}\right)}=\sum_{\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}} e^{-F_{\beta, N, K}^{\sigma} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{2}, \sigma}\left(\phi_{K}\right)}} \tag{5.86}
\end{equation*}
$$

where $F_{\beta, N, K}^{\sigma}$ is defined in (5.15) and

$$
\mathscr{H}_{\beta, N, K}^{Q_{2}, \sigma}\left(\phi_{K}\right)=\mathscr{H}_{\beta, N, K}^{Q_{2}}\left(\phi_{K}+g_{K}\right)-\sum_{\square \in \mathbb{B}_{N}} \log \left(\chi_{\sigma(\square)}\left(\left(\phi_{K}+g_{K}\right)(\square)\right)\right)
$$

Fix $\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}$. For $v \in \mathbb{H}_{b, K}$, define

$$
\begin{gather*}
\Psi_{K}^{Q_{2}}(v)=\Psi_{K}(v)+\frac{1}{\sqrt{\beta}} \sum_{\square \in \mathbb{B}_{N}}\left(\int_{\square} \mathfrak{\imath}_{K}+V_{K}+g_{K} d x\right)^{2}  \tag{5.87}\\
-\frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}}:\left(\mathfrak{\imath}_{K}+V_{K}+g_{K}\right)^{2}: d x
\end{gather*}
$$

where $\Psi_{K}=\Psi_{K}^{\sigma}$ is defined in (5.17).
We estimate second term in (5.87). First, note that

$$
\begin{aligned}
& \frac{1}{\sqrt{\beta}} \sum_{\square \in \mathbb{B}_{N}}\left(\int_{\square} \boldsymbol{\imath}_{K}+V_{K}+g_{K} d x\right)^{2} \\
& \quad \leqslant \sum_{\square \in \mathbb{B}_{N}} \frac{2}{\sqrt{\beta}}\left(\int_{\square} \boldsymbol{\imath}_{K} d x\right)^{2}+\frac{2}{\sqrt{\beta}}\left(\int_{\square} V_{K}+g_{K} d x\right)^{2} .
\end{aligned}
$$

By a standard Gaussian covariance calculation, there exists $C=C(\eta)>0$ such that

$$
\sum_{\square \in \mathbb{B}_{N}} \mathbb{E}\left(\int_{\square} \mathfrak{\imath}_{K} d x\right)^{2}=\sum_{\square \in \mathbb{B}_{N}} \int_{\square} \int_{\square} \mathbb{E}\left[{ }^{\bullet} K(x){ }_{K}\left(x^{\prime}\right)\right] d x d x^{\prime} \leqslant C N^{3} .
$$

For the other term, by the Cauchy-Schwarz inequality followed by bounds on the potential (5.8) and $g_{K}$ (5.11), the following estimate holds: for any $\zeta>0$,

$$
\begin{aligned}
\frac{2}{\sqrt{\beta}} \sum_{\square \in \mathbb{B}_{N}}\left(\int_{\square} V_{K}+g_{K} d x\right)^{2} & \leqslant \int_{\mathbb{T}_{N}} \frac{2}{\sqrt{\beta}}\left(V_{K}+g_{K}\right)^{2} d x \\
& \leqslant C\left(\zeta, C_{P}\right) N^{3}+\zeta C_{P} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x
\end{aligned}
$$

where $C_{P}>0$ is the Poincaré constant on unit boxes (1.15).
We now estimate the third term in (5.87). Since $\mathbb{E} \boldsymbol{v}_{K}=\mathbb{E}\left[{ }^{\prime}{ }_{K} g_{K}\right]=0$,

$$
\frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}}:\left(\bullet_{K}+V_{K}+g_{K}\right)^{2}: d x \approx \frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}} 2 \imath_{K} V_{K}+\left(V_{K}+g_{K}\right)^{2} d x \text {. (5.88) }
$$

For the first integral on the righthand side of (5.88), by change of variables (5.21), and the paraproduct decomposition (1.7), we have

$$
\frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}} 2 \boldsymbol{\imath}_{K} V_{K} d x=\int_{\mathbb{T}_{N}}-\frac{8}{\beta^{\frac{5}{2}}}\left(\boldsymbol{\imath}_{K} \ominus \boldsymbol{\psi}_{K}+\boldsymbol{\psi}_{K}+\boldsymbol{\imath}_{K} \ominus \boldsymbol{\psi}_{K}\right)+\frac{2}{\sqrt{\beta}} \boldsymbol{\imath}_{K} U_{K} d x
$$

Hence, by (5.88), Proposition 4.4, duality (1.1), the potential bounds (5.8), and the bounds on $U_{K}(5.22)$, for any $\varepsilon>0$ there exists $C=C(\varepsilon, \eta)>0$ such that

$$
\left|\frac{1}{\sqrt{\beta}} \int_{\mathbb{T}_{N}} 2 \imath_{K} V_{K} d x\right| \leqslant C N_{K}^{\Xi}+\varepsilon\left(\int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x+\frac{1}{2} \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x\right) .
$$

For the second integral on the righthand side of (5.88), again by (5.8) and (5.11), there exists an inessential constant $C>0$ such that

$$
\int_{\mathbb{T}_{N}} \frac{1}{\sqrt{\beta}}\left(V_{K}+g_{K}\right)^{2} d x \leqslant C N^{3}+\zeta C_{P} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x
$$

Arguing as in Section 5.8.1 and taking into account the calculations above, the following estimate holds: let $\zeta<\frac{1}{8 C_{P}}$ and $\varepsilon=1-8 C_{P} \zeta>0$ as in Section 5.8.1. Then, provided $\eta<\frac{1}{196 C_{P}}$ and $\beta>1$,

$$
\begin{aligned}
& \mathbb{E} \Psi_{K}^{Q_{2}}(v) \geqslant \mathbb{E}\left[-C(\varepsilon, \zeta, \eta) N_{K}^{\Xi}+\left(\frac{1-\varepsilon}{2}-\frac{4 C_{P} \zeta}{2 \beta^{3}}-2 C_{P} \zeta\right) \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x\right. \\
&\left.\quad+\left(\frac{1-\varepsilon}{2}-4 \zeta C_{P}\right) \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x-4 \zeta C_{P} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x\right] \\
& \geqslant-C N^{3}-4 \zeta C_{P} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x .
\end{aligned}
$$

Hence, by Proposition 4.7 applied with the Hamiltonian $\mathscr{H}_{\beta, N, K}^{Q_{2}, \sigma}\left(\phi_{K}\right)$ with total energy cutoff suppressed (see Remark 4.8),

$$
F_{\beta, N, K}^{\sigma}-\log \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{2, N}, \sigma}} \geqslant-C N^{3}+\left(\frac{1}{2}-4 \zeta C_{P}\right) \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x \geqslant-C N^{3}
$$

This estimate is uniform in $\sigma$, thus summing over the $2^{N^{3}}$ terms in the expansion (5.86) yields (5.85).

Lemma 5.26. There exists $\beta_{0}>1$ and $C_{Q}>0$ such that, for any $\beta>\beta_{0}$,

$$
\begin{equation*}
-\frac{1}{N^{3}} \log \left\langle\prod_{\left\{\square, \square^{\prime}\right\} \in B} \exp \right| Q_{3}\left(\square, \square^{\prime}\right)| \rangle_{\beta, N} \geqslant-C_{Q} \tag{5.89}
\end{equation*}
$$

where $B$ is a set of unordered pairs of nearest-neighbour blocks that partitions $\mathbb{B}_{N}$.

Proof. By Propositions 5.22 and 5.3 there exists $C=C(\eta)>0$ such that, for $\beta$ sufficiently large,

$$
\begin{aligned}
\left\langle\prod_{\left\{\square, \square^{\prime}\right\} \in B} \exp \right| Q_{3}\left(\square, \square^{\prime}\right)| \rangle_{\beta, N} & =\lim _{K \rightarrow \infty}\left\langle\exp \left(\sum_{\left\{\square, \square^{\prime}\right\} \in B}\left|\int_{\square} \phi_{K} d x-\int_{\square^{\prime}} \phi_{K} d x\right|\right\rangle_{\beta, N, K}\right. \\
& \leqslant e^{C N^{3}} \limsup _{K \rightarrow \infty} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{3}}\left(\phi_{K}\right)}
\end{aligned}
$$

where

$$
\mathscr{H}_{\beta, N, K}^{Q_{3}}\left(\phi_{K}\right)=\mathscr{H}_{\beta, N, K}^{Q_{3}}\left(\phi_{K}\right)-\sum_{\left\{\square, \square^{\prime}\right\} \in B}\left|\int_{\square} \phi_{K} d x-\int_{\square^{\prime}} \phi_{K} d x\right| .
$$

We expand

$$
-\log \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{3}}\left(\phi_{K}\right)}=\sum_{\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}} e^{-F_{\beta, N, K}^{\sigma} \mathbb{E}_{N} e^{-\mathscr{H}_{\beta, N, K}^{Q_{3, K}}}}
$$

where $F_{\beta, N, K}^{\sigma}$ is defined in (5.15) and

$$
\mathscr{H}_{\beta, N, K}^{Q_{3}, \sigma}\left(\phi_{K}\right)=\mathscr{H}_{\beta, N, K}^{Q_{3}}\left(\phi_{K}+g_{K}\right)-\sum_{\square \in \mathbb{B}_{N}} \log \left(\chi_{\sigma(\square)}\left(\left(\phi_{K}+g_{K}\right)(\square)\right)\right) .
$$

Fix $\sigma \in\{ \pm 1\}^{\mathbb{B}_{N}}$. For $v \in \mathbb{H}_{b, K}$, define

$$
\Psi_{K}^{Q_{3}}(v)=\Psi_{K}(v)-\sum_{\left\{\square, \square^{\prime}\right\} \in B}\left|\int_{\square}{ }^{\circ}{ }_{K}+V_{K}+g_{K} d x-\int_{\square^{\prime}} \boldsymbol{\imath}_{K}+V_{K}+g_{K} d x\right|
$$

where $\Psi_{K}(v)=\Psi_{K}^{\sigma}(v)$ is defined in (5.17).
A standard Gaussian calculation yields $\mathbb{E}\left|{ }^{\circ}{ }_{K}\right| \leqslant C N^{3}$ for some constant $C=$ $C(\eta)>0$. Hence, by the triangle inequality, Proposition 4.4 and the CauchySchwarz inequality,

$$
\begin{aligned}
& \sum_{\left\{\square, \square^{\prime}\right\} \in B}\left|\int_{\square} \boldsymbol{\imath}_{K}+V_{K}+g_{K} d x-\int_{\square^{\prime}}{ }^{\boldsymbol{\imath}}{ }_{K}+V_{K}+g_{K} d x\right| \\
& \left.\lesssim C N_{K}^{\Xi}+\frac{1}{\beta^{2}} \right\rvert\, \int_{\mathbb{T}_{N}} \int_{0}^{K} \mathscr{F}_{k}\left(\boldsymbol{\nu}_{k} \ominus\left(V_{k}^{\mathrm{b}}+g_{k}^{\mathrm{b}}\right)\right) d k d x \\
& +\sum_{\left\{\square, \square^{\prime}\right\} \in B}\left|\int_{\square}\left(R_{K}+g_{K}\right) d x-\int_{\square^{\prime}}\left(R_{K}+g_{K}\right) d x\right| .
\end{aligned}
$$

The integral with the paraproduct can be estimated as in (5.49) to establish: for any $\zeta>0$,
$\frac{1}{\beta^{2}} \left\lvert\, \int_{\mathbb{T}_{N}} \int_{0}^{K} \mathscr{f}_{k}\left(\boldsymbol{v}_{k} \ominus\left(V_{k}^{b}+g_{k}^{b}\right)\right) d k d x \leqslant C\left(\zeta, C_{P}\right) N^{3}+\frac{2 \zeta C_{P}}{\beta^{3}} \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x\right.$
where $C_{P}>0$ is the Poincaré constant on unit blocks (1.15).
We now estimate the remaining integral. Assume without loss of generality that $\square^{\prime}=\square+e_{1}$. Then, by the triangle inequality and the fundamental theorem of calculus,

$$
\begin{aligned}
\mid \int_{\square}\left(R_{K}+g_{K}\right) d x & -\int_{\square^{\prime}}\left(R_{K}+g_{K}\right) d x \mid \\
& =\int_{\square}\left(R_{K}(x)-R_{K}\left(x+e_{1}\right)+g_{K}(x)-g_{k}\left(x+e_{1}\right)\right) d x \\
& \leqslant \int_{0}^{1} \int_{\square}\left|\nabla R_{K}\left(x+t e_{1}\right)\right|+\left|\nabla g_{K}\left(x+t e_{1}\right)\right| d x d t \\
& \leqslant \int_{\square \cup \square^{\prime}}\left|\nabla R_{K}\right|+\left|\nabla g_{K}\right| d x
\end{aligned}
$$

Hence, by the Cauchy-Schwarz inequality, the bound on the drift (4.18) and the bound on $\nabla g_{K}$ (5.12), we have the following estimate: for any $\zeta>0$,

$$
\begin{aligned}
\sum_{\left\{\square, \square^{\prime}\right\} \in B} \mid \int_{\square}\left(R_{K}+g_{K}\right) d x & -\int_{\square^{\prime}}\left(R_{K}+g_{K}\right) d x \mid \\
& \leqslant C\left(\zeta, C_{P}\right) N^{3}+4 \zeta C_{P}\left(\int_{\mathbb{T}_{N}}\left|\nabla R_{K}\right|^{2} d x+\int_{\mathbb{T}_{N}}\left|\nabla g_{K}\right|^{2} d x\right) \\
& \leqslant C\left(\zeta, C_{P}\right) N^{3}+4 \zeta C_{P}\left(\int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x+\int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x\right) .
\end{aligned}
$$

Thus, by arguing as in Section 5.8.1, one can show the following estimate: let $\zeta<\frac{1}{16 C_{P}}$ and $\varepsilon=1-8 \zeta C_{P}>0$. Then, provided $\eta<\frac{1}{392 C_{P}}$ and $\beta>1$,

$$
\begin{aligned}
& \mathbb{E} \Psi_{K}^{Q_{3}}(v) \geqslant \mathbb{E}[- C N_{K}^{\Xi}+\left(\frac{1-\varepsilon}{2}-\frac{2 \zeta C_{P}}{\beta^{3}}-\frac{2 \zeta C_{P}}{\beta^{3}}\right) \int_{\mathbb{T}_{N}} \mathscr{V}_{\beta}\left(V_{K}+g_{K}\right) d x \\
&+\left(\frac{1-\varepsilon}{2}-4 \zeta C_{P}-4 \zeta C_{P}\right) \int_{\mathbb{T}_{N}} \int_{0}^{K} r_{k}^{2} d k d x \\
&\left.-\left(4 \zeta C_{P}+4 \zeta C_{P}\right) \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x\right] \\
& \geqslant-C N^{3}-8 \zeta C_{P} \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x .
\end{aligned}
$$

Applying Proposition 4.7 with Hamiltonian $\mathscr{H}_{\beta, N, K}^{Q_{3}, \sigma}\left(\phi_{K}\right)$, with total energy cutoff suppressed (see Remark 4.8), yields

$$
F_{\beta, N, K}^{\sigma}-\log \mathbb{E}_{N} e^{-\mathscr{X}_{\beta, N, K}^{Q_{3}}\left(\phi_{K}\right)} \geqslant-C N^{3}+\left(\frac{1}{2}-8 \zeta C_{P}\right) \int_{\mathbb{T}_{N}}\left|\nabla \tilde{g}_{K}\right|^{2} d x \geqslant-C N^{3} .
$$

This estimate is uniform over all $2^{N^{3}}$ choices of $\sigma$, hence establishing (5.89).

## 6 Chessboard estimates

In this section we prove Proposition 3.6 using the chessboard estimates of Proposition 6.5 and the estimates obtained in Section 5. In addition, we establish that $\nu_{\beta, N}$ is reflection positive.

### 6.1 Reflection positivity of $\nu_{\beta, N}$

We begin by defining reflection positivity for general measures on spaces of distributions following [Sh186] and [GJ87].

For any $a \in\{0, \ldots, N-1\}$ and $\{i, j, k\}=\{1,2,3\}$, let

$$
\mathscr{R}_{\Pi_{a, i}}(x)=\left(2 a-x_{i}\right) e_{i}+e_{j}+e_{k}
$$

where $x=x_{i} e_{i}+x_{j} e_{j}+x_{k} e_{j} \in \mathbb{T}_{N}$ and addition is understood modulo $N$. Define

$$
\begin{equation*}
\Pi_{a, i}=\left\{x \in \mathbb{T}_{N}: \mathscr{R}_{\Pi_{a, i}}(x)=x\right\} . \tag{6.1}
\end{equation*}
$$

Note that for any $x \in \Pi_{a, i}, x_{i}=a$ or $a+\frac{N}{2}$. We say that $\mathscr{R}_{\Pi_{a, i}}$ is the reflection map across the hyperplane $\Pi_{a, i}$.

Fix such a hyperplane $\Pi$. It separates $\mathbb{T}_{N}=\mathbb{T}_{N}^{+} \sqcup \Pi \sqcup \mathbb{T}_{N}^{-}$such that $\mathbb{T}_{N}^{+}=\mathscr{R}_{\Pi} \mathbb{T}_{N}^{-}$. For any $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$, we say $f$ is $\mathbb{T}_{N}^{+}$-measurable if $\operatorname{supp} f \subset \mathbb{T}_{N}^{+}$. The reflection of $f$ in $\Pi$ is defined pointwise by $\mathscr{R}_{\Pi} f(x)=f\left(\mathscr{R}_{\Pi} x\right)$. For any $\phi \in S^{\prime}\left(\mathbb{T}_{N}\right)$, we say that $\phi$ is $\mathbb{T}_{N}^{+}$-measurable if $\phi(f)=0$ unless $f$ is $\mathbb{T}_{N}^{+}$measurable, where $\phi(f)$ denotes the duality pairing between $S^{\prime}\left(\mathbb{T}_{N}\right)$ and $C^{\infty}\left(\mathbb{T}_{N}\right)$. For any such $\phi$, we define $\mathscr{R}_{\Pi} \phi$ pointwise by $\mathscr{R}_{\Pi} \phi(f)=\phi\left(\mathscr{R}_{\Pi} f\right)$.

Let $\nu$ be a probability measure on $S^{\prime}\left(\mathbb{T}_{N}\right)$. We say that $F \in L^{2}(\nu)$ is $\mathbb{T}_{N^{-}}^{+}$ measurable if it is measurable with respect to the $\sigma$-algebra generated by the set of $\phi \in S^{\prime}\left(\mathbb{T}_{N}\right)$ that are $\mathbb{T}_{N}^{+}$-measurable. For any such $F$, we define $\mathscr{R}_{\Pi} F$ pointwise by $\mathscr{R}_{\Pi} F(\phi)=F\left(\mathscr{R}_{\Pi} \phi\right)$.

The measure $\nu$ on $S^{\prime}\left(\mathbb{T}_{N}\right)$ is called reflection positive if, for any hyperplane $\Pi$ of the form (6.1),

$$
\int_{S^{\prime}\left(\mathbb{T}_{N}\right)} F(\phi) \cdot \mathscr{R}_{\Pi} F(\phi) d \nu(\phi) \geqslant 0
$$

for all $F \in L^{2}(\nu)$ that are $\mathbb{T}_{N}^{+}$-measurable.
Proposition 6.1. The measure $\nu_{\beta, N}$ is reflection positive.

### 6.1.1 Proof of Proposition 6.1

In general, Fourier approximations to $\nu_{\beta, N}$ (such as $\nu_{\beta, N, K}$ ) are not reflection positive. Instead, we prove Proposition 6.1 by considering lattice approximations to $\nu_{\beta, N}$ for which reflection positivity is straightforward to show.

Let $\mathbb{T}_{N}^{\varepsilon}=(\varepsilon \mathbb{Z} / N \mathbb{Z})^{3}$ be the discrete torus of sidelength $N$ and lattice spacing $\varepsilon>0$. In order to use discrete Fourier analysis, we assume that $\varepsilon^{-1} \in \mathbb{N}$. Note that any hyperplane $\Pi$ of the form (6.1) is a subset of $\mathbb{T}_{N}^{\varepsilon}$.

For any $\varphi \in(\mathbb{R})^{\mathbb{T}_{N}^{\varepsilon}}$, define the lattice Laplacian

$$
\Delta^{\varepsilon} \varphi(x)=\frac{1}{\varepsilon^{2}} \sum_{\substack{y \in \mathbb{T}_{N}^{\varepsilon} \\|x-y|=\varepsilon}}(\varphi(y)-\varphi(x))
$$

Let $\tilde{\mu}_{N, \varepsilon}$ be the Gaussian measure on $\mathbb{R}^{\mathbb{T}_{N}^{\varepsilon}}$ with density

$$
d \tilde{\mu}_{N, \varepsilon}(\varphi) \propto \exp \left(-\frac{\varepsilon^{3}}{2} \sum_{x \in \mathbb{T}_{N}^{\varepsilon}} \varphi(x) \cdot\left(-\Delta^{\varepsilon}+\eta\right) \varphi(x)\right) \prod_{x \in \mathbb{T}_{N}^{\varepsilon}} d \varphi(x)
$$

where $d \vec{\phi}(x)$ is Lebesgue measure.
A natural lattice approximation to $\nu_{\beta, N}$ is given by the probability measure $\tilde{\nu}_{\beta, N, \varepsilon}$ with density proportional to

$$
d \tilde{\nu}_{\beta, N, \varepsilon}(\varphi) \propto e^{-\tilde{\mathscr{H}}_{\beta, N, \varepsilon}(\varphi)} d \tilde{\mu}_{N, \varepsilon}(\varphi)
$$

where

$$
\tilde{\mathscr{H}}_{\beta, N, \varepsilon}(\varphi)=\varepsilon^{3} \sum_{x \in \mathbb{T}_{n}^{\varepsilon}} \mathscr{V}_{\beta}(\varphi(x))-\left(\frac{\eta}{2}+\frac{1}{2} \delta m^{2}(\varepsilon, \eta)\right) \varphi(x)^{2}
$$

where $\frac{1}{2} \delta m^{2}(\varepsilon, \eta)$ is a renormalisation constant that diverges as $\varepsilon \rightarrow 0$ (see Proposition 6.19). Note two things: first, the renormalisation constant is chosen dependent on $\eta$ for technical convenience. Second, no energy renormalisation is included since we are only interested in convergence of measures.

Remark 6.2. By embedding $\mathbb{R}^{\mathbb{T}_{N}^{\varepsilon}}$ into $S^{\prime}\left(\mathbb{T}_{N}\right)$, we can define reflection positivity for lattice measures. We choose this embedding so that the pushforward of $\tilde{\nu}_{\beta, N, \varepsilon}$ is automatically reflection positive, but other choices are possible.

For any $\varphi \in \mathbb{R}^{\mathbb{T}_{N}^{\varepsilon}}$, we write $\operatorname{ext}^{\varepsilon} \varphi$ for its unique extension to a trigonometric polynomial on $\mathbb{T}_{N}$ of degree less than $\varepsilon^{-1}$ that coincides with $\varphi$ on lattice points (i.e. in $\mathbb{T}_{N}^{\varepsilon}$ ). Precisely,

$$
\operatorname{ext}^{\varepsilon}(\varphi)(x)=\frac{\varepsilon^{3}}{N^{3}} \sum_{n} \sum_{y \in \mathbb{T}_{N}^{\varepsilon}} e_{n}(y-x) \varphi(y)
$$

where the sum ranges over all $n=\left(a_{1}, a_{2}, a_{3}\right) \in\left(N^{-1} \mathbb{Z}\right)^{3}$ such that $\left|a_{i}\right| \leqslant \varepsilon^{-1}$, and we recall $e_{n}(x)=e^{2 \pi i n \cdot x}$.

Lemma 6.3. Let $\varepsilon>0$ such that $\varepsilon^{-1} \in \mathbb{N}$. Denote by $\operatorname{ext}_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}$ the pushforward of $\tilde{\nu}_{\beta, N, \varepsilon}$ by the map $\mathrm{ext}^{\varepsilon}$. Then, the measure $\mathrm{ext}_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}$ is reflection positive.

Proof. Fix a hyperplane $\Pi$ of the form (6.1) and recall that $\Pi$ separates $\mathbb{T}_{N}=$ $\mathbb{T}_{N}^{+} \sqcup \Pi \sqcup \mathbb{T}_{N}^{-}$. Write $\mathbb{T}_{N, \varepsilon}^{+}=\mathbb{T}_{N}^{+} \cap \mathbb{T}_{N}^{\varepsilon}$.

Since the measure $\tilde{\nu}_{\beta, N, \varepsilon}$ is reflection positive on the lattice by [Sh186, Theorem 2.1], the following estimate holds: let $F^{\varepsilon} \in L^{2}\left(\tilde{\nu}_{\beta, N, \varepsilon}\right)$ be $\mathbb{T}_{N, \varepsilon}^{+}$-measurable - i.e. $F^{\varepsilon}(\varphi)$ depends only on $\varphi(x)$ for $x \in \mathbb{T}_{N, \varepsilon}^{+}$. Then,

$$
\begin{equation*}
\int F^{\varepsilon}(\varphi) \cdot \mathscr{R}_{\Pi} F^{\varepsilon}(\varphi) d \tilde{\nu}_{\beta, N, \varepsilon}(\varphi) \geqslant 0 \tag{6.2}
\end{equation*}
$$

Let $F \in L^{2}\left(\operatorname{ext}_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}\right)$ be $\mathbb{T}_{N}^{+}$-measurable. Then, $F \circ \operatorname{ext}^{\varepsilon} \in L^{2}\left(\tilde{\nu}_{\beta, N, \varepsilon}\right)$ is $\mathbb{T}_{N, \varepsilon}^{+}$-measurable. Using that ext ${ }^{\varepsilon}$ and $\mathscr{R}_{\Pi}$ (the reflection across $\Pi$ ) commute,

$$
\begin{aligned}
\int F(\phi) \cdot \mathscr{R}_{\Pi} F(\phi) \mathrm{ext}_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}(\phi) & =\int\left(F \circ \mathrm{ext}^{\varepsilon}\right)(\varphi) \cdot\left(F \circ \mathscr{R}_{\Pi} \circ \mathrm{ext}^{\varepsilon}\right)(\varphi) d \tilde{\nu}_{\beta, N, \varepsilon}(\varphi) \\
& =\int\left(F \circ \mathrm{ext}^{\varepsilon}\right)(\varphi) \cdot\left(F \circ \mathrm{ext}^{\varepsilon}\right)\left(\mathscr{R}_{\Pi} \varphi\right) d \tilde{\nu}_{\beta, N, \varepsilon}(\varphi) \\
& \geqslant 0
\end{aligned}
$$

where the last inequality is by (6.2). Hence, $\operatorname{ext}_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}$ is reflection positive.
Proposition 6.4. There exist constants $\frac{1}{2} \delta m^{2}(\bullet, \eta)$ such that ext $_{*}^{\varepsilon} \vec{\nu}_{\beta, N, \varepsilon} \rightarrow \nu_{\beta, N}$ weakly as $\varepsilon \rightarrow \infty$.

Proof. The existence of a weak limit of ext ${ }_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}$ as $\varepsilon \rightarrow 0$ was first established in [Par75]. The fact the lattice approximations and the Fourier approximations (i.e. $\nu_{\beta, N, K}$ ) yield the same limit as the cutoff is removed is not straightforward in ${ }_{3} \mathrm{D}$ because of the mutual singularity of $\nu_{\beta, N}$ and $\mu_{N}$ [BG20]. Previous approaches have relied on Borel summation techniques to show that the correlation functions agree with (resummed) perturbation theory [MS77].

In Section 6.4 we give an alternative proof using stochastic quantisation techniques. The key idea is to view $\nu_{\beta, N}$ as the unique invariant measure for a singular stochastic PDE with a local solution theory that is robust under different approximations. This allows us to show directly that $\operatorname{ext}_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}$ converges weakly to $\nu_{\beta, N}$ and avoids the use of Borel summation and perturbation theory. The strategy is explained in further detail at the beginning of that section.

Proof of Proposition 6.1 assuming Proposition 6.4. Proposition 6.1 is a direct consequence of Lemma 6.3 and Proposition 6.4 since reflection positivity is preserved under weak limits.

### 6.2 Chessboard estimates for $\nu_{\beta, N}$

Let $B \subset \mathbb{B}_{N}$ be either a unit block or a pair of nearest-neighbour blocks. Recall the natural identification of $B$ with the subset of $\mathbb{T}_{N}$ given by the union of blocks in $B . \mathbb{T}_{N}$ can be written as a disjoint union of translates of $B$. Let $\mathbb{B}_{N}^{B}$ be the set of these translates; its elements are also identified with subsets of $\mathbb{T}_{N}$. Note that if $B=\square \in \mathbb{B}_{N}$, then $\mathbb{B}_{N}^{B}=\mathbb{B}_{N}$.

We say that $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$ is $B$-measurable if $\operatorname{supp} f \subset B$ and $\operatorname{supp} f \cap \partial B=\varnothing$. We say that $\phi \in S^{\prime}\left(\mathbb{T}_{N}\right)$ is $B$-measurable if $\phi(f)=0$ for every $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$ unless $f$ is $B$-measurable. We say that $F \in L^{2}\left(\nu_{\beta, N}\right)$ is $B$-measurable if it is measurable with respect to the $\sigma$-algebra generated by $\phi \in S^{\prime}\left(\mathbb{T}_{N}\right)$ that are $B$-measurable.

Proposition 6.5. Let $N \in 4 \mathbb{N}$. Let $\left\{F_{\tilde{B}}: \tilde{B} \in \mathbb{B}_{N}^{B}\right\}$ be a given set of $L^{2}\left(\nu_{\beta, N}\right)$ functions such that each $F_{\tilde{B}}$ is $\tilde{B}$-measurable.

Fix $\tilde{B} \in \mathbb{B}_{N}^{B}$ and define an associated set of $L^{2}\left(\nu_{\beta, N}\right)$-functions $\left\{F_{\tilde{B}, B^{\prime}}: B^{\prime} \in\right.$ $\left.\mathbb{B}_{N}^{B}\right\}$ by the conditions: $F_{\tilde{B}, \tilde{B}}=F_{\tilde{B}}$; and, for any $B^{\prime}, B^{\prime \prime} \in \mathbb{B}_{N}^{B}$ such that $B^{\prime}$ and $B^{\prime \prime}$ share a common face,

$$
F_{\tilde{B}, B^{\prime}}=\mathscr{R}_{\Pi} F_{\tilde{B}, B^{\prime \prime}}
$$

where $\Pi$ is the unique hyperplane of the form (6.1) containing the shared face between $B^{\prime}$ and $B^{\prime \prime}$.

Then,

$$
\left|\left\langle\prod_{\tilde{B} \in \mathbb{B}_{N}^{B}} F_{\tilde{B}}\right\rangle_{\beta, N}\right| \leqslant \prod_{\tilde{B} \in \mathbb{B}_{N}^{B}}\left|\left\langle\prod_{B^{\prime} \in \mathbb{B}_{N}^{B}} F_{\tilde{B}, B^{\prime}}\right\rangle_{\beta, N}\right|^{\left\lvert\, \frac{|B|}{N^{3}}\right.} .
$$

Proof. This is a consequence of the reflection positivity of $\nu_{\beta, N}$. The condition $N \in 4 \mathbb{N}$ guarantees $F_{\tilde{B}, B^{\prime}}$ is well-defined. See [Shl86, Theorem 2.2].

### 6.3 Proof of Proposition 3.6

In order to be able to apply Proposition 6.5 to the random variables $Q_{i}$ of Proposition 3.6, we need the following lemma.

Lemma 6.6. Let $N \in \mathbb{N}$ and $\beta>0$. Then, for any $\square \in \mathbb{B}_{N}, \exp Q_{1}(\square), \exp Q_{2}(\square) \in$ $L^{2}\left(\nu_{\beta, N}\right)$ is $\square$-measurable.

In addition, for any nearest neighbours $\square, \square^{\prime} \in \mathbb{B}_{N}, \exp Q_{3}\left(\square, \square^{\prime}\right) \in L^{2}\left(\nu_{\beta, N}\right)$ is $\square \cup \square^{\prime}$-measurable.

Proof. The fact that $\exp Q_{1}(\square), \exp Q_{2}(\square), \exp Q_{3}\left(\square, \square^{\prime}\right) \in L^{2}\left(\nu_{\beta, N}\right)$ follows from estimates obtained in Proposition 5.22. The $\square$ and $\square \cup \square^{\prime}$ measurability of these observables comes from taking approximations to indicators which are supported on blocks (e.g. using some appropriate regularisation of the distance function) and estimates obtained in Proposition 5.22.

Proof of Proposition 3.6. Let $B_{1}, B_{2} \subset \mathbb{B}_{N}$ and $B_{3}$ be a set of unordered pairs of nearest neighbour blocks in $\mathbb{B}_{N}$. Then,

$$
\begin{align*}
\cosh Q_{1}( & \left(B_{1}\right) \cosh Q_{2}\left(B_{2}\right) \cosh Q_{3}\left(B_{3}\right) \\
= & 2^{-\left|B_{1}\right|-\left|B_{2}\right|-\left|B_{3}\right|} \prod_{\square_{1} \in B_{1} \square_{2} \in B_{2}} \prod_{\left\{\square_{3}, \square_{3}^{\prime}\right\} \in B_{3}}\left(e^{Q_{1}\left(\square_{1}\right)}+e^{-Q_{1}\left(\square_{1}\right)}\right) \\
& \times\left(e^{Q_{2}\left(\square_{2}\right)}+e^{-Q_{2}\left(\square_{2}\right)}\right)\left(e^{Q_{3}\left(\square_{3}, \square_{3}^{\prime}\right)}+e^{Q_{3}\left(\square_{3}^{\prime}, \square_{3}\right)}\right)  \tag{6.3}\\
\leqslant & 2^{-\left|B_{1}\right|-\left|B_{2}\right|} \sum_{B_{1}^{-}, B_{1}^{-}, B_{2}^{+}, B_{2}^{-}} \prod_{i=1}^{2}\left(\prod_{\square_{i}^{+} \in B_{i}^{+}} e^{Q_{i}\left(\square_{i}^{+}\right)} \prod_{\square_{i}^{-} \in B_{i}^{-}} e^{-Q_{i}\left(\square_{i}^{-}\right)}\right) \\
& \times \prod_{\left\{\square_{3}, \square_{3}^{\prime}\right\} \in B_{3}} e^{\left|Q_{3}\left(\square_{3}, \square_{3}^{\prime}\right)\right|}
\end{align*}
$$

where $\cosh Q_{i}\left(B_{i}\right)$ is defined in (3.7) and the sum is over all partitions $B_{1}^{+} \sqcup B_{1}^{-}=B_{1}$ and $B_{2}^{+} \sqcup B_{2}^{-}=B_{2}$.

It suffices to prove that there exists $\tilde{C}_{Q}>0$ such that, for any $B_{1}^{ \pm}, B_{2}^{ \pm}$and $B_{3}$ as above,

$$
\begin{gather*}
\left\langle\prod_{i=1}^{2}\left(\prod_{\square_{i}^{+} \in B_{i}^{+}} e^{Q_{1}\left(\mathrm{\square}_{i}^{+}\right)} \prod_{\square_{i}^{-} \in B_{i}^{-}} e^{-Q_{2}\left(\square_{i}^{-}\right)}\right) \prod_{\left\{\square_{3}, \mathrm{\square}_{3}^{\prime}\right\} \in B_{3}} e^{\left|Q_{3}\left(\square_{3}, \square_{3}^{\prime}\right)\right|}\right\rangle_{\beta, N}  \tag{6.4}\\
\leqslant e^{\tilde{C}_{Q}\left(\left|B_{1}\right|+\left|B_{2}\right|+\left|B_{3}\right|\right)} .
\end{gather*}
$$

Then, taking expectations in (6.3) and using (6.4)

$$
\begin{aligned}
\langle\cosh & \left.Q_{1}\left(B_{1}\right) \cosh Q_{2}\left(B_{2}\right) \cosh Q_{3}\left(B_{3}\right)\right\rangle_{\beta, N} \\
& \leqslant 2^{\left|B_{1}\right|+\left|B_{2}\right|} \sum_{B_{1}^{+}, B_{1}^{-}} \sum_{B_{2}^{+}, B_{2}^{-}} \\
& \left\langle\prod_{i=1}^{2}\left(\prod_{\mathbf{\square}_{i}^{+} \in B_{i}^{+}} e^{Q_{1}\left(\square_{i}^{+}\right)} \prod_{\square_{i}^{-} \in B_{i}^{-}} e^{-Q_{2}\left(\square_{i}^{-}\right)}\right) \prod_{\left\{\square_{3}, \mathrm{a}_{3}^{\prime}\right\} \in B_{3}} e^{\left|Q_{3}\left(\square_{3}, \square_{3}^{\prime}\right)\right|}\right\rangle_{\beta, N} \\
& \leqslant e^{\tilde{C}_{Q}\left(\left|B_{1}\right|+\left|B_{2}\right|+\left|B_{3}\right|\right)}
\end{aligned}
$$

which yields Proposition 3.6 with $C_{Q}=\tilde{C}_{Q}$.

To prove (6.4), first fix $B_{1}^{ \pm}$and $B_{2}^{ \pm}$. Then, by Hölder's inequality,

$$
\left.\begin{array}{rl}
\left\langle\prod_{i=1}^{2}\left(\prod_{\square_{i}^{+} \in B_{i}^{+}} e^{Q_{1}\left(\square_{i}^{+}\right)} \prod_{\square_{i}^{-} \in B_{i}^{-}} e^{-Q_{2}\left(\square_{i}^{-}\right)}\right) \prod_{\left\{\square_{3}, \square_{3}^{\prime}\right\} \in B_{3}} e^{\left|Q_{3}\left(\square_{3}, \square_{3}^{\prime}\right)\right|}\right\rangle_{\beta, N} \\
\leqslant & \prod_{i=1,2}\left(\left\langle\prod_{\square_{i}^{+} \in B_{i}^{+}} e^{5 Q_{i}\left(\square_{i}^{+}\right)}\right\rangle_{\beta, N}^{\frac{1}{5}}\left\langle\prod_{\square_{i}^{-} \in B_{i}^{-}} e^{5 Q_{i}\left(\square_{i}^{-}\right)}\right\rangle_{\beta, N}^{\frac{1}{5}}\right. \tag{6.5}
\end{array}\right) .
$$

Let $i=1,2$. Without loss of generality, we use Proposition 6.5 to estimate

$$
\left\langle\prod_{\square \in B_{i}^{+}} e^{5 Q_{i}(\square)}\right\rangle_{\beta, N}
$$

Define $F_{\square}=e^{5 Q_{i}(\square)}$ if $\square \in B_{i}^{+}$and 1 otherwise. For each $\square \in \mathbb{B}_{N}$, we generate the family of functions $\left\{F_{\square, \square^{\prime}}: \square^{\prime} \in \mathbb{B}_{N}\right\}$ as in Proposition 6.5. Note that for $\square, \square^{\prime} \in \mathbb{B}_{N}$ such that $\square$ and $\square$ are nearest-neighbours,

$$
\mathscr{R} e^{5 Q_{i}(\square)}=e^{5 Q_{i}\left(\square^{\prime}\right)}
$$

where $\mathscr{R}$ is the reflection across the unique hyperplane containing the shared face of $\square$ and $\square^{\prime}$. Thus, we have $F_{\square, \square^{\prime}}=e^{5 Q_{i}\left(\square^{\prime}\right)}$ for every $\square \in B_{i}^{+}$and $\square^{\prime} \in \mathbb{B}_{N}^{B}$. If $\square \notin B_{i}^{+}$, we have $F_{\square, a^{\prime}}=1$ for every $\square^{\prime} \in \mathbb{B}_{N}$.

Lemma 6.6 ensures that $F_{\square} \in L^{2}\left(\nu_{\beta, N}\right)$ is $\square$-measurable for every $\square \in \mathbb{B}_{N}$. Hence, by Proposition 6.5, we obtain

$$
\left\langle\prod_{\square \in B_{i}^{+}} e^{5 Q_{i}(\square)}\right\rangle_{\beta, N} \leqslant \prod_{\square \in B_{i}^{+}}\left\langle\prod_{\square^{\prime} \in \mathbb{B}_{N}} e^{5 Q_{i}\left(\square^{\prime}\right)}\right\rangle_{\beta, N}^{\frac{1}{N^{3}}} .
$$

Therefore, by Proposition 5.1, there exists $C_{Q}^{\prime}>0$ such that, for all $\beta$ sufficiently large,

$$
\begin{equation*}
\left\langle\prod_{\square \in B_{i}^{+}} e^{5 Q_{i}(\mathrm{\square})}\right\rangle_{\beta, N} \leqslant e^{C_{Q}^{\prime}\left|B_{i}^{+}\right|} . \tag{6.6}
\end{equation*}
$$

For the remaining term involving $Q_{3}$, partition $B_{3}=\bigcup_{k=1}^{6} B_{3}^{(k)}$ such that each $B_{3}^{(k)}$ is a set of disjoint pairs of nearest neighbour blocks, all with same orientation. Then, by Hölder's inequality,

$$
\begin{equation*}
\left\langle\prod_{\left\{\square, \square^{\prime}\right\} \in B_{3}} e^{5\left|Q_{3}\left(\square, \mathrm{a}^{\prime}\right)\right|}\right\rangle_{\beta, N} \leqslant \prod_{k=1}^{6}\left\langle\prod_{\left\{\square, \mathrm{a}^{\prime}\right\} \in B_{3}^{(k)}} e^{30\left|Q_{3}\left(\square, \mathrm{a}^{\prime}\right)\right|}\right\rangle_{\beta, N}^{\frac{1}{6}} . \tag{6.7}
\end{equation*}
$$

Assuming that we have established that there exists $C_{Q}^{\prime}>0$ such that

$$
\left\langle\prod_{\left\{\square, \square^{\prime}\right\} \in B_{3}^{(k)}} e^{30\left|Q_{3}\left(\square, \square^{\prime}\right)\right|}\right\rangle_{\beta, N} \leqslant e^{C_{Q}^{\prime}\left|B_{3}^{(k)}\right|}
$$

for every $k \in\{1, \ldots, 6\}$, then (6.7) yields

$$
\left\langle\prod_{\left\{\square, \square^{\prime}\right\} \in B_{3}} e^{5\left|Q_{3}\left(\square, \square^{\prime}\right)\right|}\right\rangle_{\beta, N} \leqslant e^{\frac{C_{Q}^{\prime}}{6}\left|B_{3}\right|} .
$$

Hence, without loss of generality, we may assume $B_{3}$ is a set of disjoint pairs of nearest neighbour blocks, all of the same orientation.

Define $F_{B}=e^{5\left|Q_{3}\left(\square, \square^{\prime}\right)\right|}$ for any $B=\{\square, \square\} \in B_{3}$ and 1 otherwise. Note that for any two pairs of nearest-neighbour blocks, $\{\square, \square\},\{\tilde{\square}, \tilde{\square}\} \subset \mathbb{B}_{N}$,

$$
\mathscr{R} e^{5\left|Q_{3}\left(\square, \square^{\prime}\right)\right|}=e^{5\left|Q_{3}\left(\tilde{\square}, \tilde{a}^{\prime}\right)\right|}
$$

where $\mathscr{R}$ is the reflection across the unique hyperplane containing the shared face of $\square \cup \square$ and $\tilde{\square} \cup \tilde{\square}^{\prime}$. Thus, for any $B=\{\square, \square\} \in B_{3}$ and $B^{\prime}=\{\tilde{\square}, \tilde{\square}\} \in \mathbb{B}_{N}^{B}$, we have $F_{B, B^{\prime}}=e^{5\left|Q_{3}\left(\tilde{\square}, \tilde{a}^{\prime}\right)\right|}$. If $B \notin B_{3}$, then we have $F_{B, B^{\prime}}=1$ for all $B^{\prime} \in \mathbb{B}_{N}^{B}$.

Lemma 6.6 ensures that $\exp \left(\left|Q_{3}\left(\square, \square^{\prime}\right)\right|\right)$ is $\square \cup \square^{\prime}$-measurable. Thus, applying Propositions 6.5 and 5.1 , there exists $C_{Q}^{\prime}>0$ such that, for all $\beta$ sufficiently large,

$$
\begin{align*}
&\left\langle\prod_{B=\left\{\square, \square^{\prime}\right\} \in B_{3}} e^{5\left|Q_{3}\left(\left\{\square, \square^{\prime}\right\}\right)\right|}\right\rangle_{\beta, N} \\
& \leqslant \prod_{B=\left\{\square, a^{\prime}\right\} \in B_{3}}\left\langle\prod_{B^{\prime}=\left\{\tilde{\square}, \tilde{a}^{\prime}\right\} \in \mathbb{B}_{N}^{B}} e^{5\left|Q_{3}\left(\tilde{\square}, \tilde{a}^{\prime}\right)\right|}\right\rangle_{\beta, N}^{\frac{2}{N^{3}}}  \tag{6.8}\\
& \quad \leqslant e^{2 C_{Q}^{\prime}\left|B_{3}\right|}
\end{align*}
$$

Inserting (6.6) and (6.8) into (6.5), and taking into account (6.7), yields (6.4) with $\tilde{C}_{Q}=\frac{C_{Q}^{\prime}}{15}$, thereby finishing the proof.

### 6.4 Equivalence of the lattice and Fourier cutoffs

This section is devoted to a proof of Proposition 6.4 using stochastic quantisation techniques. In Section 6.4.1, we give a rigorous interpretation to (1.3) via the change of variables (6.14). Subsequently, in Section 6.4.2, we establish that $\nu_{\beta, N}$ is the unique invariant measure of (1.3), see Proposition 6.18. In Section 6.4.3, we first establish that local solutions of spectral Galerkin and lattice approximations to (1.3) converge to the same limit (see Propositions 6.13 and 6.19); these approximations admit unique invariant measures given by $\nu_{\beta, N, K}$ and $\tilde{\nu}_{\beta, N, \varepsilon}$, respectively. Then, using the global existence of solutions and uniqueness of the invariant measure of (1.3), we show that both of these measures converge to $\nu_{\beta, N}$ as the cutoffs are removed.

### 6.4.1 Giving a meaning to (1.3)

Let $\xi$ be space-time white noise on $\mathbb{T}_{N}$ defined on a probability space $(\Omega, \mathbb{P})$. This means that $\xi$ is a Gaussian random distribution on $\Omega$ satisfying

$$
\mathbb{E}[\xi(\Phi) \xi(\Psi)]=\int_{0}^{\infty} \int_{\mathbb{T}_{N}} \Phi \Psi d x d t
$$

where $\Phi, \Psi \in C^{\infty}\left(\mathbb{R}_{+} \times \mathbb{T}_{N}\right)$ and $\mathbb{E}$ denotes expectation with respect to $\mathbb{P}$. We use the colour blue here to distinguish between the space random processes defined in Section 4 and the space-time random processes that we consider here.

We interpret (1.3) as the limit of renormalised approximations. For every $K \in$ $(0, \infty)$, the Glauber dynamics of $\nu_{\beta, N, K}$ is given by the stochastic PDE

$$
\begin{align*}
\left(\partial_{t}-\Delta+\eta\right) \Phi_{K}= & -\frac{4}{\beta} \rho_{K}\left(\rho_{K} \Phi_{K}\right)^{3} \\
& +\left(4+\eta+\frac{12}{\beta} \oslash_{K}+\frac{2 \gamma_{K}}{\beta^{2}}\right) \rho_{K}^{2} \Phi_{K}+\sqrt{2} \xi \tag{6.9}
\end{align*}
$$

Above, $\rho_{K}$ is as in Section 2 and we recall $\rho_{K}^{2} \neq \rho_{K} ; \bigcirc_{K}$ is defined in (2.1); and $\gamma_{K}=-4^{2} \cdot 3 \bigodot_{K}$, where $\bigodot_{K}$ is defined in (4.4).
Remark 6.7. Recall that the Glauber dynamics for the measure $\nu$ with formal density $d \nu(\phi) \propto e^{-\mathscr{H}(\phi)} \prod_{x \in \mathbb{T}_{N}} d \phi(x)$ is given by the (overdamped) Langevin equation

$$
\partial_{t} \Phi(t)=\partial_{\phi} \mathscr{H}(\Phi(t))+\sqrt{2} \xi
$$

where $\partial_{\phi} \mathscr{H}$ denotes the functional derivative of $\mathscr{H}$.
For fixed $K$, the (almost sure) global existence and uniqueness of mild solutions to (6.9) is standard (see e.g. [DPZ88, Section III]). Moreover, $\nu_{\beta, N, K}$ is its unique invariant measure (see [Zab89, Theorem 2]). The approximations (6.9), which we call spectral Galerkin approximations, are natural in our context since $\nu_{\beta, N}$ is constructed as the weak limit of $\nu_{\beta, N, K}$ as $K \rightarrow \infty$.

The difficulty in obtaining a local well-posedness theory that is stable in the limit $K \rightarrow \infty$ lies in the roughness of the white noise $\xi$. The key idea is to exploit that the small-scale behaviour of solutions to (6.9) is governed by the Ornstein-Uhlenbeck process

$$
\uparrow=\left(\partial_{t}-\Delta+\eta\right)^{-1} \sqrt{2} \xi .
$$

This allows us to obtain an expansion of $\Phi_{K}$ in terms of explicit (renormalised) multilinear functions of $\uparrow$, which give a more detailed description of the small-scale behaviour of $\Phi_{K}$, plus a more regular remainder term. Given the regularities of these explicit stochastic terms, the local solution theory then follows from deterministic arguments.

Remark 6.8. We are only concerned with the limit $K \rightarrow \infty$ in (6.9). We do not try to make sense of the joint $K, N \rightarrow \infty$ limit.

We use the paracontrolled distribution approach of [MW 17b], which is modification of the framework of [CC18] (both influenced by the seminal work of [GIP ${ }_{5}$ ]). In this approach, the expansion of $\Phi_{K}$ is given by an ansatz, see (6.10), that has similarities to the change of variables encountered in Section 5.4.1. See Remark 6.10. There are also related approaches via regularity structures [Hai14, Hai16, MW18] and renormalisation group [Kup 16], but we do not discuss them further.

For every $K \in(0, \infty)$, define

$$
\begin{aligned}
& { }^{{ }^{\prime}}{ }_{K}=\rho_{K}{ }^{\boldsymbol{v}} \\
& \nabla_{K}=\overbrace{K}^{2}-\bigcirc_{K} \\
& \boldsymbol{*}_{K}=\imath_{K}^{3}-3 १_{K} \bullet_{K} \\
& \widehat{\gamma}_{K}=\left(\partial_{t}-\Delta+\eta\right)^{-1} \rho_{K}{ }^{\nu_{K}} \\
& \boldsymbol{\psi}_{K}=\left(\partial_{t}-\Delta+\eta\right)^{-1} \rho_{K} \stackrel{\rightharpoonup}{*}_{K} \\
& \ddot{\psi}_{K}={ }_{K} \ominus \rho_{K} \stackrel{\psi}{K}_{K} \\
& \boldsymbol{\imath}_{K}=\boldsymbol{v}_{K} \ominus \rho_{K} \stackrel{\varphi}{\varphi}_{K}-\frac{2}{3} \ominus_{K} \\
& \dot{\psi}_{K}=\stackrel{\nu}{K}_{K} \ominus \rho_{K} \stackrel{\varphi}{\psi}_{K}-2 \ominus_{K}{ }^{\bullet}{ }_{K} .
\end{aligned}
$$

We recall that the colour blue is used to distinguish between the above space-time diagrams and the space diagrams of Section 4.1.1.
 stationary and almost surely an element of the Banach space

$$
\begin{aligned}
\mathfrak{x}_{T}= & C\left([0, T] ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right) \times C\left([0, T] ; \mathscr{C}^{-1-\kappa}\right) \\
& \times\left(C\left([0, T] ; \mathscr{C}^{\frac{1}{2}-\kappa}\right) \cap C^{\frac{1}{8}}\left([0, T] ; \mathscr{C}^{\frac{1}{4}-\kappa}\right)\right) \\
& \times C\left([0, T] ; \mathscr{C}^{-\kappa}\right) \times C\left([0, T] ; \mathscr{C}^{-\kappa}\right) \times C\left([0, T] ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)
\end{aligned}
$$

where the norm on $\mathfrak{X}_{T}$ is given by the maximum of the norms on the components. Above, for any $s \in \mathbb{R}, C\left([0, T] ; \mathscr{C}^{s}\right)$ consists of continuous functions $\Phi:[0, T] \rightarrow$ $\mathscr{C}^{s}$ and is a Banach space under the norm $\sup _{t \in[0, T]}\|\cdot\|_{\mathscr{C}^{s}}$. In addition, for any $\alpha \in$ $(0,1), C^{\alpha}\left([0, T] ; \mathscr{C}^{s}\right)$ consists of $\alpha$-Hölder continuous functions $\Phi:[0, T] \rightarrow \mathscr{C}^{s}$ and is a Banach space under the norm $\|\cdot\|_{C\left([0, T] ; \mathscr{G}^{s}\right)}+|\cdot|_{\alpha, T}$ where

$$
|\Phi|_{\alpha, T}=\sup _{0<s<t<T} \frac{\|\Phi(t)-\Phi(s)\|_{\mathscr{C}^{s}}}{|t-s|^{\alpha}} .
$$

Proposition 6.9. There exists a stochastic process $\Xi=(\uparrow, \vartheta, \psi, \psi, *, *, *)$ such that, for every $T>0, \Xi \in X_{T}$ almost surely and

$$
\lim _{K \rightarrow \infty} \mathbb{E}\left\|\Xi_{K}-\Xi\right\|_{x_{T}}=0
$$

Proof. The proof follows from [CC18, Section 4] (see also [MWX17] and [Hai 14, Section 10]). The only subtlety is to check that the renormalisation constants ${Q_{K}}$ and $\ominus_{K}$, which were determined by the field theory $\nu_{\beta, N}$, are sufficient to renormalise the space-time diagrams appearing in the analysis of the SPDE. Precisely, it suffices to show $\mathbb{E}\left[\nabla_{K}^{2}(t, x)\right]=\bigcirc_{K}$ and $\mathbb{E}\left[\nabla_{K} \rho_{K} \widehat{\varphi}_{K}(t, x)\right]=\frac{2}{3} \ominus_{K}$ for every $(t, x) \in$ $\mathbb{R}_{+} \times \mathbb{T}_{N}$.

There exists a set of complex Brownian motions $\left\{W^{n}(\bullet)\right\}_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}}$ defined on $(\Omega, \mathbb{P})$, independent modulo the condition $W^{n}(\bullet)=\overline{W^{-n}(\bullet)}$, such that

$$
\xi(\phi)=\frac{1}{N^{3}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} \int_{\mathbb{R}} \mathscr{F}(\phi)(t, n) N^{\frac{3}{2}} d W^{n}(t)
$$

for every $\phi \in L^{2}\left(\mathbb{R} \times \mathbb{T}_{N}\right)$.
For $t \geqslant 0$ and $n \in\left(N^{-1} \mathbb{Z}\right)^{3}$, let $H(t, n)=e^{-t\langle n\rangle^{2}}$ be the (spatial) Fourier transform of the heat kernel associated to $\left(\partial_{t}-\Delta+\eta\right)$. For any $K>0$, define $H_{K}(t, n)=\rho_{K}(n) H(t, n)$. We extend both kernels to $t \in \mathbb{R}$ by setting $H(t, \cdot)=$ $H_{K}(t, \cdot)=0$ for any $t<0$. Then

$$
\mathscr{F}_{K}(t, n)=\sqrt{2} N^{\frac{3}{2}} \int_{\mathbb{R}} H_{K}(t-s, n) d W^{n}(s) .
$$

By Parseval's theorem and Itô's isometry,

$$
\begin{aligned}
& \mathbb{E} \mathfrak{¢}_{K}^{2}(t, x) \\
& \quad=\frac{2}{N^{3}} \sum_{n_{1}, n_{2} \in\left(N^{-1} \mathbb{Z}\right)^{3}} \mathbb{E}\left[\left(\int_{\mathbb{R}} H_{K}\left(t-s, n_{1}\right) d W^{n_{1}}(s)\right)\left(\int_{\mathbb{R}} H_{K}\left(t-s, n_{2}\right) d W^{n_{2}}(s)\right)\right] \\
& \quad=\frac{2}{N^{3}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} \rho_{K}^{2}(n) \int_{-\infty}^{t} e^{-2(t-s)\langle n\rangle^{2}} d s=\bigcirc_{K}
\end{aligned}
$$

for all $(t, x) \in \mathbb{R}_{+} \times \mathbb{T}_{N}$. With this observation the convergence of ${ }^{{ }^{K}}, \stackrel{\rightharpoonup}{*}_{K}, ⿶_{K}$ and $\psi_{K}$ follows from mild adaptations of [CC18, Section 4].

For the remaining two diagrams, one can show from arguments in [CC18, Section 4] that
converge to well-defined space-time distributions.
Writing

$$
\vee(t, x)=\frac{1}{N^{3}} \sum_{n_{1}, n_{2} \in\left(N^{-1} \mathbb{Z}\right)^{3}} e_{n_{1}+n_{2}}(x) \int_{\mathbb{R}^{2}} H_{K}\left(t-s, n_{1}\right) H_{K}\left(t-r, n_{2}\right) d W^{n_{1}}(s) d W^{n_{2}}(r)
$$

we have, by Parseval's theorem and Itô's isometry,

$$
\begin{aligned}
& \mathbb{E}\left[\gamma_{K} \rho_{K} \vee(t, x)\right] \\
& =\frac{8}{N^{6}} \mathbb{E}\left[\sum_{\substack{n_{1}, n_{2}, n_{3}, n_{4} \in\left(N^{-1} \mathbb{Z}\right)^{3} \\
n_{1}+n_{3}=n_{2}+n_{4}=0}} e_{n_{1}+n_{2}+n_{3}+n_{4}}(x) \rho_{K}\left(n_{3}+n_{4}\right)\right. \\
& \times \int_{\mathbb{R}^{5}} H_{K}\left(t-s, n_{1}+n_{2}\right) H_{K}\left(s-u_{1}, n_{1}\right) H_{K}\left(s-u_{2}, n_{2}\right) H_{K}\left(t-u_{3}, n_{3}\right) \\
& \left.\times H_{K}\left(t-u_{4}, n_{4}\right) d W^{n_{1}}\left(u_{1}\right) d W^{n_{2}}\left(u_{2}\right) d W^{n_{3}}\left(u_{3}\right) d W^{n_{4}}\left(u_{4}\right) d s\right] \\
& =\frac{8}{N^{6}} \sum_{\substack{n_{1}, n_{2}, n_{3}, n_{4} \in\left(N^{-1} \mathbb{Z}\right)^{3} \\
n_{1}=-n_{3}, n_{2}=-n_{4}}} \rho_{K}\left(n_{3}+n_{4}\right) \int_{\mathbb{R}^{3}} H_{K}\left(t-s, n_{1}+n_{2}\right) H_{K}\left(s-u_{1}, n_{1}\right) \\
& \times H_{K}\left(s-u_{2}, n_{2}\right) H_{K}\left(t-u_{1}, n_{1}\right) H_{K}\left(t-u_{2}, n_{2}\right) d u_{1} d u_{2} d s \\
& =\frac{8}{N^{6}} \sum_{n_{1}, n_{2} \in\left(N^{-1} \mathbb{Z}\right)^{3}} \rho_{K}^{2}\left(n_{1}+n_{2}\right) \rho_{K}^{2}\left(n_{1}\right) \rho_{K}^{2}\left(n_{2}\right) \int_{\mathbb{R}} H\left(t-s, n_{1}+n_{2}\right) H\left(t-s, n_{1}\right) \\
& \times H\left(t-s, n_{2}\right) \int_{\mathbb{R}^{2}} H\left(2\left(s-u_{1}\right), n_{1}\right) H\left(2\left(s-u_{2}\right), n_{2}\right) d u_{1} d u_{2} d s \\
& =\frac{2}{N^{6}} \sum_{n_{1}, n_{2} \in\left(N^{-1} \mathbb{Z}\right)^{3}} \frac{\rho_{K}^{2}\left(n_{1}\right) \rho_{K}^{2}\left(n_{2}\right) \rho_{K}^{2}\left(n_{1}+n_{2}\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}\left(\left\langle n_{1}+n_{2}\right\rangle^{2}+\left\langle n_{1}\right\rangle^{2}+\left\langle n_{2}\right\rangle^{2}\right)^{2}} .
\end{aligned}
$$

By symmetry,

$$
\begin{aligned}
& \frac{2}{N^{6}} \sum_{n_{1}, n_{2} \in\left(N^{-1} \mathbb{Z}\right)^{3}} \frac{\rho_{K}^{2}\left(n_{1}\right) \rho_{K}^{2}\left(n_{2}\right) \rho_{K}^{2}\left(n_{1}+n_{2}\right)}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}\left(\left\langle n_{1}+n_{2}\right\rangle^{2}+\left\langle n_{1}\right\rangle^{2}+\left\langle n_{2}\right\rangle^{2}\right)} \\
& =\frac{2}{3 N^{6}} \sum_{n_{1}+n_{2}+n_{3}=0} \frac{\rho_{K}^{2}\left(n_{1}\right) \rho_{K}^{2}\left(n_{2}\right) \rho_{K}^{2}\left(n_{3}\right)}{\left\langle n_{1}\right\rangle^{2}+\left\langle n_{2}\right\rangle^{2}+\left\langle n_{3}\right\rangle^{2}} \\
& \quad \times\left(\frac{1}{\left\langle n_{1}\right\rangle^{2}\left\langle n_{2}\right\rangle^{2}}+\frac{1}{\left\langle n_{2}\right\rangle^{2}\left\langle n_{1}+n_{2}\right\rangle^{2}}+\frac{1}{\left\langle n_{1}+n_{2}\right\rangle^{2}\left\langle n_{1}\right\rangle^{2}}\right) \\
& \quad=\frac{2}{3} \ominus_{K}
\end{aligned}
$$

thereby completing the proof.
We return now to the solution theory for (1.3)/(6.9). Fix $K \in(0, \infty)$. Using the change of variables

$$
\begin{equation*}
\Phi_{K}=\bullet-\frac{4}{\beta} \stackrel{\Psi}{K}_{K}+\Upsilon_{K}+\Theta_{K} \tag{6.10}
\end{equation*}
$$

we say that $\Phi_{K}$ is a mild solution of (6.9) with initial data $\phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$ if $\left(\Upsilon_{K}, \Theta_{K}\right)$ is a mild solution to the system of equations

$$
\begin{align*}
& \left(\partial_{t}-\Delta+\eta\right) \Upsilon_{K}=F_{K}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right) \\
& \left(\partial_{t}-\Delta+\eta\right) \Theta_{K}=G_{K}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right) \tag{6.11}
\end{align*}
$$

where

$$
\begin{aligned}
F_{K}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)= & -\frac{4 \cdot 3}{\beta} \rho_{K}\left\{\nabla_{K} \ominus \rho_{K}\left(\Phi_{K}-\bullet\right)\right\} \\
G_{K}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)= & -\frac{4 \cdot 3}{\beta} \rho_{K}\left\{\nabla_{K} \ominus\left(-\frac{4}{\beta} \rho_{K} \stackrel{\vartheta}{K}_{K}+\rho_{K}\left(\Upsilon_{K}+\Theta_{K}\right)\right)\right\} \\
& -\frac{4 \cdot 3}{\beta} \rho_{K}\left\{\nabla_{K} \otimes \rho_{K}\left(\Phi_{K}-\bullet\right)+\bullet_{K}\left(\rho_{K}\left(\Phi_{K}-\bullet\right)\right)^{2}\right\} \\
& -\frac{4}{\beta} \rho_{K}\left(\rho_{K}\left(\Phi_{K}-\bullet\right)\right)^{3}+\left(4+\eta+\frac{2 \gamma_{K}}{\beta^{2}}\right) \rho_{K} \Phi_{K}
\end{aligned}
$$

with initial data $\left(\Upsilon_{K}(0, \cdot), \Theta_{K}(0, \cdot)\right)=\left(0, \phi_{0}+\sqrt{2}(0)-\frac{4 \cdot(\sqrt{2})^{3}}{\beta} \boldsymbol{\psi}_{K}(0)\right)$.
We split $G_{K}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)=G_{K}^{1}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)+G_{K}^{2}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)$,

$$
\begin{aligned}
G_{K}^{1}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)= & \frac{4^{2} \cdot 3}{\beta^{2}} \rho_{K}\left\{\mho_{K}+3 \imath_{K} \rho_{K}\left(\Phi_{K}-\imath\right)\right\} \\
& +G_{K}^{1, a}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)+G_{K}^{1, b}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right) \\
G_{K}^{2}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)= & -\frac{4 \cdot 3}{\beta} \rho_{K}\left\{\vartheta_{K} \ominus \rho_{K} \Theta_{K}+\vartheta_{K} \ominus \rho_{K}\left(\Phi_{K}-\bullet\right)\right. \\
& \left.+\imath_{K}\left(\rho_{K}\left(\Phi_{K}-\bullet\right)\right)^{2}\right\}-\frac{4}{\beta} \rho_{K}\left(\rho_{K}\left(\Phi_{K}-\bullet\right)\right)^{3}+(4+\eta) \rho_{K} \Phi_{K}
\end{aligned}
$$

where $G_{K}^{1, a}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)$ and $G_{K}^{2, a}\left(\Upsilon_{K}, \Theta_{K} ; \Xi_{K}\right)$ are commutator terms defined through the manipulations

$$
\begin{align*}
- & \frac{4 \cdot 3}{\beta} \rho_{K}\left\{v_{K} \ominus \rho_{K} \Upsilon_{K}\right\} \\
& =\frac{4^{2} \cdot 3^{2}}{\beta^{2}} \rho_{K}\left\{v_{K} \ominus \rho_{K}\left(\partial_{t}-\Delta+\eta\right)^{-1}\left(\rho_{K}\left\{v_{K} \ominus \rho_{K}\left(\Phi_{K}-\bullet\right)\right\}\right)\right\} \\
& =\frac{4^{2} \cdot 3^{2}}{\beta^{2}} \rho_{K}\left\{v_{K} \ominus \rho_{K}\left(\stackrel{\gamma}{K}_{K} \ominus \rho_{K}\left(\Phi_{K}-\bullet\right)\right)\right\}+G_{K}^{1, a}  \tag{6.12}\\
& =\frac{4^{2} \cdot 3^{2}}{\beta^{2}} \rho_{K}\left\{\left(v_{K} \ominus \rho_{K} \dddot{\vartheta}_{K}\right) \rho_{K}\left(\Phi_{K}-\bullet\right)\right\}+G_{K}^{1, a}+G_{K}^{1, b} .
\end{align*}
$$

The precise choice of the splitting of $\Phi_{K}-\bullet+\frac{4}{\beta} \uplus_{K}$ into $\Upsilon_{K}$ and $\Theta_{K}$ is explained in detail in [MW17b, Introduction]. For our purposes, it suffices to note that $\Upsilon_{K}$
captures the small-scale behaviour of this difference. On the other hand, $\Theta_{K}$ captures the large-scale behaviour: the term $G_{K}^{2}$ contains a cubic damping term in $\Theta_{K}$ (i.e. with a good sign). Finally, we note that there is a redundancy in the specification of initial condition: any choice such that $\Upsilon_{K}(0, \cdot)+\Theta_{K}(0, \cdot)=\phi_{0}+\bullet(0)-\frac{4}{\beta} \Psi(0)$ is sufficient. Our choice is informed by Remark 1.3 in [MW17b].

Remark 6.10. Rewriting (6.10) as

$$
\Phi_{K}=\bullet-\frac{4}{\beta} \stackrel{\vartheta}{H}_{K}-\frac{4 \cdot 3}{\beta}\left(\partial_{t}-\Delta+\eta\right)^{-1} \rho_{K}\left\{\stackrel{v}{K}^{\theta} \rho_{K}\left(\Phi_{K}-\bullet\right)\right\}+\Theta_{K}
$$

we note the similarity between the change of variables for the stochastic PDE given above and for the field theory in (5.21).

Formally taking $K \rightarrow \infty$ in (6.11) leads us to the following system:

$$
\begin{align*}
& \left(\partial_{t}-\Delta+\eta\right) \Upsilon=F(\Upsilon, \Theta ; \Xi) \\
& \left(\partial_{t}-\Delta+\eta\right) \Theta=G(\Upsilon, \Theta ; \Xi) \tag{6.13}
\end{align*}
$$

where

$$
\begin{aligned}
& F(\Upsilon, \Theta ; \Xi)=-\frac{4 \cdot 3}{\beta} \boldsymbol{v} \ominus\left(-\frac{4}{\beta} \stackrel{\varphi}{ }+\Upsilon+\Theta\right) \\
& G(\Upsilon, \Theta ; \Xi)=G^{1}(\Upsilon, \Theta ; \Xi)+G^{2}(\Upsilon, \Theta ; \Xi) \\
& G^{1}(\Upsilon, \Theta ; \Xi)=\frac{4^{2} \cdot 3}{\beta^{2}}\left(\therefore+3 \approx\left(-\frac{4}{\beta} \Psi+\Upsilon+\Theta\right)\right) \\
& +G^{1, a}(\Upsilon, \Theta ; \Xi)+G^{2, b}(\Upsilon, \Theta ; \Xi) \\
& G^{2}(\Upsilon, \Theta ; \Xi)=-\frac{4 \cdot 3}{\beta}\left(\forall \ominus \Theta+\nu \ominus\left(-\frac{4}{\beta} \stackrel{\Psi}{ }+\Upsilon+\Theta\right)\right) \\
& -\frac{4 \cdot 3}{\beta} \cdot\left(-\frac{4}{\beta} \dot{\varphi}+\Upsilon+\Theta\right)^{2} \\
& -\frac{4}{\beta}\left(-\frac{4}{\beta} \Psi+\Upsilon+\Theta\right)^{3} \\
& +(4+\eta)\left(1-\frac{4}{\beta} \Psi+\Upsilon+\Theta\right)
\end{aligned}
$$

and $G^{1, a}$ and $G^{1, b}$ are commutator terms defined analogously as in (6.12).
For every $T>0$, define the Banach space

$$
\begin{aligned}
\boldsymbol{y}_{T}= & {\left[C\left([0, T] ; \mathscr{C}^{-\frac{3}{5}}\right) \cap C\left((0, T] ; \mathscr{C}^{\frac{1}{2}+2 \kappa}\right) \cap C^{\frac{1}{8}}\left((0, T] ; L^{\infty}\right)\right] } \\
& \times\left[C\left([0, T] ; \mathscr{C}^{-\frac{3}{5}}\right) \cap C\left((0, T] ; \mathscr{C}^{1+2 \kappa}\right) \cap C^{\frac{1}{8}}\left((0, T] ; L^{\infty}\right)\right]
\end{aligned}
$$

equipped with the norm

$$
\begin{aligned}
& \|(\Upsilon, \Theta) \|_{y_{T}} \\
&= \max \left\{\sup _{0 \leqslant t \leqslant T}\|\Upsilon(t)\|_{\mathscr{C}^{-\frac{3}{5}}}, \sup _{0<t \leqslant T} t^{\frac{3}{5}}\|\Upsilon(t)\|_{\mathscr{C}^{\frac{1}{2}+2 \kappa}}, \sup _{0<s<t \leqslant T} s^{\frac{1}{2}} \frac{\|\Upsilon(t)-\Upsilon(s)\|_{L^{\infty}}}{|t-s|^{\frac{1}{8}}},\right. \\
& \sup _{0 \leqslant t \leqslant T}\|\Theta(t)\|_{\mathscr{C}^{-\frac{3}{5}}}, \sup _{0<t \leqslant T} t^{\frac{17}{20}}\|\Theta(t)\|_{\mathscr{C}^{1+2 \kappa}}, \sup _{0<s<t \leqslant T} s^{\frac{1}{2}}\|\Theta(t)-\Theta(s)\|_{L^{\infty}} \\
&|t-s|^{\frac{1}{8}}
\end{aligned} . \quad .
$$

Remark 6.11. The choice of exponents in function spaces in $\mathscr{Y}_{T}$, as well as the choice of exponents in the blow-up at $t=0$ in $\|\cdot\|_{y_{T}}$, corresponds to the one made in [MW17b]. It is arbitrary to an extent: it depends on the choice of initial condition, which must have Besov-Hölder regularity strictly better than $-\frac{2}{3}$.

The local well-posedness of (6.13) follows from entirely deterministic arguments, so we state it with $\Xi$ replaced by any deterministic $\tilde{\Xi}$.

Proposition 6.12. Let $\tilde{\Xi} \in \mathscr{X}_{T_{0}}$ for any $T_{0}>0$, and let $\left(\Upsilon_{0}, \Theta_{0}\right) \in \mathscr{C}^{-\frac{3}{5}} \times \mathscr{C}^{-\frac{3}{5}}$. Then, there exists $T=T\left(\|\tilde{\Xi}\|_{x_{T_{0}}},\left\|\Upsilon_{0}\right\|_{\mathscr{C}^{-\frac{3}{5}}},\left\|\Theta_{0}\right\|_{\mathscr{C}^{-\frac{3}{5}}}\right) \in\left(0, T_{0}\right]$ such that there is $a$ unique mild solution $(\Upsilon, \Theta) \in Y_{T}$ to (6.13) with initial data $\left(\Upsilon_{0}, \Theta_{0}\right)$.

In addition, let $\tilde{\Xi}, \Xi^{\prime} \in X_{T_{0}}$ such that $\|\tilde{\Xi}\|_{X_{T_{0}}},\left\|\Xi^{\prime}\right\|_{X_{T_{0}}} \leqslant R$ for some $R>0$, and let $\left(\Upsilon_{0}^{1}, \Theta_{0}^{1}\right),\left(\Upsilon_{0}^{2}, \Theta_{0}^{2}\right) \in \mathscr{C}^{-\frac{3}{5}} \times \mathscr{C}^{-\frac{3}{5}}$. Let the respective solutions to (6.13) be $\left(\Upsilon^{1}, \Theta^{1}\right) \in \mathcal{Y}_{T_{1}}$ and $\left(\Upsilon^{2}, \Theta^{2}\right) \in \mathscr{Y}_{T_{2}}$ and define $T=\min \left(T_{1}, T_{2}\right)$. Then there exists $C=C(R)>0$ such that

$$
\left\|\left(\Upsilon^{1}, \Theta^{1}\right)-\left(\Upsilon^{2}, \Theta^{2}\right)\right\|_{y_{T}} \leqslant C\left(\left\|\Upsilon_{0}^{1}-\Upsilon_{0}^{2}\right\|_{\mathscr{C}^{-\frac{3}{5}}}+\left\|\Theta_{0}^{1}-\Theta_{0}^{2}\right\|_{\mathscr{C}^{-\frac{3}{5}}}+\left\|\tilde{\Xi}-\Xi^{\prime}\right\|_{X_{T_{0}}}\right)
$$

Proof. Proposition 6.12 is proven in Theorem 2.1 [MW17b] (see also Theorem 3.1 [CC18]) by showing that the mild solution map

$$
\begin{aligned}
&(\Upsilon, \Theta) \mapsto\left(\left(\partial_{t}-\Delta+\eta\right)^{-1} \Upsilon_{0},\left(\partial_{t}-\Delta+\eta\right)^{-1} \Theta_{0}\right) \\
& \quad+\left(\left(\partial_{t}-\Delta+\eta\right)^{-1} F(\Upsilon, \Theta ; \tilde{\Xi}),\left(\partial_{t}-\Delta+\eta\right)^{-1} G(\Upsilon, \Theta ; \tilde{\Xi})\right)
\end{aligned}
$$

is a contraction in the ball

$$
\mathcal{Y}_{T, M}=\left\{(\tilde{\Upsilon}, \tilde{\Theta}) \in \mathcal{Y}_{T}:\|(\tilde{\Upsilon}, \tilde{\Theta})\|_{y_{T}} \leqslant M\right\}
$$

provided that $T$ is taken sufficiently small and $M$ is taken sufficiently large (both depending on the norm of the initial data and of $\|\tilde{\Xi}\|_{x_{T_{0}}}$ ).

We say that $\Phi \in C\left([0, T] ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ is a mild solution to (1.3) with initial data $\phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$ if

$$
\begin{equation*}
\Phi=\mathfrak{\imath}-\frac{4}{\beta} \Psi \uparrow+\Upsilon+\Theta \tag{6.14}
\end{equation*}
$$

where $(\Upsilon, \Theta) \in \mathscr{Y}_{T}$ is a solution to (6.13) with $\Xi$ as in Proposition 6.9 and initial data $\left(0, \phi_{0}+\boldsymbol{\bullet}(0)-\frac{4}{\beta} \boldsymbol{\Psi}(0)\right)$.
Proposition 6.13. For any $\phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$, let $\Phi \in C\left([0, T] ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ be the unique solution of (1.3) with initial data $\phi_{0}$ up to time $T>0$. In addition, for any $K \in(0, \infty)$, let $\Phi_{K} \in C\left(\mathbb{R}_{+} ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ be the unique global solution of (6.9) with initial data $\rho_{K} \phi_{0}$.

Then,

$$
\lim _{K \rightarrow \infty} \mathbb{E}\left\|\Phi-\Phi_{K}\right\|_{C\left([0, T] ; G^{-\frac{1}{2}-\kappa}\right)}=0
$$

Proof. It suffices to show convergence of $\left(\Upsilon_{K}, \Theta_{K}\right)$ to $(\Upsilon, \Theta)$ as $K \rightarrow \infty$. This follows from Proposition 6.9 and mild adaptations of arguments in [MW17b, Section 2].

Proposition 6.13 implies that $\Phi_{K} \rightarrow \Phi$ in probability in $C\left([0, T] ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)$. Local-in-time convergence is not sufficient for our purposes.

The following proposition establishing global well-posedness of (1.3).
Proposition 6.14. For every $\phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$ let $\Phi \in C\left(\left[0, T^{*}\right) ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ be the unique solution to (1.3) with initial condition $\phi_{0}$ and where $T^{*}>0$ is the maximal time of existence. Then $T^{*}=\infty$ almost surely.
Proof. Proposition 6.14 is a consequence of a strong a priori bound on solutions to (6.13) established in [MW17b, Theorem 1.1].

An immediate corollary of Proposition 6.14 is a global-in-time convergence result sufficient for our purposes.
Corollary 6.15. For every $\phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$, let $\Phi \in C\left(\mathbb{R}_{+} ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ be the unique global solution to (1.3) with initial condition $\phi_{0}$. For every $K \in(0, \infty)$, let $\Phi_{K} \in$ $C\left(\mathbb{R}_{+} ; \mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ be the unique global solution to (6.9) with initial condition $\rho_{K} \phi_{0}$.

For every $T>0$,

$$
\lim _{K \rightarrow \infty} \mathbb{E}\left\|\Phi_{K}-\Phi\right\|_{C\left([0, T] ; \mathbb{C}^{-\frac{1}{2}-\kappa}\right)}=0
$$

Remark 6.16. The infinite constant in (1.3) represents the renormalisation constants of the approximating equation (6.9) going to infinity as $K \rightarrow \infty$. Note that there is a one-parameter family of distinct nontrivial "solutions" to (1.3) corresponding to taking finite shifts of the renormalisation constants. However, the use of $\Xi$ in the change of variables (6.14) fixes the precise solution.

### 6.4.2 $\nu_{\beta, N}$ is the unique invariant measure of (6.14)

Denote by $B_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ the set of bounded measurable functions on $\mathscr{C}^{-\frac{1}{2}-\kappa}$ and by $C_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right) \subset B_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ the set of bounded continuous functions on $\mathscr{C}^{-\frac{1}{2}-\kappa}$.

Let $\Phi(\cdot ; \cdot)$ be the solution map to (1.3): for $\phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$ and $t \in \mathbb{R}_{+}, \Phi\left(t ; \phi_{0}\right)$ is the solution at time $t$ to (1.3) with initial condition $\phi_{0}$. For every $t>0$, define $\mathscr{P}_{t}^{\beta, N}: B_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right) \rightarrow B_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right)$ by

$$
\left(\mathscr{P}_{t}^{\beta, N} F\right)\left(\phi_{0}\right)=\mathbb{E} F\left(\Phi\left(t ; \phi_{0}\right)\right)
$$

for $F \in B_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right), \phi_{0} \in \mathscr{C}^{-\frac{1}{2}-\kappa}$, and $t \in \mathbb{R}_{+}$.
Proposition 6.17. The solution $\Phi$ to (1.3) is a Markov process and its transition semigroup $\left(\mathscr{P}_{t}^{\beta, N}\right)_{t \geqslant 0}$ satisfies the strong Feller property, i.e. $\mathscr{P}_{t}: B_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right) \rightarrow$ $C_{b}\left(\mathscr{C}^{-\frac{1}{2}-\kappa}\right)$.
Proof. See [HM18b, Theorem 3.2].
Proposition 6.18. The measure $\nu_{\beta, N}$ is the unique invariant measure of (1.3).
Proof. By Proposition 2.1 the measures $\nu_{\beta, N, K}$ converge weakly to $\nu_{\beta, N}$ as $K \rightarrow$ $\infty$. Hence, by Skorokhod's representation theorem [Bilo8, Theorem 25.6] we can assume that there exists a sequence of random variables $\left\{\phi_{K}\right\}_{K \in \mathbb{N}} \subset \mathscr{C}^{-\frac{1}{2}-\kappa}$ defined on the probability space $(\Omega, \mathbb{P})$, independent of the white noise $\xi$, such that $\phi_{K} \sim$ $\nu_{\beta, N, K}$ and $\phi_{K}$ converges almost surely to a random variable $\phi \sim \nu_{\beta, N}$.

For every $K \in(0, \infty)$, recall that the unique invariant measure of (6.9) is $\nu_{\beta, N, K}$. Let $\Phi_{K}$ denote the solution to (6.9) with random initial data $\phi_{K}$. Hence, $\Phi_{K}(t) \sim \nu_{\beta, N, K}$ for all $t \in \mathbb{R}_{+}$.

Denote by $\Phi$ the solution to (1.3) with initial condition $\phi$. By Proposition 6.14, $\Phi_{K}(t)$ converges in distribution to $\Phi(t)$ for every $t \in \mathbb{R}$, which implies $\Phi(t) \sim \nu_{\beta, N}$. Thus, $\nu_{\beta, N}$ is an invariant measure of (1.3). As a consequence of the strong Feller property in Proposition 6.17, we obtain that $\nu_{\beta, N}$ is the unique invariant measure of (1.3).

### 6.4.3 Proof of Proposition 6.4

The Glauber dynamics of $\tilde{\nu}_{\beta, N, \varepsilon}$ is given by the system of SDEs

$$
\begin{align*}
\frac{d}{d t} \tilde{\Phi} & =\Delta^{\varepsilon} \tilde{\Phi}-\frac{4}{\beta} \tilde{\Phi}^{3}+\left(4+\delta m^{2}(\varepsilon, \eta)\right) \tilde{\Phi}+\sqrt{2} \xi_{\varepsilon}  \tag{6.15}\\
\tilde{\Phi}(0, \cdot) & =\varphi(\cdot)
\end{align*}
$$

where $\tilde{\Phi}: \mathbb{R}_{+} \times \mathbb{T}_{N}^{\varepsilon} \rightarrow \mathbb{R}, \varphi \in \mathbb{R}^{\mathbb{T}_{N}^{\varepsilon}}$, and $\xi_{\varepsilon}$ is the lattice discretisation of $\xi$ given by

$$
\xi_{\varepsilon}(t, x)=\frac{4^{3}}{\varepsilon^{3}} \int_{\mathbb{T}_{N}} \xi\left(t, x^{\prime}\right) \mathbf{1}_{\left|x-x^{\prime}\right| \leqslant \frac{\varepsilon}{4}} d x^{\prime}
$$

Note that the integral above means duality pairing between $\xi(t, \cdot)$ and $\mathbf{1}_{|x-| \leqslant \frac{\varepsilon}{4}}$.
For each $\varepsilon>0$, the global existence and uniqueness of (6.15), as well as the fact that $\tilde{\nu}_{\beta, N, \varepsilon}$ is its unique invariant measure, is well-known.

The following proposition establishes a global-in-time convergence result for solutions of (6.15) to solutions of (1.3).

Proposition 6.19. For every $\varepsilon>0$, denote by $\tilde{\Phi}^{\varepsilon}$ the unique global solution to (6.15) with initial data $\varphi_{\varepsilon} \in \mathbb{R}^{\mathbb{T}_{N}^{\varepsilon}}$. In addition, denote by $\Phi$ the unique global solution to (1.3) with initial data $\phi \in \mathscr{C}^{-\frac{1}{2}-\kappa}$.

Then, there exists a choice of constants $\delta m^{2}(\varepsilon, \eta) \rightarrow \infty$ as $\varepsilon \rightarrow 0$ such that, for every $T>0$,

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left\|\Phi-\operatorname{ext}^{\varepsilon} \tilde{\Phi}^{\varepsilon}\right\|_{C\left([0, T] ; \boldsymbol{G}^{-\frac{1}{2}-\kappa}\right)}=0
$$

provided that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|\phi-\operatorname{ext}^{\varepsilon} \varphi_{\varepsilon}\right\|_{\mathscr{G}-\frac{1}{2}-\kappa}=0 \tag{6.16}
\end{equation*}
$$

almost surely.
Proof. See [ZZ18b, Theorem 1.1] or [HM18a, Theorem 1.1].
The next proposition establishes that the lattice measures are tight.
Proposition 6.20. Let $\delta m^{2}(\bullet, \eta)$ be as in Proposition 6.19. Then, ext $_{*}^{\varepsilon} \tilde{\nu}_{\beta, N, \varepsilon}$ converges weakly to a measure $\nu$ as $\varepsilon \rightarrow 0$.

Proof. See [Par75, BFS83, GH18].
Proof of Proposition 6.4. For every $\varepsilon>0$, let $\varphi_{\varepsilon} \sim \tilde{\nu}_{\beta, N, \varepsilon}$ be a random variable on $(\Omega, \mathbb{P})$ and independent of the white noise $\xi$. By Proposition 6.20 and in light of Skorokhod's representation theorem [Bilo8, Theorem 25.6], we may assume that ext $^{\varepsilon} \varphi_{\varepsilon}$ converges almost surely to $\phi \sim \nu$ as $\varepsilon \rightarrow 0$. Reflection positivity is preserved by weak limits hence, by Lemma 6.3, $\nu$ is reflection positive.

Denote by $\tilde{\Phi}^{\varepsilon}$ the solution to (6.15) with initial data $\varphi_{\varepsilon}$. Since $\tilde{\nu}_{\beta, N, \varepsilon}$ is the invariant measure of (6.15), $\tilde{\Phi}^{\varepsilon}(t) \sim \tilde{\nu}_{\beta, N, \varepsilon}$ for every $t \in \mathbb{R}_{+}$.

Denote by $\Phi$ the (global-in-time) solution to (1.3) with initial data $\phi$. For every $t>0, \operatorname{ext}^{\varepsilon} \tilde{\Phi}^{\varepsilon}(t) \rightarrow \Phi(t)$ in distribution as $\varepsilon \rightarrow 0$ as a consequence of Proposition 6.19. Hence, $\Phi(t) \sim \nu$ for every $t>0$. Thus, $\nu$ is an invariant measure of (1.3). By Proposition 6.17 the invariant measure of (1.3) is unique. Therefore, $\nu=\nu_{\beta, N}$.

## 7 Decay of spectral gap

Proof of Corollary 1.3. The Markov semigroup $\left(\mathscr{P}_{t}^{\beta, N}\right)_{t \geqslant 0}$ associated to (1.3) is reversible with respect to $\nu_{\beta, N}$ (see [HM18a, Corollary 1.3] or [ZZ18a, Lemma 4.2]). Thus, one can express $\lambda_{\beta, N}$ as the sharpest constant in the Poincaré inequality

$$
\begin{equation*}
\lambda_{\beta, N}=\inf _{F \in D\left(\mathscr{C}_{\beta, N}\right)} \frac{\mathscr{E}_{\beta, N}(F, F)}{\left\langle F^{2}\right\rangle_{\beta, N}-\langle F\rangle_{\beta, N}^{2}}>0 \tag{7.1}
\end{equation*}
$$

where $\mathscr{E}_{\beta, N}$ is the associated Dirichlet form with domain $D\left(\mathscr{C}_{\beta, N}\right) \subset L^{2}\left(\nu_{\beta, N}\right)$. See [ZZ18a, Corollary 1.5].

The proof of Corollary 1.3 amounts to choosing the right test function in (7.1) and then using the explicit expression for $\mathscr{E}_{\beta, N}$ for sufficiently nice functions due to [ZZ18a, Theorem 1.2].

Let Cyl be the set of $F \in L^{2}\left(\nu_{\beta, N}\right)$ of the form

$$
F(\cdot)=f\left(l_{1}(\cdot), \ldots, l_{m}(\cdot)\right)
$$

where $m \in \mathbb{N}, f \in C_{b}^{1}\left(\mathbb{R}^{m}\right), l_{1}, \ldots, l_{m}$ are real trigonometric polynomials, and $l_{i}(\cdot)$ denotes the $\left(L^{2}\right)$ duality pairing between $l_{i}$ and elements in $\mathscr{C}^{-\frac{1}{2}-\kappa}$. For any $F \in \mathrm{Cyl}$, let $\partial_{l_{i}} F$ denote the Gâteaux derivative of $F$ in direction $l_{i}$. Let $\nabla F: \mathscr{C}^{-\frac{1}{2}-\kappa} \rightarrow \mathbb{R}$ be the unique function such that $\partial_{l_{i}} F(\phi)=\int_{\mathbb{T}_{N}} \nabla F(\phi) l_{i} d x$ for every $\phi \in \mathscr{C}^{-\frac{1}{2}-\kappa}$. In other words, $\nabla F$ is the representation of the Gâteaux derivative with respect to the $L^{2}$ inner product. Then, for any $F, G \in \mathrm{Cyl}$,

$$
\mathscr{E}_{\beta, N}(F, G)=\left\langle\int_{\mathbb{T}_{N}} \nabla F \nabla G d x\right\rangle_{\beta, N} .
$$

Now we choose a test function in Cyl to insert into (7.1). Take any $\zeta \in(0,1)$ and $m \in[0,(1-\zeta) \sqrt{\beta})$. Let $\chi_{m}: \mathbb{R} \rightarrow \mathbb{R}$ be a smooth, non-decreasing odd function such that $\chi_{m}(a)=-1$ for $a \leqslant-m$ and $\chi_{m}(a)=1$ for $a \geqslant m$. Define

$$
F(\phi)=\chi_{m}\left(\mathfrak{m}_{N}(\phi)\right) .
$$

Then, $F \in \mathrm{Cyl}$ and $\langle F\rangle_{\beta, N}=0$. Moreover, its Fréchet derivative $D F$ is supported on the set $\left\{\mathfrak{m}_{N} \in[-m, m]\right\}$.

Thus, inserting $F$ into (7.1), we obtain

$$
\begin{equation*}
\lambda_{\beta, N} \leqslant \frac{\mathscr{C}_{\beta, N}(F, F)}{\left\langle F^{2}\right\rangle_{\beta, N}} \leqslant \frac{\left\|\int_{\mathbb{T}_{N}}|\nabla F|^{2} d x\right\|_{L^{\infty}\left(\nu_{\beta, N}\right)}}{\left\langle F^{2}\right\rangle_{\beta, N}} \nu_{\beta, N}\left(\mathfrak{m}_{N} \in[-m, m]\right) . \tag{7.2}
\end{equation*}
$$

For any $g \in L^{2}\left(\mathbb{T}_{N}\right)$ and $\varepsilon>0$, by the linearity of $\mathfrak{m}_{N}$ and the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\frac{F(\phi+\varepsilon g)-F(\phi)}{\varepsilon} & \leqslant\left|\chi_{m}^{\prime}\right|_{\infty}\left|\frac{\mathfrak{m}_{N}(\phi+\varepsilon g)-\mathfrak{m}_{N}(\phi)}{\varepsilon}\right| \\
& \leqslant\left|\chi_{m}^{\prime}\right|_{\infty} \frac{\int_{\mathbb{T}_{N}} g d x}{N^{3}} \leqslant\left|\chi_{m}^{\prime}\right|_{\infty} \frac{\left(\int_{\mathbb{T}_{N}} g^{2} d x\right)^{\frac{1}{2}}}{N^{\frac{3}{2}}}
\end{aligned}
$$

where $\chi_{m}^{\prime}$ is the derivative of $\chi_{m}$ and $|\cdot|_{\infty}$ denotes the supremum norm. Note that this estimate is uniform over $\phi \in \mathscr{C}^{-\frac{1}{2}-}$. Then, by duality and the definition of $\nabla F$,

$$
\begin{align*}
\left\|\int_{\mathbb{T}_{N}}|\nabla F|^{2} d x\right\|_{L^{\infty}\left(\nu_{\beta, N}\right)} & =\|\left(\sup _{g \in L^{2}: \int_{\mathbb{T}_{N}}} g^{2} d x=1\right.  \tag{7.3}\\
& \left.\int_{\mathbb{T}_{N}} \nabla F g d x\right)^{2} \|_{L^{\infty}\left(\nu_{\beta, N}\right)} \\
& \leqslant \frac{\left|\chi_{m}^{\prime}\right|_{\infty}^{2}}{N^{3}} .
\end{align*}
$$

For the other term in (7.2), using that $F^{2}$ is identically 1 on $\left\{\left|\mathfrak{m}_{N}\right| \geqslant m\right\}$,

$$
\begin{align*}
\left\langle F^{2}\right\rangle_{\beta, N} & =\nu_{\beta, N}\left(\left|\mathfrak{m}_{N}\right| \geqslant m\right)+\left\langle F^{2} \mathbf{1}_{\mathfrak{m}_{N} \in(-m, m)}\right\rangle_{\beta, N} \\
& \geqslant 1-\nu_{\beta, N}\left(\mathfrak{m}_{N} \in(-m, m)\right) .
\end{align*}
$$

We insert (7.3) and (7.4) into (7.2) to give

$$
\lambda_{\beta, N} \leqslant \frac{\left|\chi_{m}\right|_{\infty}^{2}}{N^{3}} \frac{\nu_{\beta, N}\left(\mathfrak{m}_{N} \in[-m, m]\right)}{1-\nu_{\beta, N}\left(\mathfrak{m}_{N} \in(-m, m)\right)} .
$$

By Theorem 1.2, there exists $C=C(\zeta, \eta)>0$ and $\beta_{0}=\beta_{0}(\zeta, \eta)>0$ such that, for all $\beta>\beta_{0}$,

$$
\lambda_{\beta, N} \leqslant \frac{\left|\chi_{m}^{\prime}\right|_{\infty}^{2}}{N^{3}} \frac{e^{-C \sqrt{\beta} N^{2}}}{1-e^{-C \sqrt{\beta} N^{2}}}
$$

from which (1.4) follows.

## A Analytic notation and toolbox

## A. 1 Basic function spaces on the torus

Let $\mathbb{T}_{N}=(\mathbb{R} / N \mathbb{Z})^{3}$ be the $3_{3} \mathrm{D}$ torus of sidelength $N \in \mathbb{N}$. Denote by $C^{\infty}\left(\mathbb{T}_{N}\right)$ the space of smooth functions on $\mathbb{T}_{N}$ and by $S^{\prime}\left(\mathbb{T}_{N}\right)$ the space of distributions. For $\phi \in S^{\prime}\left(\mathbb{T}_{N}\right)$ and $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$, we write $\int_{\mathbb{T}_{N}} \phi f d x$ to denote their duality pairing.

For any $p \in[1, \infty]$, let $L^{p}\left(\mathbb{T}_{N}\right)=L^{p}\left(\mathbb{T}_{N}, \not d x\right)$ denote the Lebesgue space with respect to the normalised Lebesgue measure $d x=\frac{d x}{N^{3}}$.

Let $\mathscr{F}$ denote the Fourier transform, i.e. for any $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$ and $n \in\left(N^{-1} \mathbb{Z}\right)^{3}$,

$$
\mathscr{F} f(n)=\int_{\mathbb{T}_{N}} f e_{-n} d x, \quad f=\frac{1}{N^{3}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} \mathscr{F} f(n) e_{n}
$$

where $e_{n}(x)=e^{2 \pi i n \cdot x}$.
For any $\rho: \mathbb{R}^{3} \rightarrow \mathbb{R}$, let $T_{\rho}$ be the Fourier multiplier with symbol $\rho(\cdot)$ defined on smooth functions via

$$
T_{\rho} f=\frac{1}{N^{3}} \sum_{n \in\left(N^{-1} \mathbb{Z}\right)^{3}} \rho(n) \mathscr{F} f(n) e_{n}
$$

When clear from context, we simply write $\rho f$ instead of $T_{\rho} f$.
For $s \in \mathbb{R}$, the inhomogeneous Sobolev space $H^{s}$ is the completion of $f \in C^{\infty}$ with respect to the norm

$$
\|f\|_{H^{s}}=\left\|\langle\cdot\rangle^{s} f\right\|_{L^{2}}
$$

where $\langle\cdot\rangle=\sqrt{\eta+4 \pi^{2}|\cdot|^{2}}$ for a fixed $\eta>0$ (see Section 2). The norms depend on $\eta$ but they are equivalent for different choices.

## A. 2 Besov spaces

In this section, we introduce Besov spaces on $\mathbb{T}_{N}$ and give some useful estimates. All of the results can be found in [BCD11, Section 2.7] stated for Besov spaces on $\mathbb{R}^{3}$, but can be adapted to $\mathbb{T}_{N}$.

Let $B(x, r)$ denote the ball centred at $x \in \mathbb{R}^{3}$ of radius $r>0$ and let $A$ denote the annulus $B\left(0, \frac{4}{3}\right) \backslash B\left(0, \frac{3}{8}\right)$. Let $\tilde{\Delta}, \Delta \in C_{c}^{\infty}\left(\mathbb{R}^{3} ;[0,1]\right)$ be radially symmetric and satisfy

- $\operatorname{supp} \tilde{\chi} \subset B\left(0, \frac{4}{3}\right)$ and $\operatorname{supp} \chi \subset A$;
- $\sum_{k \geqslant-1} \chi_{k}=1$, where $\chi_{-1}=\tilde{\chi}$ and $\chi_{k}(\cdot)=\chi\left(2^{-k}.\right)$ for $k \in \mathbb{N} \cup\{0\}$.

Identify $\Delta_{k}$ with its Fourier multiplier.
$\left\{\Delta_{k}\right\}_{k \in \mathbb{N} \cup\{-1\}}$ are called Littlewood-Paley projectors. For $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$, we have

$$
f=\sum_{k \geqslant-1} \Delta_{k} f .
$$

For $k \geqslant 0, \Delta_{k} f$ contains the frequencies of $f$ order $2^{k} . \Delta_{-1}$ contains all the low frequencies (i.e. of size less than order 1).

For $s \in \mathbb{R}, p, q \in[1, \infty]$, we define the Besov spaces $B_{p, q}^{s}\left(\mathbb{T}_{N}\right)$ to be the completion of $C^{\infty}\left(\mathbb{T}_{N}\right)$ with respect to the norm

$$
\|f\|_{B_{p, q}^{s}}=\left\|\left(2^{k s}\left\|\Delta_{k} f\right\|_{L^{p}}\right)_{k \geqslant-1}\right\|_{l^{q}}
$$

where $l^{q}$ is the usual space of $q$-summable sequences, interpreted as a supremum when $q=\infty$. Note that these spaces are separable. Besov-Hölder spaces are denoted $B_{\infty, \infty}^{s}\left(\mathbb{T}_{N}\right)=\mathscr{C}^{s}\left(\mathbb{T}_{N}\right)$ and are a strict subset of the usual Hölder spaces (which are not separable) for $s \in \mathbb{R}_{+} \backslash \mathbb{N}$. Moreover, the $B_{2,2}^{s}\left(\mathbb{T}_{N}\right)=H^{s}\left(\mathbb{T}_{N}\right)$ and their norms are equivalent.

Proposition A. 1 (Duality). Let $s \in \mathbb{R}$ and $p_{1}, p_{2}, q_{1}, q_{2} \in[1, \infty]$ such that $\frac{1}{p_{1}}+\frac{1}{p_{2}}=$ $\frac{1}{q_{1}}+\frac{1}{q_{2}}=1$. Then,

$$
\begin{equation*}
\left|\int_{\mathbb{T}_{N}} f g d x\right| \leqslant\|f\|_{B_{p_{1}, q_{1}}^{-s}}\|g\|_{B_{p_{2}, q_{2}}^{s}} \tag{1.1}
\end{equation*}
$$

for $f, g \in C^{\infty}\left(\mathbb{T}_{N}\right)$.
Proof. See [GOTW18, Lemma 2.1].
Proposition A. 2 (Fractional Leibniz estimate). Let $s \in \mathbb{R}, p, p_{1}, p_{2}, p_{3}, p_{4}, q \in[1, \infty]$ satisfy $\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}+\frac{1}{p_{4}}$. Then, there exists $C=C\left(s, p_{1}, p_{2}, p_{3}, p_{4}, q, \eta\right)>0$ such that

$$
\begin{equation*}
\|f g\|_{B_{p, q}^{s}} \leqslant C\|f\|_{B_{p_{1}, q}^{s}}\|g\|_{L^{p_{2}}}+\|f\|_{L^{p_{3}}}\|g\|_{B_{p_{4}, q}^{s}} \tag{1.2}
\end{equation*}
$$

for $f, g \in C^{\infty}\left(\mathbb{T}_{N}\right)$.
Proof. See [GOTW18, Lemma 2.1].
Proposition A. 3 (Interpolation). Let $s, s_{1}, s_{2} \in \mathbb{R}$ such that $s_{1}<s<s_{2}$, $p, p_{1}, p_{2}, q, q_{1}, q_{2} \in[1, \infty]$ and $\theta \in(0,1)$ satisfy

$$
\begin{align*}
& s=\theta s_{1}+(1-\theta) s_{2}  \tag{1.3}\\
& \frac{1}{p}=\frac{\theta}{p_{1}}+\frac{1-\theta}{p_{2}} \\
& \frac{1}{q}=\frac{\theta}{q_{1}}+\frac{1-\theta}{q_{2}} .
\end{align*}
$$

Then, there exists $C=C\left(s, s_{1}, s_{2}, p, p_{1}, p_{2}, q, q_{1}, q_{2}, \theta, \eta\right)>0$ such that

$$
\begin{equation*}
\|f\|_{B_{p, q}^{s}} \leqslant C\|f\|_{B_{p_{1}, q_{1}}^{s_{1}}}^{\theta}\|f\|_{B_{p_{2}^{2}, q_{2}}^{s_{2}}}^{1-\theta} \tag{1.4}
\end{equation*}
$$

for $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$.

Proof. See [BM18, Proposition 5.7].
Proposition A. 4 (Bernstein's inequality). For $R>0$, denote $B_{f}(R)=\{n \in$ $\left.\left(N^{-1} \mathbb{Z}\right)^{3}:|n| \leqslant R\right\}$. Let $s_{1}, s_{2} \in \mathbb{R}$ such that $s_{1}<s_{2}, p, q \in[1, \infty]$. Then, there exists $C=C\left(s_{2}, s_{2}, p, q, \eta\right)>0$ such that

$$
\begin{align*}
& \|f\|_{B_{p, q}^{s_{2}}} \leqslant C R^{s_{2}-s_{1}}\|f\|_{B_{p, q}^{s_{1}}}  \tag{1.5}\\
& \|g\|_{B_{p, q}^{s_{1}}} \leqslant C R^{s_{1}-s_{2}}\|g\|_{B_{p, q}^{s_{2}}} \tag{1.6}
\end{align*}
$$

for $f, g \in C^{\infty}\left(\mathbb{T}_{N}\right)$ such that $\operatorname{supp}(\mathscr{F} f) \subset B_{f}(R)$ and $\operatorname{supp}(\mathscr{F} g) \subset$ $\left(N^{-1} \mathbb{Z}\right)^{3} \backslash B_{f}(R)$.

Proof. See [BCD11, Lemma 2.1] for a proof on $\mathbb{R}^{3}$.

## A. 3 Paracontrolled calculus

Let $f, g \in C^{\infty}\left(\mathbb{T}_{N}\right)$. Define the paraproduct

$$
f \ominus g=\sum_{l<k-1} \Delta_{k} f \Delta_{l} g
$$

and the resonant product

$$
f \ominus g=\sum_{|k-l| \leqslant 1} \Delta_{k} f \Delta_{l} g
$$

Then,

$$
\begin{equation*}
f g=f \otimes g+f \ominus g+f \ominus g . \tag{1.7}
\end{equation*}
$$

Proposition A. 5 (Paraproduct estimates). Let $s \in \mathbb{R}$ and $p, p_{1}, p_{2}, q \in[1, \infty]$ be such that $\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}$. Then, there exists $C=C\left(s, p, p_{1}, p_{2}, q, \eta\right)>0$ such that

$$
\begin{equation*}
\|f \ominus g\|_{B_{p, q}^{s}} \leqslant C\|f\|_{B_{p_{1}, q}^{s}}\|g\|_{L^{p_{2}}} \tag{1.8}
\end{equation*}
$$

for $f, g \in C^{\infty}\left(\mathbb{T}_{N}\right)$.
Proof. See [BCD11, Theorem 2.82] for a proof on $\mathbb{R}^{3}$.
Proposition A. 6 (Resonant product estimate). Let $s_{1}, s_{2} \in \mathbb{R}$ such that $s=s_{1}+$ $s_{2}>0$. Let $p, p_{1}, p_{2}, q \in[1, \infty]$ satisfy $\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}$. Then, there exists $C=$ $C\left(s_{1}, s_{2}, p, p_{1}, p_{2}, q, \eta\right)>0$ such that

$$
\begin{equation*}
\|f \ominus g\|_{B_{p, q}^{s}} \leqslant C\|f\|_{B_{p_{1}, \infty}^{s_{1}}}\|g\|_{B_{p_{2}, q}^{s_{2}}} \tag{1.9}
\end{equation*}
$$

for $f, g \in C^{\infty}\left(\mathbb{T}_{N}\right)$.

Proof. See [BCD11, Theorem 2.85] for a proof on $\mathbb{R}^{3}$.
We now state some useful commutator estimates.
Proposition A.7. Let $s_{1}, s_{3} \in \mathbb{R}, s_{2} \in(0,1)$ such that $s_{1}+s_{3}<0$ and $s_{1}+s_{2}+s_{3}=0$. Moreover, let $p, p_{1}, p_{2}, q_{1}, q_{2} \in[1, \infty]$ satisfy $\frac{1}{p}+\frac{1}{p_{1}}+\frac{1}{p_{2}}=1$ and $\frac{1}{q_{1}}+\frac{1}{q_{2}}=1$. Then, there exists $C=C\left(s_{1}, s_{2}, s_{3}, p, p_{1}, p_{2}, q_{1}, q_{2}, \eta\right)>0$ such that

$$
\begin{equation*}
\left|\int_{\mathbb{T}_{N}}(f \ominus g) h-(f \ominus h) g d x\right| \leqslant C\|f\|_{B_{p, \infty}} \mid\|g\|_{B_{p_{1}, q_{1}}^{s_{2}}}\|h\|_{B_{p_{2}, q_{2}}^{s_{3}}} \tag{1.10}
\end{equation*}
$$

for $f, g, h \in C^{\infty}\left(\mathbb{T}_{N}\right)$.
Proof. This is a modification of [GUZ20, Lemma A.6]. See [BG19, Proposition 7].

Proposition A.8. Let $s_{1}, s_{3} \in \mathbb{R}, s_{2} \in(0,1)$ such that $s_{1}+s_{3}<0$ but $s_{1}+s_{2}+s_{3}>0$. Morover, let $p, p_{1}, p_{2}, p_{3} \in[1, \infty]$ satisfy $\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}+\frac{1}{p_{3}}$. Then, there exists $C=C\left(s_{1}, s_{2}, s_{3}, p, p_{1}, p_{2}, \eta\right)>0$ such that

$$
\begin{equation*}
\|(f \ominus g) \ominus h-(f \ominus h) g\|_{B_{p, \infty}^{s_{1}+s_{2}+s_{3}}} \leqslant C\|f\|_{B_{p_{1}, \infty}^{s_{1}}}\|g\|_{B_{p_{2}, \infty}^{s_{2}}}\|h\|_{B_{p_{3}, \infty}^{s_{3}}} \tag{1.11}
\end{equation*}
$$

for $f, g, h \in C^{\infty}\left(\mathbb{T}_{N}\right)$.
Proof. This is a modification of [GIP15, Lemma 2.4]. See [BG19, Proposition 6].

## A. 4 Analytic properties of $\mathscr{F}_{k}$

The family of operators $\left\{\mathscr{f}_{k}\right\}_{k \geqslant 0}$ defined in Section 4.1 satisfies the following estimate: for every multi-index $\alpha \in \mathbb{N}^{3}$, there exists $C=C(\alpha, \eta)$ such that

$$
\begin{equation*}
\left|\partial^{\alpha} \mathscr{g}_{k}(x)\right| \leqslant \frac{C}{\langle k\rangle^{\frac{1}{2}}(1+|x|)^{1+|\alpha|}} \tag{1.12}
\end{equation*}
$$

Proposition A.9. Let $s \in \mathbb{R}, p, q \in[1, \infty]$. Then, there exists $C=C(s, p, q)>0$ such that

$$
\begin{equation*}
\left\|\mathfrak{g}_{k} f\right\|_{B_{p, q}^{s+1}} \leqslant \frac{C}{\langle k\rangle^{\frac{1}{2}}}\|f\|_{B_{p, q}^{s}} \tag{1.13}
\end{equation*}
$$

for every $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$
Proof. This follows from (1.12) and [BCD11, Proposition 2.78].
We now state another useful commutator estimate.

Proposition A.10. Let $s_{1} \in \mathbb{R}, s_{2} \in(0,1)$, $p, p_{1}, p_{2}, q, q_{1}, q_{2} \in[1, \infty]$ such that $\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}$ and $\frac{1}{q}=\frac{1}{q_{1}}+\frac{1}{q_{2}}$. Then, for any $\kappa>0$, there exists $C=C\left(s_{1}, s_{2}, p, p_{1}, p_{2}, q, \kappa, \eta\right)>0$ such that

$$
\begin{equation*}
\left\|\mathscr{F}_{k}(f \ominus g)-\mathscr{F}_{k} f \ominus g\right\|_{B_{p, q}, s_{2}-\kappa} \leqslant C\|f\|_{B_{p_{1}, \infty}^{s_{1}},}\|g\|_{B_{p_{2}, \infty}^{s_{2}}} \tag{1.14}
\end{equation*}
$$

for $f, g \in C^{\infty}\left(\mathbb{T}_{N}\right)$.
Proof. This follows from (1.12) and [BCD11, Lemma 2.99].

## A. 5 Poincaré inequality on blocks

Proposition A.11. There exists $C_{P}>0$ such that, for any $N \in \mathbb{N}$ and $\square \subset \mathbb{T}_{N} a$ unit block, the following estimate holds for all $f \in C^{\infty}\left(\mathbb{T}_{N}\right)$ :

$$
\begin{equation*}
\int_{\square}(f-f(\square))^{2} d x \leqslant C_{P} \int_{\square}|\nabla f|^{2} d x \tag{1.15}
\end{equation*}
$$

where $f(\square)=\int_{\square} f d x$.
Proof. See [GT 15, (7.45)].

## A. 6 Bounds on discrete convolutions

Lemma A.12. Let $d \geqslant 1$ and $\alpha, \beta \in \mathbb{R}$ satisfy

$$
\alpha+\beta>d \text { and } \alpha, \beta<d
$$

Then, there exists $C=C(d, \alpha, \beta)>0$ such that, uniformly over $n \in\left(N^{-1} \mathbb{Z}\right)^{d}$,

$$
\frac{1}{N^{3}} \sum_{\substack{n_{1}, n_{2} \in\left(N^{-1} \mathbb{Z}\right)^{d} \\ n_{1}+n_{2}=n}} \frac{1}{\left\langle n_{1}\right\rangle^{\alpha}\left\langle n_{2}\right\rangle^{\beta}} \lesssim \frac{1}{\langle n\rangle^{\alpha+\beta-d}}
$$

Proof. Follows from [MWX17, Lemma 4.1] and by keeping track of $N$ dependence.

## Epilogue

We end Part III with a sketch proof of phase transition for $\phi_{3}^{4}$ using Glimm, Jaffe, and Spencer's modification of Peierls' argument as in [GJS75].

The starting point is contour bounds $\nu_{\beta, N}$. Recall that $\mathbb{B}_{N}$ is the natural discretisation of $\mathbb{T}_{N}$ into unit boxes. For $\phi \sim \nu_{\beta, N}$, let $\sigma^{\phi} \in\{ \pm 1\}^{\mathbb{B}_{N}}$ be defined by

$$
\partial \sigma^{\phi}(\square)= \begin{cases}+1, & \text { if } \phi(\square)>0 \\ -1, & \text { otherwise }\end{cases}
$$

As in the case of Ising, each configuration $\sigma^{\phi}$ is in bijection with a configuration of connected contours, and the set of contours $\partial \sigma^{\phi}$ is called the phase boundary.

Proposition. There exists $\beta_{0}>0$ such that the following holds: let $\Gamma$ be a fixed contour. Then, there exists $C=C\left(\beta_{0}\right)$ such that, for all $\beta>\beta_{0}$,

$$
\nu_{\beta, N}\left(\Gamma \subset \partial \sigma^{\phi}\right) \leqslant e^{-C \sqrt{\beta}|\Gamma|}
$$

where $|\Gamma|$ is the number of faces in $\Gamma$.
Proof. Each face in $\Gamma$ occurs as the common face between two nearest-neighbour blocks. We therefore identify $\Gamma$ with the set of all such pairs of nearest-neighbours. Note that any single block may appear in at most 6 different pairs.

Using this identification, we write

$$
\mathbf{1}_{\Gamma \subset \partial \sigma^{\phi}}=\prod_{\left\{\square, a^{\prime}\right\} \in \Gamma}\left(\mathbf{1}_{\phi(\square)>0} \mathbf{1}_{\phi\left(\square^{\prime}\right) \leqslant 0}+\mathbf{1}_{\phi(\square) \leqslant 0} \mathbf{1}_{\phi\left(\square^{\prime}\right)>0}\right) .
$$

We split $\mathbf{1}_{\phi(\mathrm{a})>0} \mathbf{1}_{\phi\left(\mathrm{a}^{\prime}\right) \leqslant 0}$ into three events:

1. $\phi(\square)$ is localised near the potential barrier (Figure 4a);
2. $\phi\left(\square^{\prime}\right)$ is localised near the potential barrier (Figure 4b);
3. both $\phi(\square)$ and $\phi(\square)$ are localised away from the potential barrier, but are of opposite spin (Figure 4c).

Thus, we can write

$$
\mathbf{1}_{\phi(\square)>0} \mathbf{1}_{\phi(\square)} \leqslant \mathbf{1}_{|\phi(\square)| \leqslant \frac{\beta}{2}}+\mathbf{1}_{\left|\phi\left(\square^{\prime}\right)\right| \leqslant \frac{\beta}{2}}+\mathbf{1}_{\phi(\square)>\frac{\beta}{2}} \mathbf{1}_{\phi(\square) \leqslant \frac{\beta}{2}} .
$$

The rest of the proof follows from arguing as in Lemma 3.4 and Proposition 3.2, and then applying the $Q$-bounds of Proposition 3.6.

Figure 4

(a) Possibility 1

(b) Possibility 2

(c) Possibility 3

We define infinite volume states by $\langle\cdot\rangle_{\beta}=\lim _{N \rightarrow \infty}\langle\cdot\rangle_{\beta, N}$. Note that the (subsequential) limit can be shown to exist by using reflection positivity. See [Sh186, Theorem 3.1]. With care, one can show contour bounds for $\langle\cdot\rangle_{\beta}$. Then, by arguing similarly as in the case of Ising, one can show the existence of long range order, i.e. establish the following theorem.
Theorem A.13. Provided $\beta$ is sufficiently large,

$$
\left|\left\langle\mathbf{1}_{\sigma^{\phi}(\square)=1} \mathbf{1}_{\sigma^{\phi}\left(\square^{\prime}\right)=-1}\right\rangle_{\beta}-\left\langle\mathbf{1}_{\sigma^{\phi}(\square)=1}\right\rangle_{\beta}\left\langle\mathbf{1}_{\sigma^{\phi}\left(\square^{\prime}\right)=-1}\right\rangle_{\beta}\right| \geqslant \frac{1}{8}
$$

uniformly over unit boxes $\square$ and $\square$ '.
We now show that the $\phi \mapsto-\phi$ symmetry of $\langle\cdot\rangle_{\beta}$ is broken for sufficiently large $\beta$, which can be upgraded to show spontaneous magnetisation. We do this by introducing an external field $h \in \mathbb{R}$. Define

$$
\mathscr{V}_{\beta, h}(\phi(x))=\mathscr{V}_{\beta}(\phi(x))-h \phi(x)
$$

and denote by $\nu_{\beta, h, N}$ the corresponding $\phi^{4}$ measure on $\mathbb{T}_{N}$ associated to this potential. Note that these measures are reflection positive, thus we can define infinite volume states as $\langle\cdot\rangle_{\beta, h}=\lim _{N \rightarrow \infty}\langle\cdot\rangle_{\beta, h, N}$ as before.

The following theorem establishes symmetry breaking.
Theorem. Provided $\beta$ is taken sufficiently large,

$$
\lim _{h \downarrow 0}\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h} \geqslant 0.8>\frac{1}{2}=\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, 0}
$$

for any unit block
Proof. For any $h>0$, the Lee-Yang theorem [SG73] implies

$$
\left|\left\langle\mathbf{1}_{\phi(\square)>0} \mathbf{1}_{\phi\left(\square^{\prime}\right)<0}\right\rangle_{\beta, h}-\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h}\left\langle\mathbf{1}_{\phi\left(\square^{\prime}\right)<0}\right\rangle_{\beta, h}\right| \rightarrow 0
$$

as the distance between $\square$ and $\square$ goes to infinity.
However, one can show that

$$
\left\langle\mathbf{1}_{\phi(\square)>0} \mathbf{1}_{\phi\left(\square^{\prime}\right) \leqslant 0}\right\rangle_{\beta, h} \leqslant \frac{1}{8}
$$

provided $\beta$ is sufficiently large. This follows by developing contour bounds for $\nu_{\beta, h, N}$. One can show that for $|h|<\frac{1}{\beta}$, the external field can be interpreted as an $O(1)$ shift of the minima of the potential $\mathscr{V}_{\beta}$ provided $\beta$ is sufficiently large. This is sufficient to extend our analysis, in particular the $Q$-bounds of Proposition 3.6, to this case.

Thus, by translation invariance,

$$
\begin{aligned}
\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h}\left\langle\mathbf{1}_{\phi\left(\square^{\prime}\right)<0}\right\rangle_{\beta, h} & =\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h}\left\langle\mathbf{1}_{\phi(\square)<0}\right\rangle_{\beta, h} \\
& \leqslant\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h}\left(1-\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h}\right) \leqslant \frac{1}{8} .
\end{aligned}
$$

A (physically possible) solution of this necessarily satisfies $\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h}>0.8$. Hence, the limit of this quantity as $h \downarrow 0$, which exists due to correlation inequalities [GRS75, Section V], is strictly greater than $\frac{1}{2}$, thereby establishing symmetry breaking.

To use this result to show spontaneous magnetisation, it suffices to establish $\langle\phi(\square)\rangle_{\beta, h}$ is of order $\beta\left\langle\mathbf{1}_{\phi(\square)>0}\right\rangle_{\beta, h}-\beta\left\langle\mathbf{1}_{\phi(\square) \leqslant 0}\right\rangle_{\beta, h}$, i.e. that $\phi(\square)$ localises near the minima of the potential wells. This can be done by using arguments in Proposition 3.7.

## IV. Future directions

In summary, in this thesis we have addressed two problems concerning the statistical mechanics of Euclidean field theories in three dimensions. Our first contribution has been to establish quasi-invariance of Gaussian measures under the dynamics of the nonlinear wave equation. Our second contribution has been to establish a surface order large deviation estimate for the average magnetisation of low temperature $\phi^{4}$, and use it to show that the relaxation times of its Glauber dynamics explode in the infinite volume limit. The common theme between these two contributions has been the development of the variational approach to ultraviolet stability of $\phi_{3}^{4}$ of Barashkov and Gubinelli [BG19] within the context of statistical mechanics arguments.

To conclude, we discuss future directions of our research. There are many interesting open problems, ranging from trivial improvements to science fiction. We restrict our attention to two problems that are fascinating but seem within reach. They both concern the $\phi_{3}^{4}$ model in the phase coexistence regime and are natural extensions of the work [CGW20].

## 1 Boundary conditions and Dobrushin states for $\phi_{3}^{4}$

Due to the presence of phase transition, one expects that $\phi_{3}^{4}$ is sensitive to boundary conditions at low temperatures. Specifically, one would want to define the analogue of $\nu_{\beta, N}$ on boxes with inhomogeneous Dirichlet boundary conditions and look at the effect of this choice in the infinite volume limit. However, there are already nontrivial technical difficulties in finite volumes. For one, our analysis relies heavily on Fourier analytic techniques which requires working on a torus.

The more serious concern, however, is allowed boundary conditions given the negative regularity of $\phi^{4}$ fields. From the point of view of statistical mechanics, the interesting boundary conditions are functions that are piecewise continuous on blocks. Indeed, these are natural analogs of boundary conditions for lattice spin systems. There are some works in this direction in the case of $\phi_{2}^{4}$ [Gid79], but none that we know of for $\phi_{3}^{4}$.

One particularly interesting boundary condition of the above type is + on the top of the box and - on the bottom. These are so-called Dobrushin boundary conditions and are well-studied for the Ising model. Indeed, for Ising, these boundary conditions generate an interface between + and - spins in finite volumes. In $d=3$, Dobrushin [Dob72] established that this interface exists in the infinite volume limit in some sense: in particular, one obtains a non-translation invariant limit. This is in contrast to $d=2$, where Aizenman [Aiz8o] and Higuchi [Hig79], independently, showed that the interface disappears in the infinite volume limit and translation invariance is recovered. It would be interesting to explore this phenomenon for $\phi^{4}$.

## 2 A full low temperature expansion for $\phi_{3}^{4}$

Glimm, Jaffe, and Spencer established a second, more quantitative proof of phase transition for $\phi_{2}^{4}$ by explicitly constructing two distinct infinite volume measures in [GJS76a, GJS76b]. Their proof combines the Peierls' bounds of [GJS75] with the cluster expansion techniques of [GJS74], resulting in a low temperature expansion for $\phi_{3}^{4}$.

The two measures that they construct arise as infinite volume limits of measures with a version of + and - boundary conditions, respectively, and satisfy the Osterwalder-Schrader axioms. In order to show that they are distinct, they show that their respective magnetisations do not agree. In fact, they obtain an explicit series (in $\beta$ ) for the spontaneous magnetisation, and obtain corrections due to probabilistic/quantum fluctuations about the classical magnetisation (i.e. $\pm \sqrt{\beta}$, corresponding to the minima of $\mathscr{V}_{\beta}$ ). Moreover, they show that these two measures are pure states, in that they exhibit exponential decay of correlations. This implies a mass gap in the corresponding quantum field theories associated to these measures.

Extending the results of [GJS76a, GJS76b] to $d=3$ would be of great interest. Indeed, results so far have concentrated on high temperatures [FO76]. Thus, gaining a better understanding of the low temperature regime would be a first step towards obtaining a more complete picture of the phase diagram for $\phi_{3}^{4}$.
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[^1]:    ${ }^{1}$ Henceforth, we drop the harmless factor $2 \pi$.
    ${ }^{2}$ In particular, we impose that $g_{0}$ and $h_{0}$ are real-valued.

[^2]:    ${ }^{3}$ We use the convention that the symbol $\lesssim$ indicates that inessential constants are suppressed in the inequality.

[^3]:    ${ }^{4}$ This implies that $k_{n}=0$ except for finitely many $n$ 's.

[^4]:    ${ }^{5}$ This is in the context of the nonlinear Klein-Gordon equation but the proof can be easily adapted.

[^5]:    ${ }^{7}$ In order to avoid an issue at the zeroth frequency, we need to make a modification to the renormalized energy $\mathscr{E}_{s, N}(\vec{u})$. This leads to a slightly different weighted Gaussian measure. See (3.18), (3.20), and (3.21) below.

[^6]:    ${ }^{8}$ In the case of NLS, we have $u$ instead of $\vec{u}=(u, v)$. For the sake of presentation, we keep the notation adapted to the NLW context.

[^7]:    ${ }^{9}$ In view of the time reversibility of the equation (1.2), it suffices to consider positive times.

[^8]:    ${ }^{10}$ In the remaining part of this section, we use the standard notation in stochastic analysis where subscripts denote parameters for stochastic processes.
    ${ }^{11}$ We normalize $B_{t}^{n}$ so that $\operatorname{Var}\left(B_{t}^{n}\right)=t$. Moreover, we impose that $B_{t}^{0}$ is real-valued.
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