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Abstract

In this thesis we are interested in the statistical mechanics of Euclidean field theories
in 3D. We solve two problems: the first concerns the relationship between Gaussian
measures and nonlinearwave equations; the second concerns phase transitions forφ4

3.
The common theme between our contributions is the development of the variational
approach of Barashkov and Gubinelli [BG19] to ultraviolet stability, which allows
one to control the singular short-distance behaviour of Euclidean field theories in
3D, in the context of statistical mechanics arguments.

Our first contribution is to establish the quasi-invariance of Gaussian measures
supported on Sobolev spaces under the dynamics of the cubic defocusing wave
equation. This extends previous work in the two-dimensional case [OT20]. Two new
ingredients in the three-dimensional case are (i) the construction of certain weighted
Gaussian measures based on the variational approach to ultraviolet stability, and
(ii) an improved argument in controlling the growth of the truncated weighted
Gaussian measures, where we combine a deterministic growth bound of solutions
with stochastic estimates on random distributions. This is joint work with Tadahiro
Oh, Nikolay Tzvetkov, and Hendrik Weber [GOTW18].

Our second contribution is to quantify the phase transition for φ4
3. In particular,

we establish a surface order large deviation estimate for the magnetisation of low
temperature φ4

3. As a byproduct, we obtain a decay of spectral gap for its Glauber
dynamics given by the φ4

3 singular stochastic PDE. Our main technical results are
contour bounds for φ4

3, which extends 2D results by Glimm, Jaffe, and Spencer
[GJS75]. We adapt an argument by Bodineau, Velenik, and Ioffe [BIV00] to use
these contour bounds to study phase segregation. The main challenge to obtain the
contour bounds is to handle the ultraviolet divergences of φ4

3 whilst preserving the
structure of the low temperature potential. To do this, we build on the variational
approach to ultraviolet stability for φ4

3. This is joint work with Ajay Chandra and
Hendrik Weber [CGW20].
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I. Introduction

1 Euclidean field theories

Euclidean field theories in d-dimensions are special types of Borel probability
measures on the space of Schwartz distributions S 1pRdq. They can be thought
of as Gibbs measures on continuum fields. Indeed, from the viewpoint of statistical
mechanics, they exhibit a rich variety of phenomena: they arise as continuum and
scaling limits of discrete spin models, undergo phase transitions, and are invariant
measures for Hamiltonian and singular stochastic PDEs. Their origins, however,
are in quantum field theory, where they arise from evaluating quantum fields at
imaginary times. What makes them special is that they allow one to rigorously undo
the passage from real time to imaginary time and thereby reconstruct quantum fields
from classical/Euclidean fields.

More precisely, Euclidean field theories are probability measures whose correla-
tion functions satisfy (a variant of) the Osterwalder-Schrader axioms [OS73, OS75],
which consist of: an appropriate analyticity condition, Euclidean invariance, permu-
tation symmetry, and reflection positivity. The Osterwalder-Schrader reconstruction
theorem [OS75, Theorem E Ø R] then states that the analytic continuation of the
Euclidean fields to (minus) imaginary time yields operator-valued distributions that
are densely defined on a Hilbert space H and satisfy the Wightman axioms of quan-
tum field theory [Wig56]. Moreover, one can reverse the analytic continuation and
obtain a Euclidean quantum field theory from a set of operator-valued distributions
satisfying the Wightman axioms.

The most intriguing and least self-explanatory axiom is reflection positivity,
which we now state on the level of the measure as opposed to the correlation
functions. Let ν be a Euclidean field theory. We distinguish the first coordinate of
x “ px1, . . . , xdq “ px1, xq P Rd and denote by H the associated upper half plane.
Let θ be the reflection map across H. Define A` Ă L2pνq to be the set of random
variables generated by φ P S 1pRdq with support (suitably interpreted) in H. We say
ν is reflection positive if, for any A P A`,

ż

S1pRdq
Apφq ¨ θApφqdνpφq ě 0

where θApφq “ Apθφq.
Reflection positivity is significant in both quantum theory and statistical physics,

and underlies a deep connection between the two. On the one hand, it allows the
construction of the Hilbert space of quantum states: define xA,ByH “

ş

S1pRdqApφq ¨

θBpφqdνpφq for A,B P A` and let N be the set of null vectors under this bilinear
form. Then, reflection positivity implies that the completion of A`{Nunder x¨, ¨yH
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is a Hilbert space H. See [OS75] or [GJ87, Chapter 6.1]. On the other hand, many
classical and quantum spin systems are reflection positive and, as we briefly touch
upon later on, this property is fundamental to their theory of phase transitions in
d ě 3. See [Bis09] for a review. In this thesis it plays a small but essential role in
Part III.

2 Examples: the Gaussian free field and the φ4 model

We are interested in Euclidean field theories with formal densities proportional to

e´Hpφqdφ. (2.1)

Here, dφ is the (non-existent) Lebesgue measure over S 1pRdq and H is the Hamilto-
nian

Hpφq “

ż

Rd
Vpφpxqq `

1

2
|∇φpxq|2dx

where V : RÑ R is a potential and∇ is the gradient. Choices of potentials include:

‚ Vpφpxqq “ 1
2
m2φpxq2, corresponding to the d-dimensional Gaussian free

field of massm ě 0, or free field for short;

‚ Vpφpxqq “ λφpxq4, corresponding to the φ4 model in d-dimensions with
coupling constant λ ą 0, or φ4

d for short.

We are also interested in generalisations of the free field where ∇ is replaced by a
higher order derivative (although strictly speaking these may not satisfy reflection
positivity).

The free field is realised as the centred Gaussian measure with covariance
p´∆ ` m2q´1, where ∆ is the Laplacian. It was first shown to be a Euclidean
field theory by Nelson [Nel73] and is considered trivial since it is associated to
a quantum field theory without interaction. However, due to the non-existence of
Lebesgue measure in infinite dimensions, it is a starting point to rigorously construct
non-Gaussian/nontrivial Euclidean field theories. The latter measures are more in-
teresting than their trivial counterparts and exhibit a richer variety of phenomena.
They are also of greater physical importance from the quantum field theory point
of view since they are associated to quantum field theories with interaction. Candi-
dates for nontrivial Euclidean field theories are given by measures with higher order
nonlinearities in the potential V, e.g. the φ4 model.

The construction of nontrivial Euclidean field theories is a notoriously difficult
problem for d ě 2. This is true even for the easier problem of showing the
construction of finite volume approximations to such measures, e.g. replacing Rd
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by TdN “ pR{NZqd, the d-dimensional torus of sidelength N P N, in (2.1). As
alluded to above, it is natural to define these objects using a density with respect
to the centred Gaussian measure µN with covariance p´∆Nq

´1, where ∆ is the
Laplacian on TdN (we ignore the problem of constant fields/zeroeth Fourier mode
in this discussion). Note that µN is the massless free field on TdN . However,
for d ě 2, µN is not supported on a space of functions and samples need to be
interpreted as Schwartz distributions. This is a serious problem because there is no
canonical interpretation of products of distributions, meaning that the nonlinearity
ş

TdN
Vpφpxqqdx is in general not well-defined on the support of µN .
If one introduces an ultraviolet (small-scale) cutoff K ą 0 on the field to

regularise it, then one sees that the nonlinearities of the regularised field VpφKq fail
to converge as the cutoff is removed - there are divergences. The strength of these
divergences grow with dimension: they are only logarithmic in the cutoff for d “ 2,
whereas they are polynomial for d ě 3. Renormalisation is required to kill these
divergences. This is done by looking at the measures defined with respect to the
cutoff potential and subtracting appropriate counter-terms from the Hamiltonian.
Obtaining a nontrivial limiting measure as the cutoff is removed, which is often
called showing ultraviolet stability, is not always possible and depends heavily on
the choice of Vand the dimension.

One of the big successes of the constructive field theory programme, initiated by
Glimm and Jaffe in the ’60s, was the construction of finite volume approximations
to φ4

2 and later φ4
3. Renormalisation of the φ4 Hamiltonian is done by subtracting the

counter-term
ş

TdN
δm2pKqφ2

K , where the renormalisation constant δm2pKq is given
by C1λ logK in d “ 2 and C2λK ´ C3λ

2 logK in d “ 3, for some C1, C2, C3 ą

0. If these constants are appropriately chosen (i.e. by perturbation theory), then
a nontrivial limiting measure is obtained as K Ñ 8. Nelson was the first to
show ultraviolet stability for φ4

2 [Nel66]. In the significantly harder case of φ4
3,

Glimm and Jaffe made the first breakthrough [GJ73] and many results followed
[Fel74, MS77, BCG`80, BFS83, BDH95, MW17b, GH18, BG19]. We particularly
highlight the recent approach of Barashkov and Gubinelli [BG19] based on the
Boué-Dupuis variational formula for Gaussian expectations, which plays a central
role in this thesis.

Extensions to infinite volume and (partial) verification of the Osterwalder-
Schrader axioms have been achieved through use of cluster expansions [GJS74,
FO76], correlation inequalities [SG73, GRS75], random walk expansions [BFS83],
PDE techniques [GH18], and other methods. See [GJ87, Parts II and III] for an
in-depth treatment of φ4

2 using these methods, and see [GH18] for a review of the
state-of-the-art for φ4

3.
In higher dimensions there are triviality results for φ4: in d ě 5 these are

due to Aizenman and Fröhlich [Aiz82, Frö82], whereas the d “ 4 case was only
recently done by Aizenman and Duminil-Copin [ADC20]. These results imply
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that if one takes a lattice cutoff as short-scale cutoff for (renormalised) φ4, then any
continuum limit whose covariance between points φpxq and φpyq decays as |x´y| Ñ
8 is necessarily Gaussian. In other words, the strong ultraviolet divergences of
dimensions d ě 4 results in the destruction of the φ4 model.

We restrict our attention to Euclidean field theories in d “ 2 and 3, and often
work with these objects in (sometimes large) finite volumes TdN . We are particularly
concerned with the significantly harder case of d “ 3, which is the physically
relevant dimension in statistical physics.

3 The statistical mechanics of Euclidean field theories

In this thesis we address two areas of research concerning the statistical mechanics
of Euclidean field theories. First, these objects arise naturally as Gibbs measures
for Hamiltonian PDEs, such as wave and Schrödinger equations. We are interested
in exploring this connection further for the specific case of nonlinear wave equa-
tions. Second, the φ4 model bears many similarities to the Ising model. Indeed,
it is well-known that both models undergo phase transition. However, whilst the
phase coexistence regime of the Ising model has been studied extensively, there are
comparatively few results for φ4. We are interested in exploring the finer properties
of the coexistence regime for φ4: in particular, looking at the phenomenon of phase
segregation and implications for relaxation times of its natural Glauber dynamics.

3.1 Nonlinear wave equations and (quasi-)invariant measures
Wave and Schrödinger equations are of great importance in physics since they are
known to model a wide variety of phenomena. Wave equations are PDEs of the
form

B
2
t u “ ∆u˘ up (3.1)

where u : Rˆ Td Ñ R. Schrödinger equations are PDEs of the form

´iBtϕ “ ∆ϕ˘ |ϕ|p´1ϕ

where φ : R ˆ Td Ñ C. Above, p is taken to be a positive odd integer; up and
|ϕ|p´1ϕ are called nonlinearities (i.e. the linear wave and Schrödinger equations
correspond to the PDEs above without these terms); the sign of the nonlinearity
corresponds to the equation being defocusing (minus) or focusing (plus). We often
just consider the cubic pp “ 3q defocusing case. We do not consider other types of
nonlinearities or the equations posed on the full space Rd.

These equations are examples of Hamiltonian PDEs. For the wave equation, this
can be seen by rewriting the PDE as the following system:

Btu “ BvH
NLW
pu, vq

Btv “ ´BuH
NLW
pu, vq

(3.2)
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where pu, Btuq “ pu, vq and the Hamiltonian given by

HNLW
pu, vq “

ż

Td

1

p` 1
up`1

`
1

2
|∇u|2 ` 1

2
v2dx.

is conserved. For the Schrödinger equation, the Hamiltonian structure can be seen
by writing it in terms of real and imaginary parts (which we do not do) and then
showing that it conserves the Hamiltonian

HNLS
pϕq “

ż

Td

1

p` 1
|ϕ|p`1

`
1

2
|∇ϕ|2dx.

Invariant measures of Hamiltonian dynamics are interesting to study because,
for example, they are important to the study of long-time behaviour of solutions (i.e.
global existence of solutions and ergodicity). In finite dimensional systems, there
is a well-known link between conserved quantities, such as the Hamiltonian, and
invariant measures. This correspondence is a consequence of Liouville’s theorem,
which states that Lebesgue measure on phase space (position space ˆ momentum
space) is conserved under the dynamics. The punchline is that the Gibbs measure
(i.e. themeasure with density given by the exponential of minus the Hamiltonian), or
the analogousmeasure associated to any conserved quantity, is invariant. It is natural
to ask whether this correspondence passes on to infinite dimensional Hamiltonian
systems. Note that the same argument in finite dimensions does not carry over to
this case (for one, Lebesgue measure does not exist in this situation). However, it is
relatively straightforward to establish invariance ofmeasures associated to conserved
quantities for linear wave and Schrödinger equations because they are Gaussian.

For nonlinear Hamiltonian PDEs, in particular nonlinear Schrödinger equations,
the study of invariant measures is significantly harder. For one, their Gibbs mea-
sures are finite volume approximations of nontrivial Euclidean field theories (over
vector-valued or complex fields). Moreover, the well-posedness theory for nonlinear
equations is more difficult than for linear equations. The first breakthrough was in
d “ 1 by Lebowitz, Rose, and Speer [LRS88] and Bourgain [Bou94], where the
invariance of Gibbs measures was established for nonlinear defocusing Schrödinger
equations with polynomial nonlinearity of order p ď 5 (and also the focusing case
with an energy cutoff in theGibbsmeasure). The next big breakthroughwas byBour-
gain [Bou96b], who famously established invariance of a complex-valued version
of φ4

2 for the two-dimensional renormalised cubic defocusing Schrödinger equation.
The analogous problem in d “ 3 remains open.

A related but more tractable question is to ask how certain Gaussian measures,
which arise as invariant measures of linear equations, are transported under the
flow of nonlinear equations. We are specifically interested in the case of the cubic
nonlinear wave equation, which is easier to analyse than Schrödinger equations.
Given s P R, letHspTdq denote the classical L2-based Sobolev space of order σ and
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define ~HspTdq “ HspTdq ˆ Hs´1pTdq. Let ~µs denote the Gaussian measure with
formal density:

d~µs “ Z´1
s e´

1
2
}~u}2~Hs`1d~u

where ~u “ pu, vq. The norms of ~Hs`1pTdq are conserved under the dynamics of the
linear wave equation and one can show that their associated measures are invariant.
However, the cubic nonlinearity destroys the conservation of these norms and one
does not expect these measures to be invariant.

Nevertheless, there have been a series of recent results initiated by Tzvetkov
[Tzv15] that has made significant progress in better understanding the relation of
Gaussian measures analogous to ~µs and nonlinear Hamiltonian PDEs. See, for
example, [OT17, OST18, OT20, OTT19] and references therein. In the case of
wave equations, under certain restrictions on s and the dimension, the measure ~µs
(or analogously measures) can be shown to be quasi-invariant under these dynamics:
this means is that the law of the solution at any time is equivalent to the law of the
(random) initial data sampled from µs. Whilst not as strong as invariance, this is still
very useful in infinite dimensions because many interesting properties concerning
small-scale behaviour under a Gaussian measure hold true with probability 0 or 1
(this is an implication of Fernique’s theorem [DPZ14, Theorem 2.7]). Indeed, one
can show that samples under ~µs almost surely belong to Lp-based Sobolev spaces of
appropriate regularity. Then, quasi-invariance implies an almost sure preservation
of this Lp-based regularity for nonlinear Hamiltonian PDEs. Such a phenomenon
is not in general true in the deterministic setting, even for linear equations. See
[Lit63, Per80, Sog93].

These results can also be viewed from the perspective of the study of transport
for Gaussian measures. Indeed, it is well-known that Gaussian measures in infinite
dimensions are either equivalent or mutually singular. It is interesting to then ask
under which transformations is equivalence preserved, i.e. transformations under
which the Gaussian measure is quasi-invariant. This has been well-studied in the
case of deterministic shifts by Cameron and Martin [CM49], and there are general
abstract criterion for nonlinear transformations due to Ramer [Ram74] and Cruzeiro
[Cru83b, Cru83a]. The recent works mentioned in the preceding paragraph can be
seen as giving concrete and nontrivial examples of nonlinear transformations under
which a large class of Gaussian measures are quasi-invariant.

3.2 Phase transitions, Ising, and φ4

Phase transitions are rich and complex phenomena that are ubiquitous in statistical
mechanics. An example of central importance to us is the ferromagnet-paramagnet
transition where iron, beyond a certain critical temperature, loses its ability to retain
a non-zero magnetisation in the presence of no external field.
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The Ising (or Lenz-Ising) model was introduced by Lenz [Len20] to capture
this phenomenon. It is given by a Gibbs probability measure defined on spin
configurations t˘1uZ

d such that the probability of a given spin configuration σ is
formally proportional to e´H

Ising
β,h pσq, where β ą 0 is the inverse temperature, and

h P R is the external field, and

H
Ising
β,h pσq “ ´β

ÿ

i,jPZd,i„j

σiσj ´ h
ÿ

iPZd
σi

where i „ j means i and j are nearest-neighbours. We write x¨yIsing
β,h to denote

expectations with respect to this measure, which is interpreted as the weak limit of
Ising models on growing discrete tori TdN X Zd.

Phase transition in the Ising model for d ě 2 was famously established by Peierls
[Pei36] and later made rigorous by Griffiths [Gri64] and Dobrushin [Dob65]. One
can show the existence of long range order when β is sufficiently large and h “ 0:
namely, the quantity

|xσ0σiy
Ising
β,0 ´ xσ0y

Ising
β,0 xσiy

Ising
β,0 |

does not decay as |i| Ñ 8. Equivalently, one can show the existence of spontaneous
magnetisation:

lim
hÓ0
xσ0y

Ising
β,h ą 0 “ xσ0y

Ising
β,0 .

These results rely on the development of contour bounds for the Ising model.
This is most easily explained in d “ 2. Under a deformation convention to avoid
ambiguities, each spin configuration σ is in bĳection with a configuration of simple
curves, called contours, that form interfaces between regions of ` spins and ´
spins. The set of contours is called the phase boundary Bσ. One can rewrite the
Ising measure in terms of contours and show that, for any closed bounded simple
curve Γ formed by lattice lines,

x1ΓPBσy
Ising
β,0 ď e´2β|Γ|. (3.3)

The significance of this in the context of phase transitions is that, by the σ ÞÑ ´σ
symmetry, one can rewrite

xσ0σiy
Ising
β,0 ´ xσ0y

Ising
β,0 xσiy

Ising
β,0 “ 1´ 4x1σ0“11σi“´1y

Ising
β,0 . (3.4)

On the event tσ0 “ 1u X tσi “ ´1u, there must be a contour separating 0 and i
(i.e. it encloses either 0 or i). Summing over all possible contours and using the
contour bound (3.3), one can show that, uniformly over i P Zd, the righthand side
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-
?
β

?
β

β

Figure 1: Plot of Vβ

of (3.4) converges to 1 as β Ñ 8. In particular, there is long range order provided
β is sufficiently large.

It turns out that phase transitions also occur in φ4 models in d “ 2 and 3, and the
underlying reason for this is thatφ4 and Isingmodels are very similar. To explain this,
first note that due to renormalisation, the φ4 potential for fields with ultraviolet cutoff
K ą 0 becomes infinitely non-convex as K Ñ 8. The leading order divergence
is proportional to λ and this governs the rate at which the potential is becoming
more non-convex. Thus, one can formally reparametrise the φ4 potential as a quartic
double well of the form Vpφpxqq “ λpφpxq2 ´ 1q2. A scaling argument then yields
that there exists β “ βpλq Ñ 8 as λÑ 8 such that the above theory is equivalent
to a φ4 theory defined formally by the measure νβ with density

dνβpφq9 exp
´

´

ż

Rd
Vβpφpxqq `

1

2
|∇φpxq|2dx

¯

dφ (3.5)

where Vβpφpxqq “
1
β
pφpxq2 ´ βq2. See [GJS76c] for full details in d “ 2. We

write x¨yβ to denote the corresponding expectation operator. Vβpφpxqq has minima
at φpxq “ ˘

?
β with a potential barrier at φpxq “ 0 of height β, so the minima

become widely separated by a steep barrier as β Ñ 8. See Figure 1. Consequently,
νβ resembles an Ising model with spins at ˘

?
β (i.e. at inverse temperature β ą 0)

for large β.
Glimm, Jaffe, and Spencer [GJS75] exploited this similarity with low tem-

perature Ising and proved the existence of long range order and symmetry break-
ing for νβ in d “ 2 using a sophisticated modification of Peierls’ argument. In
[GJS76a, GJS76b] they further develop the Peierls’ expansion for νβ into a full low
temperature expansion and establish spontaneous magnetisation. Moreover, they
construct two distinct measures that correspond to νβ . These two measures satisfy
all the Osterwalder-Schrader axioms and exhibit exponential decay of correlations.

The Peierls’ argument of [GJS75] relies on contour bounds for νβ . DiscretiseR2

into unit blocks and, for each block Ă R2 andφ „ νβ , letφp q be the block averaged
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field. The configuration of block averages retains the large-scale information of the
field, meaning that it is appropriate to study phase transitions, but it does not contain
small-scale divergences. Due to the structure of the potential Vβ when β is large,
the configuration of block averages resembles an Ising model (however, it is still
a continuous spin configuration). The set of blocks are decomposed pathwise into
positive and negative blocks depending on the sign of the block averages, i.e.
is positive if φp q ą 0. The phase boundary of a configuration consists of the
connected components of the boundary between positive and negative blocks, i.e.
contours. Conditional on certain (strong) moment bounds, one can then show that,
for any fixed contour Γ, there exists C ą 0 such that for β sufficiently large,

νβpΓ is in the phase boundaryq ď e´C
?
β|Γ|.

The existence of phase transition for φ4 then follows by using this contour bound
and arguing as in the case of low temperature Ising. The key difficulty, therefore, is
to show the moment bounds. The techniques of [GJS75, GJS76a, GJS76b] fail to
establish these moment bounds in the significantly harder case of d “ 3.

However, phase transition for νβ in d “ 3 was established by Fröhlich, Simon,
and Spencer [FSS76] using a different argument based fundamentally on reflection
positivity. This argument is much more general than Peierls’ argument and plays
a central role in the theory of phase transitions in d ě 3: it applies to models
with continuous symmetry [FSS76], quantum spin systems [DLS78], and can be
combined with Peierls estimates to yield a very systematic theory of phase transition
[FILS78, FILS80]. However, the techniques of [FSS76] alone are less quantitative
than the Peierls’ theory of [GJS75]. For example, it is not clear how to extend the
results of [GJS76a, GJS76b] to d “ 3. Moreover, these techniques are less natural
for the φ4 model, since intuitively the mechanisms which govern phase transition in
this case are the same as for the Ising model.

The similarities between Ising and φ4 in the context of phase transition are
in fact manifestations of a deeper connection between these models. On the one
hand, φ4 arises as the continuum limit of Ising-type models near their critical points
[SG73, CMP95, HI18]. On the other hand, one formally obtains Ising as the limit of
φ4 models as the coupling constant λÑ 8 [GJ85]. It is, moreover, conjectured that
the scaling limits of these models at their critical points yield the same limit [GJ85],
i.e. Ising and φ4 are in the same universality class, and that this limiting object
is a special type of field theory that exhibits conformal symmetries [BPZ84]. The
rigorous study of these phenomena is extremely difficult and there are many open
problems. Instead, still drawing on the analogy between Ising and φ4, we address
much more tractable but still interesting finer properties of the phase transition.
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3.2.1 Phase segregation

Although phase coexistence for νβ has been established, little is known of this regime
in comparison to the low temperature Ising model. In the latter model, the study of
phase segregation at low temperatures in large but finite volumes was initiated by
Minlos and Sinai [MS67, MS68], culminating in the famous Wulff constructions:
due to Dobrushin, Kotecký, and Shlosman in d “ 2 [DKS89, DKS92], with sim-
plifications due to Pfister [Pfi91] and results up to the critical point by Ioffe and
Schonmann [IS98]; and Bodineau [Bod99] in d “ 3, see also results up to the
critical point by Cerf and Pisztora [CP00] and the bibliographical review in [BIV00,
Section 1.3.4].

An easier point of entry to study phase segregation phenomena for φ4 models
is given by surface order large deviation estimates for the average magnetisation of
finite volume approximations. For the Ising model, these type of estimates were first
established in d “ 2 by Schonmann [Sch87] and later extended up to the critical point
by Chayes, Chayes, and Schonmann [CCS87]; in d “ 3 they were first established
by Pisztora [Pis96]. They are related to the Wulff constructions, which actually
allow one to characterise the large deviations for the average magnetisation. See
[BIV00]. Moreover, they should be contrastedwith the volume order large deviations
established for the finite volume average magnetisation in the high temperature
regime where there is no phase coexistence [CF86, Ell85, FO88, Oll88].

3.2.2 The Glauber dynamics of φ4

The Glauber dynamics of νβ,N , the finite volume approximations of νβ , is given by
the singular stochastic PDE

pBt ´∆qΦ “ ´
4

β
Φ3
` p4`8qΦ`

?
2ξ

Φp0, ¨q “ φ0

(3.6)

where Φ P S 1pR` ˆ TdNq is a space-time Schwartz distribution, φ0 is a suitable
initial condition, the infinite constant indicates renormalisation, and ξ is space-time
white noise. This equation is (a version of) the dynamical φ4 model and has its
origins in the theory of stochastic quantisation [PW81]. It also arises naturally
as the continuum limit of Glauber dynamics of Ising-type models: this has been
established for d “ 2 in [MW17a] and is conjectured to hold for d “ 3.

There is now a fairly complete well-posedness theory of (3.6) for d “ 2 and 3.
The local well-posedness for d “ 2 is classical [DPD03] and global well-posedness
on R2 has also been established [MW17c]. The local well-posedness for d “ 3 was
a major breakthrough in stochastic analysis during the last decade and there are now
approaches using regularity structures [Hai14, Hai16], paracontrolled distributions
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[GIP15, CC18], and renormalisation group [Kup16]. Global well-posedness on
finite volumes was established in [MW17b] and then later extended to infinite
volume [GH19, MW18].

By contrast, the long-time/large-scale behaviour of this equation is less under-
stood. On the one hand, in finite volumes one can show that solutions are Markov
processes that are reversible with respect to νβ,N and admit a spectral gap λβ,N ą 0
- a quantity whose inverse, which is called the relaxation time, governs the rate
at which variances converge to equilibrium. See [TW18, HM18a, HS19, ZZ18a].
However, these results are not quantitative and very little is known about the de-
pendency of λβ,N on β and N . Indeed, due to phase transition one expects that the
dynamics in infinite volume does not admit a unique invariant measure when β is
sufficiently large. Thus, one expects the limiting behaviour of λβ,N as N Ñ 8 to
be very sensitive to the choice of β.

This phenomenon has been well-studied for the Glauber dynamics of the 2D
Ising model, where a relatively complete picture has been established (in higher
dimensions it is less complete). The relaxation times for the Ising dynamics on
the 2D torus of sidelength N undergo the following trichotomy as N Ñ 8: in the
high temperature regime, they are uniformly bounded in N [AH87, MO94]; in the
low temperature regime, they are exponential in N [Sch87, CCS87, Tho89, MO94,
CGMS96]; and at criticality, they are polynomial in N [Hol91, LS12]. It would
be interesting to see whether such a trichotomy holds for the relaxation times of
dynamical φ4.

4 Main contributions

In this thesis, we solve two problems concerning the statistical mechanics of Eu-
clidean field theories in the physically relevant dimension d “ 3. One of the reasons
why both of these problems had remained open is the difficulties in handling ul-
traviolet divergences in d “ 3: previous methods were either too difficult or too
delicate to be incorporated successfully with statistical mechanics arguments. The
key advancement that has enabled us to attack these problems is the new varia-
tional approach to ultraviolet stability for φ4

3 developed by Barashkov and Gubinelli
[BG19], which in turn was inspired by methods developed in the context of singular
stochastic PDEs in the last decade [Hai14, GIP15]. The common theme underlying
our contributions is the development of this variational approach in the context of
understanding the statistical mechanics of Euclidean field theories in d “ 3.

The first contribution of this thesis is to establish the quasi-invariance ofGaussian
measures supported on Sobolev spaces under the dynamics of the cubic nonlinear
wave equation in three dimensions.
Contribution 1. Let s ě 4 be an even integer. Then, ~µs is quasi-invariant under
the dynamics of the defocusing cubic nonlinear wave equation on T3.
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This is based on the article "Quasi-invariantGaussianmeasures for the nonlinear
wave equation in three dimensions", which is joint work with Tadahiro Oh, Nikolay
Tzvetkov, and Hendrik Weber [GOTW18].

We adopt the general strategy of [Tzv15] and study quasi-invariance of the
Gaussian measures ~µs indirectly by studying non-Gaussian measures that arise
naturally due to the presence of the nonlinearity. The two key steps in this strategy
are (i) the construction of the non-Gaussian measure and (ii) an energy estimate
on the time derivative of the modified Hamiltonian (that is, the Hamiltonian of the
Gaussianmeasure plus a correction term induced by the presence of the nonlinearity).

In [OT20], this strategy was used to prove the analogue of this result for d “
2. This was done by introducing a simultaneous renormalisation on the modified
Hamiltonian and its time derivative (this, in particular, allows one to make sense of
the nonlinear correction term), and then performing a delicate analysis centered on
a quadrilinear Littlewood-Paley expansion. Their analysis does not extend to d “ 3
because of difficulties in both steps (i) and (ii) of the above strategy.

To prove our result, we combine use of the variational formula, deterministic
growth bound on solutions, and stochastic estimates on random distributions to
both a) construct the relevant non-Gaussian measures and b) establish softer energy
estimates that are sufficient to prove quasi-invariance. This results in a significantly
simpler proof of quasi-invariance in the harder, physically relevant three-dimensional
case as compared with the two-dimensional case.

The second contribution of this thesis is the development of quantitative methods
(in the spirit of [GJS75]) to establish phase transition for φ4

3, and subsequent use of
these methods to initiate the study of phase segregation for this model and quantify
the decay of the spectral gap for its Glauber dynamics. This is based on the article
"Phase transitions for φ4

3", which is joint work with Ajay Chandra and Hendrik
Weber [CGW20].

We study the behaviour of the average magnetisation

mNpφq “
1

N3

ż

TN
φpxqdx

for fields φ distributed according to νβ,N . Our main result is to establish a surface
order upper bound on large deviations for mN . We state it for d “ 3 below, but an
analogue also holds for d “ 2.

Contribution 2. For any ζ P p0, 1q, there exists C “ Cpζq ą 0 such that, for β and
N sufficiently large,

νβ,N

´

mN P p´ζ
a

β, ζ
a

βq
¯

ď e´C
?
βN2

. (4.1)

The main difficulty in establishing this result is to handle the ultraviolet diver-
gences of νβ,N whilst preserving the structure of the low temperature potential. We



Introduction 19

do this by building on the variational approach to ultraviolet stability. Our insight
is to separate scales within the corresponding stochastic control problem through a
coarse-graining into an effective Hamiltonian and remainder. The effective Hamil-
tonian captures the macroscopic description of the system and is treated using low
temperature expansion techniques adapted from [GJS76b]. The remainder contains
the ultraviolet divergences and these are killed using the renormalisation techniques
of [BG19].

Morover, we adapt arguments which were used by Bodineau, Velenik, and Ioffe
[BIV00] in the context of equilibrium crystal shapes of discrete spin models, to study
phase segregation for φ4

3. In particular, we adapt them to handle a block-averaged
model with unbounded spins. Technically, this requires control over large fields.

A direct implication of our result is the exponential explosion of relaxation times
in the infinite volume limit provided β is sufficiently large. This is a step towards
establishing phase transition for the relaxation times of dynamical φ4.

5 The Boué-Dupuis formula in the simplest setting

To close the main body of this introduction, we discuss our main tool - the Boué-
Dupuis variational formula for expectations of functionals of Brownian motion - in
its simplest setting. The use of this formula in the context of Euclidean field theory
in the spirit of [BG19] is explored at depth in the next two parts of this thesis.

We equip Ω “ Cpr0, 1s;Rq with its Borel σ-algebra and let P be the probability
measure such that the coordinate process B‚ is a Brownian motion. We write E
to denote expectation with respect to P. We work on the filtered probability space
pΩ,A, pAtq0ďtď1,Pq, where A is the P-completion of the Borel σ-alebra on Ω and
pFtq0ďtď1 is the natural filtration induced by B augmented with P-null sets of A.

We now define the space of drifts for our control problem. LetH be the space of
processes v‚ that are P-almost surely in L2pr0, 1s;Rq and progressively measurable
with respect to pAtq0ďtď1. It is convenient in applications, including to show the
ultraviolet stability of φ4

3, to also work with bounded drifts Hb Ă H. These are
defined as follows: for every M P N, let Hb,M Ă H be drifts such that P-almost
surely we have

ş1

0
v2
sds ď M . Then, let Hb “

Ť

MPN Hb,M . Finally, in the proof
of the Boué-Dupuis formula, it is convenient to work with simple drifts Hs Ă Hb.
These are the drifts v of the form

vs “
k
ÿ

j“1

Fj1ptj ,tj`1spsq

where k P N, 0 “ t1 ď ¨ ¨ ¨ ď tk`1 “ T , andN P N, Fj : RÑ R is Ftj -measurable,
and |Fj| ď N P-almost surely.

The following theorem is the Boué-Dupuis formula.
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Theorem 5.1. Let H : Ω Ñ R be bounded and measurable. Then,

´ logEe´HpBq
“ inf E

«

H
´

B `

ż ¨

0

vtdt
¯

`
1

2

ż 1

0

v2
t dt

ff

where the infimum is over v P H or Hb.

Proof. Theorem 5.1 was first established in [BD98] but we follow the proof in
[BD19, Chapters 8.1.3-8.1.4]. The upper and lower bounds are established in
Sections 5.1 and 5.2, respectively.

Remark 5.2. Various improvements/extensions of Theorem 5.1 exist. For example,
see [Üst14] for a version with H measurable and satisfying certain integrability
conditions. See also [Leh13] for a simplified version of Theorem 5.1 that is sufficient
to analyse functional inequalities, i.e. logarithmic Sobolev and Brascamp-Lieb
inequalities.

5.1 Proof of Theorem 5.1: upper bound
We are going to show that for any v P Hs,

´ logEe´HpBq
ď E

”

H
´

B `

ż ¨

0

vtdt

¯

`
1

2

ż 1

0

v2
t dt

ı

. (5.1)

Showing that this bound extends to all v P H (and, hence, all v P Hb) follows by
approximation arguments. See [BD19, Chapter 8.1.3].

Our starting point is a representation of the classical Gibbs variational principle.

Lemma 5.3. Let M1pΩq be the space of probability measures on pΩ,Aq. Then,

´ logEe´HpBq
“ inf

QPM1pΩq

”

EQHpBq `RpQ}Pq
ı

where EQ denotes expectation with respect to Q and RpQ}Pq “ EQrlog dQ
dP s is

the relative entropy (with the convention that RpQ}Pq “ 8 if Q is not absolutely
continuous with respect to P).

Moreover, the infimum is obtained at the measure Qopt with density

dQopt

dP
“

e´HpBq

Ee´HpBq
.

Proof. It suffices to consider Q P M1pΩq absolutely continuous with respect to P.
Then, by using the definition of Qopt,

EQHpBq `RpQ}Pq “ EQ

”

HpBq ` log
dQ
dP

ı
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“ EQ

”

HpBq ` log
dQopt

dP
` log

dQ
dQopt

ı

“ EQ

”

HpBq ´HpBq ´ logEe´HpBq
` log

dQ
dQopt

ı

“ ´ logEe´HpBq
`RpQ}Qopt

q.

We are done with the observation that RpQ}Qoptq ě 0 with equality if and only
if Q “ Qopt.

For any ṽ P Hs, denote by Qṽ the measure with density

dQṽ

dP
“ e

ş1
0 ṽtdBt´

1
2

ş1
0 ṽ

2
t dt. (5.2)

Note that the stochastic exponential in (5.2) has expectation 1 and hence Qṽ is a
probability measure. See e.g. [RY13, Proposition 1.15, Chapter VIII]. By Gir-
sanov’s theorem [RY13, Theorem 1.4, Chapter VIII], the process Bṽ “ B ´

ş¨

0
ṽtdt

is a Brownian motion under the measure Qṽ.
Now fix v P Hs. By direct calculation one can show that there exists ṽ P Hs such

that the distribution of pBṽ, ṽq under Qṽ is equal to the distribution of pB, vq under
P. See [BD19, Lemma 8.7]. Applying the variational principle in Lemma 5.3 with
the choice Q “ Qṽ then yields

´ logEe´HpBq
ď EQṽ

”

HpBq `RpQṽ
}Pq

ı

.

First, note that by Girsanov’s theorem and the definition of ṽ,

EQṽHpBq “ EQṽ
”

H
´

Bṽ
`

ż ¨

0

ṽtdt
¯ı

“ E
”

H
´

B `

ż ¨

0

vtdt
¯ı

(5.3)

Second,

RpQṽ
}Pq “ EQṽ

”

ż 1

0

ṽtdBt ´
1

2

ż 1

0

ṽ2
t dt

ı

“ EQṽ
”

ż 1

0

ṽtdB
ṽ
t `

1

2

ż 1

0

ṽ2
t dt

ı

“ EQṽ
”1

2

ż 1

0

ṽ2
t dt

ı

“ E
”1

2

ż 1

0

v2
t dt

ı

(5.4)

where in the first equality we have used the definition of Qṽ, in the second equality
we have used Girsanov’s theorem, in the third equality we have used that

ş¨

0
ṽtdB

ṽ
t

is a martingale, and in the last equality we have used the definition of ṽs.
Combining (5.3) and (5.4) establishes (5.1).
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5.2 Proof of Theorem 5.1: lower bound
We restrict to the case where HpBq is of the form:

HpBq “ h
`

Bt1 , Bt2 ´Bt1 , . . . , Btk ´Btk´1

˘

where k P N, 0 “ t1 ă ¨ ¨ ¨ ă tk “ T , and h : Rk Ñ R is smooth and compactly
supported.

The advantage of this regularisation is that we are able to construct an explicit
minimiser for the corresponding variational problem: i.e., we show that there exists
u P Hb Ă H such that

´ logEe´HpBq
“ E

”

H
´

B `

ż ¨

0

utdt
¯

`
1

2

ż 1

0

u2
tdt

ı

.

The extension to measurable and bounded H then requires tedious but straightfor-
ward approximation arguments, so we omit them. Note that the infimum in the
stochastic control problem may not be attained for general H. See [BD19, Chapter
8.1.4] for more details on this approximation procedure.

The key tool to construct minimisers is given in the following lemma.

Lemma 5.4. Fix T ą 0 andm P N. Let g : RmˆRÑ R be smooth and compactly
supported, and define V : r0, T s ˆ Rm ˆ RÑ R by

V pt, z, xq “ ´ logEe´gpz,x`BT´tq.

Then,

‚ z ÞÑ V pt, z, xq is smooth and compactly supported for all pt, xq P r0, T s ˆR;

‚ x ÞÑ V pt, z, xq is smooth with bounded derivatives of all order for all pt, zq P
r0, T s ˆ Rm.

Moreover, for z P Rm, let t ÞÑ Upz, tq be the unique solution to the equation

Upz, tq “ ´

ż t

0

BxV ps, z, Upz, sqqds`Bt

and define uptq “ ´BxV pt, z, Upz, tqq.
Then,

´ logEe´gpz,BT q “ E
”

g
´

z,B `

ż ¨

0

utdt
¯

`
1

2

ż T

0

u2
tdt

ı

. (5.5)



Introduction 23

Proof. This lemma is classical in stochastic control theory. Indeed, by the Feynman-
Kac formula, Z “ Eegpz,x`BT´tq solves a linear PDE. From this, one gets that
V “ ´ logZ solves a nonlinear PDE called a Hamilton-Jacobi-Bellman equation.
As such, V can be interpreted as a cost function for a stochastic control problem.
Since V is smooth, standard arguments can be used to construct a minimiser. See
[FS06, Chapter VI].

We define a sequence of potentials Vj : Rj Ñ R for j P t1, . . . , ku as follows:
let Vk “ h. For j P t1, . . . , k ´ 1u and zj P Rj , let

Vjpzjq “ ´ logEeVj`1pzj ,Btj`1´Btj q.

Using the independence of Brownian increments, we can rewrite this as a conditional
expectation

e´Vjpzjq “ Ee´Vj`1pzj ,Btj`1´Btj q “ E
”

e´Vj`1pzj ,Btj`1´Btj q|Atj

ı

.

Then,
V0 “ ´ logEe´V1pBt1 q “ ´ logEe´HpBq

where the first equality is by definition and the second is by successive conditioning.
Thus, we can interpret the sequence of potentials pVjq1ďjďk as renormalisations of
the potential V0 “ ´ logEe´HpBq.

We construct a minimiser to the stochastic control problem associated to V0,
which is what we are interested in, by analysing the stochastic control problems
associated to the renormalised potentials starting with j “ k and then running
backwards. In particular, we apply Lemma 5.4 to construct minimisers of the control
problem associated to Vj for times t P rtj, tj`1q and then glue these minimisers
together.

Let pUpzj, tqqtjďtătj`1
be the solution of the equation

Upzj, tq “ ´

ż tj`1

tj

BxVj`1ps, zj, Upzj, sqqds`Bptq ´Bptjq.

Define the process u P Hb by uptq “ ´BxVj`1pt, Zj, UpZj, tqq for t P rtj, tj`1q,
where Zj “ pBt1 , Bt2 ´Bt1 , . . . , Btk ´Btk´1

q. Then, by recursively applying (5.5)
starting from j “ k and running backwards, we obtain:

´ logEeHpBq “ E
”

h
´

Bt1 `

ż t1

0

utdt, Bt2 ´Bt1 `

ż t2

t1

utdt,

. . . , Btk ´Btk´1
`

ż tk

tk´1

utdt
¯

`
1

2

ż 1

0

u2
tdt

ı

“ E
”

H
´

B `

ż ¨

0

utdt
¯

`
1

2

ż 1

0

u2
tdt

ı

which completes the proof with this specific choice of H.
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6 Thesis organisation

The remainder of this thesis is organised into three parts. Part II concerns quasi-
invariant Gaussian measures of nonlinear wave equations. In the prologue, we begin
by proving the classical correspondence between conserved quantities and invariant
measures in finite dimensional Hamiltonian dynamics. Then, we discuss extending
this to the linear wave equation. The main body of this part consists of the work
[GOTW18], where we establish Contribution 1. In the epilogue, we discuss an
extension of our results that has since appeared in the literature.

Part III concerns phase transitions for the φ4 model. In the prologue, as a warm-
up for the arguments to come, we recall the classical contour bounds for the low
temperature Ising model. The main body of this part consists of the work [CGW20],
where we establish Contribution 2. In the epilogue, we sketch how our techniques
can be used with the Peierls’ argument of [GJS75] to establish phase transition for
φ4

3.
In Part IV we conclude this thesis with a discussion of future directions. In

particular, we discuss two interesting problems that seem within reach.
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Prologue

We begin this part by deriving the classical fact that Gibbs measures are invariant
under finite dimensional Hamiltonian dynamics.

Hamiltonian dynamics in finite dimensions are systems of ODEs of the form

dp
dt
“ ´∇qHpp,qq

dq
dt
“ ∇pHpp,qq

(0.1)

where p,q P R3 are generalised momentum and position; ∇p,∇q are gradients
in momentum and position space, respectively, and H : R3 ˆ R3 Ñ R is a (e.g.
smooth) Hamiltonian.

Note that, for solutions ppptq,qptqq of (0.1), we have

d

dt
Hpp,qq “ ∇pHpp,qq ¨

dp
dt
`∇qHpp,qq ¨

dq
dt
“ 0.

Thus, the Hamiltonian H is conserved.
We write Φ : R ˆ R6 Ñ R6 to denote the flow of this ODE, i.e. Φptqpp0,q0q

is the solution to (0.1) with initial data pp0,q0q. Note that it is reversible, i.e.
Φptq´1 “ Φp´tq.

Letm be the Gibbs measure, i.e. the measure with density proportional to

e´Hpp,qqdpdq.

ConsiderΦptq˚mpAq for any measurable setA Ă R6 and t P R, whereΦptq˚m is the
pushforward ofm underΦptq. Note that by reversibility,Φptq˚mpAq “ mpΦp´tqAq.
Then,

BtΦptq˚mpAq “ Bt

ż

Φp´tqA

e´Hpp,qqdpdq

“ Bt

ż

A

e´HpΦptqpp,qqqdetp∇pΦptqpp,qq,∇qΦptqpp,qqqdpdq

“

ż

A

´BtHpΦptqpp,qqq ¨ e´HpΦptqpp,qqdet
`

∇pΦptqpp,qq,∇qΦptqpp,qq
˘

` e´HpΦptqpp,qqq∇p,q ¨
`

´∇qHpΦptqpp,qqq,∇pHpΦptqpp,qqq
˘

dpdq
“ 0
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where the first equality is by a standard change of variables, the second equality is by
direct calculation, and the third equality is by the conservation of Hand fact that the
vector field d

dt
Φptqpp,qq “

`

´∇qHpΦptqpp,qqq,∇pHpΦptqpp,qqq
˘

is divergence
free with respect to∇p,q “ p∇p,∇qq. Hence,m is invariant under Φ. Note that this
argument is not special to the Gibbs measure; one can replace m by any measure
with density

e´H̃pp,qqdpdq

where H̃ is conserved under (0.1).
The approach above, which is fundamentally Liouville’s theorem in statistical

physics, is still useful in the infinite dimensional context. Recall that the linear wave
equation is given by the system of PDEs

Btu “ v

Btv “ ∆u.
(0.2)

Moreover, recall that ~µs is the Gaussian measure with formal density

d~µs “ Z´1
s e´

1
2
}~u}2~Hs`1d~u

where ~Hs`1pTdq “ Hs`1pTdq ˆ HspTdq and ~u “ pu, vq. Note that, for a solution
~uptq of (0.2),

d

dt
}~u}2~Hs`1 “

d

dt

ż

Td
|p´∆q

s`1
2 u|2 ` |p´∆q

s
2v|2dx

“ 2

ż

Td
p´∆q

s`1
2 u ¨ p´∆q

s`1
2 v ` p´∆q

s
2v ¨ p´∆q

s
2 p∆uqdx “ 0

where the third equality is by (fractional) integration by parts. Hence, }~u}2~Hs`1
is

conserved under (0.2). A truncation argument in Fourier space alongwith Liouville’s
theorem for finite dimensional systems then establishes invariance. Details are given
in [Tzv15], where this approach is the first step to establishing quasi-invariance of
Gaussian measures under (nonlinear) Hamiltonian PDEs.

Although the approach of the preceding paragraph is more in the spirit of what
we do in the upcoming sections, the invariance of the measures ~µs under the linear
wave equation can be seen more elegantly by using rotation invariance of Gaussian
measures. We give the essential ideas but omit details. Samples from ~µs can be
constructed as random Fourier series (so-called Karhunen-Loève expansions) that
converge in ~Hσ for every σ ă s ´ d´2

2
. The solution map of the linear wave

equation acts as a rotation map on frequencies of functions belonging to ~Hσ. As
a result, the solution of the linear wave equation with initial data sampled from ~µs
admits a random Fourier representation where each frequency is a rotation from
the frequencies of the initial data, hence it is distributed according to ~µs. This
establishes invariance.
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1 Introduction

1.1 Main result
We consider the following defocusing cubic nonlinear wave equation (NLW) on the
three-dimensional torus T3 “ pR{Zq3:

B
2
t u´∆u` u3

“ 0, (1.1)

where u : T3 ˆ RÑ R is the unknown function. With v “ Btu, we rewrite (1.1) in
the following vectorial form:

#

Btu “ v

Btv “ ∆u´ u3.
(1.2)

Given σ P R, let HσpT3q denote the classical L2-based Sobolev space of order σ
defined by the norm:

}u}Hσ “ }xnyσpupnq}`2pZ3q,

where x ¨ y “ p1 ` | ¨ |2q 1
2 and pu denotes the Fourier transform of u. A classical

argument yields global well-posedness of the Cauchy problem (1.2) in the Sobolev
spaces:

~Hσ
pT3
q
def
“ Hσ

pT3
q ˆHσ´1

pT3
q

for σ ě 1 and, consequently, admits a global flow ΦNLW (see Lemma 2.4 below) on
these spaces.

Given s P R, let ~µs denote the Gaussian measure with Cameron-Martin space
~Hs`1pT3q. Denoting ~u “ pu, vq, the Gaussian measure ~µs has a formal density:

d~µs “ Z´1
s e´

1
2
}~u}2~Hs`1d~u

“
ź

nPZ3

Z´1
s,ne

´ 1
2
xny2ps`1q|pupnq|2e´

1
2
xny2s|pvpnq|2dpupnqdpvpnq.

Samples ~uω “ puω, vωq from ~µs can be constructed via the following Karhunen-
Loève expansions:1

uωpxq “
ÿ

nPZ3

gnpωq

xnys`1
ein¨x and vωpxq “

ÿ

nPZ3

hnpωq

xnys
ein¨x, (1.3)

where tgnunPZ3 and thnunPZ3 are collections of standard complex-valued Gaussian
variables which are independent modulo the condition2 gn “ g´n and hn “ h´n. It
is easy to see that the series (1.3) converge in L2pΩ; ~HσpT3qq for

σ ă s´
1

2
(1.4)

1Henceforth, we drop the harmless factor 2π.
2In particular, we impose that g0 and h0 are real-valued.
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and therefore the map
ω P Ω ÞÝÑ puω, vωq

induces the Gaussian measure ~µs as a probability measure on ~HσpT3q for the same
range of σ. Our main goal in this paper is to study the transport property of the
Gaussian measure ~µs under the dynamics of (1.2). We state our main result.

Theorem 1.1. Let s ě 4 be an even integer. Then, ~µs is quasi-invariant under
the dynamics of the defocusing cubic NLW (1.2) on T3. More precisely, for any
t P R, the Gaussian measure ~µs and its pushforward under ΦNLWptq are mutually
absolutely continuous.

Theorem 1.1 ensures the propagation of almost sure properties of ~µs along the
flow. This is important because, in infinite dimensions, many interesting properties
concerning small-scale behavior under aGaussianmeasure hold truewith probability
0 or 1. This is an implication of Fernique’s theorem (Theorem 2.7 in [DPZ14]);
under a Gaussian measure, any given norm is finite with probability 0 or 1. For
example, samples ~u of the Gaussian measure ~µs almost surely belong to the Lp-
based Sobolev spaces ~W σ,ppT3q for any p ě 1 and more generally to the Besov
spaces, ~Bσ

p,qpT3q for any p, q ě 1, including the case p “ q “ 8 (Hölder-Besov
space), provided that σ satisfies (1.4). Theorem 1.1 then implies that these Lp-based
regularities are transported along the nonlinear flow. An analogous statement for
deterministic initial data is expected to fail in general. See [Lit63, Per80, Sog93].

Theorem 1.1 is an addition to a series of recent results [Tzv15, OT17, OST18,
OT20, OTT19] that has made significant progress in the study of transport properties
of Gaussian measures under nonlinear Hamiltonian PDEs. The general strategy,
as introduced by the third author in [Tzv15], is to study quasi-invariance of the
Gaussian measures ~µs indirectly by studying weighted Gaussian measures, where
the weight corresponds to a correction term that arises due to the presence of the
nonlinearity. See Subsection 3.2. The two key steps in this strategy are (i) the
construction of the weighted Gaussian measure and (ii) an energy estimate on the
time derivative of the modified energy (that is, the energy of the Gaussian measure
plus the correction term). In [OT20], the second and third authors employed this
strategy and proved the analogue of Theorem 1.1 in the two-dimensional case. This
was done by introducing a simultaneous renormalization on the modified energy
functional and its time derivative and then performing a delicate analysis centered
on a quadrilinear Littlewood-Paley expansion.

As pointed out in [OT20], the argument in the two-dimensional case does not ex-
tend to the current three-dimensional setting. The proof of Theorem1.1 uses two new
key ingredients. The first is the use of a variational formula in constructing weighted
Gaussian measures, inspired by Barashkov and Gubinelli [BG19]. The second new
ingredient appears in studying the growth of the truncated weighted Gaussian mea-
sures, where we combine a deterministic growth bound on solutions (as in a recent
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paper by Planchon, Visciglia, and the third author [PTV19]) with stochastic esti-
mates on random distributions (as in the two-dimensional case [OT20]). This hybrid
argument allows us to use a softer energy estimate to prove quasi-invariance. Our
simplification also comes from the use of Besov spaces in the spirit of [MWX17].
This results in a significantly simpler proof of quasi-invariance in the harder, physi-
cally relevant three-dimensional case as compared with the two-dimensional case.

1.2 Remarks and comments
(i) A slight modification of the proof of Theorem 1.1 shows that the Gaussian
measures ~µs are also quasi-invariant under the nonlinear Klein-Gordon equation:

#

Btu “ v

Btv “ p∆´ 1qu´ u3.
(1.5)

It is easy to see that ~µs is invariant under the linear Klein-Gordon equation, i.e. re-
moving u3 in (1.5), which trivially implies that almost sure properties of ~µs are
transported along the flow of the linear dynamics. The addition of a defocusing cu-
bic nonlinearity into the equation destroys invariance but the quasi-invariance of ~µs
for (1.5) can be interpreted as saying that the nonlinear flow retains the small-scale
properties of the linear flow.

In order to obtain invariance of ~µs under the linear wave equation, one would
need to replace x ¨ ywith | ¨ | in (1.3), which would raise an issue at the zeroth Fourier
mode (see Remark 3.6). Nevertheless, in the study of small-scale properties of
solutions, this issue is irrelevant and one can easily show that ~µs is quasi-invariant
under the linear wave equation. Theorem 1.1 then implies that the NLW dynamics
also retains the small-scale properties of the linear wave dynamics.
(ii) The restriction that s is an even integer in Theorem 1.1 comes from an appli-
cation of the classical Leibniz rule in order to derive the right correction term for
the modified energy and the weighted Gaussian measure. In terms of regularity
restrictions, the construction of the weighted Gaussian measure works for any real
s ą 3

2
(Proposition 3.7). Our argument for the energy estimate (Proposition 3.8)

only requires s ą 5
2
but, in our derivation of a modified energy, we also use the

classical Leibniz rule for p´∆q
s
2 which only works if s is an even integer. It may be

possible to relax this second condition using a fractional Leibniz rule to go below
s “ 4. At present, however, we do not know how to do this.
(iii) Our new hybrid argument in proving Theorem 1.1 requires a softer energy
estimate than that in [OT20] and is also applicable to the two-dimensional case.
We point out, however, that the argument in [OT20], involving heavier multilinear
analysis, provides better quantitative information on the growth of the truncated
weighted Gaussian measures. See Remark 3.12. For example, the argument in
[OT20] allows us to prove higher Lp-integrability of the Radon-Nikodym derivative
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of the weighted Gaussian measures (with an energy cutoff), while our proof of
Theorem 1.1 does not provide such extra information.
(iv) It would be of interest to investigate the quasi-invariance property of ~µs for NLW
with a higher order nonlinearity or in higher dimensions. Our techniques appear to
carry over to higher order nonlinearities. This might even permit to analyze energy-
supercritical equations (such as the three-dimensional septic NLW), where global
well-posedness is not known. Consequently, one might aim to prove “local-in-time”
quasi-invariance (as stated in [Bou96a]). See also [PTV19] for an example of a
local-in-time quasi-invariance result. See also Remark 3.4 below.
(v) Quasi-invariance results such as Theorem 1.1 are complimentary to the study of
low regularity well-posedness with random initial data. Starting with the seminal
work of Bourgain [Bou94, Bou96b], there has been intensive study on the random
data Cauchy theory for nonlinear dispersive PDEs. There are two related directions
in this study. The first one is the study of invariant measures associated with conser-
vation laws such as Gibbs measures, in particular, the construction of almost sure
global-in-time dynamics via the so-called Bourgain’s invariant measure argument;
see [OT17, BOP19] for the references therein. The other is the study of almost
sure well-posedness with respect to random initial data. Here, one can often exploit
the higher Lpx-based regularity made accessible by randomization of initial data to
establish well-posedness below critical thresholds, where equations are ill-posed
in L2-based Sobolev spaces. In the context of NLW, see the work [BT08, BT11]
by Burq and the third author for almost sure local well-posedness. There are also
globalization arguments in this probabilistic setting; see [BT11, Poc, OP16, OP17].
See also a general review [BOP19] on the subject.

As for the defocusing cubic NLW (1.2) on T3, the scaling symmetry induces the
critical regularity σcrit “ 1

2
. It is known that (1.2) is locally well-posed in ~HσpT3q

for σ ě 1
2
, while it is ill-posed for σ ă 1

2
; see [LS95, CCT03, BT08, OOT]. In

[BT08, BT11], Burq and the third author proved almost sure global well-posedness
of (1.2) with respect to the random initial data in (1.3) for s ą 1

2
, namely for σ ą 0.

In this regime, the flowΦNLW exists almost surely globally in time. Then, it is natural
to ask the following question.
Problem. Study the transport property of theGaussianmeasures ~µs for low values of
s ą 1

2
, in particular in the regime where the global-in-time dynamics is constructed

only probabilistically.

1.3 Organization
In Section 2, we introduce basic tools in our proof: Besov spaces, the Wiener
chaos estimate, the classical well-posedness theory of (1.2), and also deterministic
growth bounds. In Section 3, we present the proof of Theorem 1.1 assuming (i)
the construction of the weighted Gaussian measures (Proposition 3.7) and (ii) the
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energy estimate (Proposition 3.8). Section 4 is devoted to the construction of the
weighted Gaussian measures and, finally, Section 5 deals with the energy estimate.

2 Analytic and stochastic toolbox

2.1 On the phase space
Given N P N, we denote by πN the frequency projector on the (spatial) frequencies
t|n| ď Nu:

pπNuqpxq “
ÿ

|n|ďN

pun e
in¨x,

We then set
EN “ πNL

2
pT3
q.

Namely, EN is the finite-dimensional vector space of real-valued trigonometric
polynomials of degree ď N endowed with the restriction of the L2pT3q scalar
product. The product space EN ˆ EN is a finite dimensional real inner-product
space and thus there is a canonical Lebesgue measure on this space, which we
denote by LN . We also use pEN ˆ ENq

K to denote the orthogonal complement of
EN ˆ EN in ~HσpT3q, σ ă s´ 1

2
.

2.2 Besov spaces
LetBpξ, rq denote the ball inR3 of radius r ą 0 centered at ξ P R3 and letAdenote
the annulus Bp0, 4

3
qzBp0, 3

8
q. Letting N0 “ NY t0u, we define a sequence tχjujPN0

by setting

χ0 “ rχ, χjp ¨ q “ χp2´j ¨ q, and
8
ÿ

j“0

χj ” 1

for some suitable rχ, χ P C8c pR3; r0, 1sq such that suppprχq Ă Bp0, 4
3
q and supppχq Ă

A. We then define the Littlewood-Paley projector Pj , j P N0, by setting

Pjupxq “
ÿ

nPZ3

χjpnqpupnqe
in¨x

for u P D1pT3q.
Given s P R and 1 ď p, q ď 8, the Besov space Bs

p,qpT3q is the set of distribu-
tions u P D1pT3q such that

}u}Bsp,q “
›

›

›

 

2sj}Pju}Lpx
(

jPN0

›

›

›

`qj

ă 8. (2.1)

We use the conventions ~Bs
p,qpT3q “ Bs

p,qpT3q ˆBs´1
p,q pT3q and ~CspT3q “ CspT3q ˆ

Cs´1pT3q, where CspT3q “ Bs
8,8pT3q denotes the Hölder-Besov space. Note
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that (i) the parameter s measures differentiability and p measures integrability,
(ii) HspT3q “ Bs

2,2pT3q, and (iii) for s ą 0 and not an integer, CspT3q coincides
with the classical Hölder spaces; see [Gra09].

Lemma 2.1. The following estimates hold.
(i) (interpolation) For 0 ă s1 ă s2, we have3

}u}Hs1 À }u}
s1
s2
Hs2 }u}

s2´s1
s2

L2 . (2.2)

(ii) (immediate embeddings) Let s1, s2 P R and p1, p2, q1, q2 P r1,8s. Then, we
have

}u}Bs1p1,q1
À }u}Bs2p2,q2

for s1 ď s2, p1 ď p2, and q1 ě q2,

}u}Bs1p1,q1
À }u}Bs2p1,8

for s1 ă s2,

}u}B0
p1,8

À }u}Lp1 À }u}B0
p1,1
.

(2.3)

(iii) (algebra property) Let s ą 0. Then, we have

}uv}Cs À }u}Cs}v}Cs . (2.4)

(iv) (Besov embedding) Let 1 ď p2 ď p1 ď 8, q P r1,8s, and s2 “ s1`3
`

1
p2
´ 1

p1

˘

.
Then, we have

}u}Bs1p1,q
À }u}Bs2p2,q

. (2.5)

(v) (duality) Let s P R and p, p1, q, q1 P r1,8s such that 1
p
` 1

p1
“ 1

q
` 1

q1
“ 1. Then,

we have
ˇ

ˇ

ˇ

ˇ

ż

T3

uv dx

ˇ

ˇ

ˇ

ˇ

ď }u}Bsp,q}v}B´s
p1,q1

, (2.6)

where
ş

T3 uv dx denotes the duality pairing between Bs
p,qpT3q and B´sp1,q1pT3q.

(vi) (fractional Leibniz rule) Let p, p1, p2, p3, p4 P r1,8s such that 1
p1
` 1

p2
“

1
p3
` 1

p4
“ 1

p
. Then, for every s ą 0, we have

}uv}Bsp,q À }u}Bsp1,q}v}L
p2 ` }u}Lp3 }v}Bsp4,q . (2.7)

(vi) (product estimate) Let s1 ă 0 ă s2 such that s1 ` s2 ą 0. Then, we have

}uv}Cs1 À }u}Cs1 }v}Cs2 . (2.8)
3We use the convention that the symbol À indicates that inessential constants are suppressed in

the inequality.
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Proof. While these estimates are standard, we briefly discuss their proofs for read-
ers’ convenience. See also [BCD11] for details of the proofs in the non-periodic
case. The log convexity inequality (2.2) and the duality (2.6) follow from Hölder’s
inequality. The first estimate in (2.3) is immediate from the definition (2.1), while the
second one in (2.3) follows from the `q1-summability of

 

2ps1´s2qj
(

jPN0
for s1 ă s2.

The last estimate in (2.3) follows from the boundedness of the Littlewood-Paley
projector Pj and Minkowski’s inequality. The Besov embedding (2.5) is a direct
consequence of Bernstein’s inequality:

}Pju}Lp1 À 2
3jp 1

p2
´ 1
p1
q
}Pju}Lp2 .

The algebra property (2.4) is immediate from the following paraproduct decompo-
sition due to Bony [Bon81]:

uv “
ÿ

jPN0

Pju ¨ Sjv `
ÿ

jPN0

ÿ

|j´k|ď1

Pju ¨ Pkv `
ÿ

kPN0

Sku ¨ Pkv (2.9)

with Hölder’s inequality. Here, Sj is given by

Sju “
ÿ

kďj´2

Pku.

The fractional Leibniz rule (2.7) also follows from the paraproduct decomposition
(2.9). In proving (2.7) for the resonant product, i.e. the second term on the right-hand
side of (2.9), one needs to proceed slightly more carefully:

›

›

›

›

›

2sm
›

›

›

›

Pm
´

ÿ

jPN0

ÿ

|j´k|ď1

Pju ¨ Pkv
¯

›

›

›

›

Lp

›

›

›

›

›

`qm

À

›

›

›

›

ÿ

jěm´10

2spm´jq2sj}Pju}Lp1 }Pjv}Lp2
›

›

›

›

`qm

À }u}Bsp1,q}v}L
p2 ,

where we used Young’s and Hölder’s inequalities together with the embedding:
Lp2pT3q ãÑ B0

p2,8
pT3q in the last step. See also Lemma 2.84 in [BCD11]. Lastly,

the product estimate (2.8) follows from a similar consideration.

2.3 Wiener chaos estimate
Let tgnunPN be a sequence of independent standard Gaussian random variables
defined on a probability space pΩ,F,Pq, where Fis the σ-algebra generated by this
sequence. Given k P N0, we define the homogeneous Wiener chaoses Hk to be the
closure (under L2pΩq) of the span of Fourier-Hermite polynomials

ś8

n“1Hknpgnq,
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whereHj is the Hermite polynomial of degree j and k “
ř8

n“1 kn.4 Then, we have
the following Ito-Wiener decomposition:

L2
pΩ,F,Pq “

8
à

k“0

Hk.

See Theorem 1.1.1 in [Nua06]. We have the following classical Wiener chaos
estimate.

Lemma 2.2. Let k P N0. Then, we have
´

E
“

|X|p
‰

¯
1
p
ď pp´ 1q

k
2

´

E
“

|X|2
‰

¯
1
2 (2.10)

for any random variable X P Hk and any 2 ď p ă 8.

The estimate (2.10) is a direct corollary to the hypercontractivity of the Ornstein-
Uhlenbeck semigroup due to Nelson [Nel66] and the fact that any element X P Hk

is an eigenfunction for the Ornstein-Uhlenbeck operator with eigenvalue ´k.
For our purpose, we need the following three facts: (i) IfZ is a linear combination

of tgnu, then Z P H1. (ii) For Z P H1, the random variable Z2 ´ ErZ2s P H2. (iii)
If Y, Z P H1 are independent, then Y Z P H2.

The next lemma gives a regularity criterion for stationary random distributions.
Recall that a random distribution u onTd is said to be stationary if up ¨ q and upx0`¨ q

have the same law for any x0 P Td. Moreover, we say that u P Hk if upϕq P Hk for
any test function ϕ P C8pTdq.

Lemma 2.3. (i) Let u be a stationary random distribution on Td, belonging to Hk

for some k P N0. Suppose that there exists s0 P R such that

E
“

|pupnq|2
‰

À xny´d´2s0 (2.11)

for any n P Zd. Then, for any s ă s0 and finite p ě 2, we have u P LppΩ; CspTdqq.
(ii) Let tuNuNPN be a sequence of stationary random distributions on Td, belonging
to Hk for some k P N0. Suppose that there exists s0 P R such that uN satisfies (2.11)
for each N P N. Moreover, suppose that there exists θ ą 0 such that

E
“

|puNpnq ´ puMpnq|
2
‰

À N´2θ
xny´d´2s0

for any n P Zd and any M ě N ě 1. Then, for any s ă s0 and finite p ě 2, uN
converges to some u in LppΩ; CspTdqq.

The proof is a straightforward computation with the Wiener chaos estimate
(Lemma 2.2). See [MWX17, Proposition 3.6] for details of the proof of Part (i).
Part (ii) follows from similar considerations.

4This implies that kn “ 0 except for finitely many n’s.
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2.4 Truncated NLW dynamics: well-posedness and approximation
In the following, we often work at the level of the truncated dynamics in order to
rigorously justify calculations. As such, in this subsection, we briefly go over the
well-posedness theory and approximation results of the following Cauchy problem
for the truncated NLW on T3:

$

’

&

’

%

Btu “ v

Btv “ ∆u´ πN
`

pπNuq
3
˘

pu, vq|t“0 “ pu0, v0q,

(2.12)

where N ě 1 and πN denotes the projector onto spatial frequencies t|n| ď Nu. We
also use the following shorthand notations:

uN “ πNu and vN “ πNv.

We allow N “ 8 with the convention π8 “ Id, which reduces (2.12) to (1.2).
For the (untruncated) NLW (1.2), the conserved energy is given by

Ep~uq “
1

2

ż

T3

`

|∇u|2 ` v2
˘

`
1

4

ż

T3

u4.

The truncated system (2.12) also has the following conserved energy:

ENp~uq “
1

2

ż

T3

`

|∇u|2 ` v2
˘

`
1

4

ż

T3

pπNuq
4. (2.13)

In the following two lemmas, we state the classical well-posedness theory for
(2.12) and the relevant dynamical properties.

Lemma 2.4. Let σ ě 1 and N P N Y t8u. Then, the truncated NLW (2.12) is
globally well-posed in ~HσpT3q. Namely, given any pu0, v0q P ~H

σpT3q, there exists a
unique global solution to (2.12) in CpR; ~HσpT3qq, where the dependence on initial
data is continuous. Moreover, if we denote by ΦNptq the data-to-solution map at
time t, then ΦNptq is a continuous bĳection on ~HσpT3q for every t P R, satisfying
the semigroup property:

ΦNpt` τq “ ΦNptq ˝ ΦNpτq

for any t, τ P R.

The global well-posedness result stated in Lemma 2.4 follows from a standard
local well-posedness theory along with the conservation of the truncated energy
ENp~uq. See [OT20, Lemma 2.1] for the proof in the two-dimensional case.5 The
same proof applies to the three-dimensional case in view of the Sobolev embedding
H1pT3q Ă L6pT3q (with a small modification at the zeroth frequency).

5This is in the context of the nonlinear Klein-Gordon equation but the proof can be easily adapted.
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Lemma 2.5. (i) (Growth bound) Given σ ě 1, we denote by BR the ball of radius
R ą 0 in ~HσpT3q centered at the origin. Then, for any given T ą 0, there exists
CpR, T q ą 0 such that

ΦNptqpBRq Ă BCpR,T q (2.14)
for any t P r0, T s and N P NY t8u.
(ii) (Approximation) Let σ ě 1, T ą 0, and K be a compact set in ~HσpT3q. Then,
for every ε ą 0, there exists N0 P N such that

}Φptqp~uq ´ ΦNptqp~uq} ~HσpT3q
ă ε

for any t P r0, T s, ~u P K, and N ě N0. Hence, we have

ΦptqpKq Ă ΦNptqpK `Bεq.

for any t P r0, T s and N ě N0. Here, Φptq denotes the solution map Φ8ptq “
ΦNLWptq for the (untruncated) NLW (1.2).
Proof. The solution ~u “ pu, vq to (2.12) satisfies the following Duhamel formula-
tion:

uptq “ Sptqpu0, v0q ´

ż t

0

sinppt´ t1q|∇|q
|∇|

πN
`

pπNuq
3
˘

pt1qdt1,

vptq “ BtSptqpu0, v0q ´

ż t

0

cosppt´ t1q|∇|qπN
`

pπNuq
3
˘

pt1qdt1,

(2.15)

where Sptq denotes the linear wave propagator given by

Sptqpu0, v0q “ cospt|∇|qu0 `
sinpt|∇|q
|∇|

v0.

From the fractional Leibniz rule (2.7) and (2.5), we have
}u3
}Hσ´1 À }u}Bσ´1

6,2
}u}2L6 À }u}Hσ}u}2H1 (2.16)

for σ ě 1. Then, from (2.15) and (2.16) with the conservation of the truncated
energy EN in (2.13), we have6

}~uptq} ~Hσ ď }pu0, v0q} ~Hσ ` Cp1` |t|q

ż t

0

}upt1q}Hσ}upt1q}2H1dt1

ď }pu0, v0q} ~Hσ ` Cp1` |t|q ¨ ENpu0, v0q

ż t

0

}pu, vqpt1q} ~Hσdt
1.

Hence, the growth bound (2.14) follows from Gronwall’s inequality.
The approximation property (ii) follows from a modification of the local well-

posedness argument. Since the argument is standard, we omit details. See, for
example, our previous works: Proposition 2.7 in [Tzv15] and Lemma 6.20/B.2 in
[OT17].

6The factor 1` |t| appears in controlling the zeroth frequency: sinppt´t1
q|∇|q

|∇| “ t´ t1.
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3 Proof of Theorem 1.1

In this section, we present the proof of Theorem 1.1. We first present a general
framework of the strategy. We then introduce a renormalized energy and discuss
further refinements required for our problem. In Subsection 3.4, we prove Theorem
1.1 by assuming the construction of the weighted Gaussian measure (Proposition
3.7) and the renormalized energy estimate (Proposition 3.8). We present the proofs
of Propositions 3.7 and 3.8 in Sections 4 and 5.

3.1 General framework
In [Tzv15], the third author introduced a general strategy, combining PDE tech-
niques and stochastic analysis to prove quasi-invariance of Gaussian measures under
nonlinear Hamiltonian PDE dynamics. In the following, we briefly describe a rough
idea behind this method [Tzv15, OT20], using NLW on Td as an example. See also
[OT15] for a survey on this subject. Note that we keep our discussion at a formal
level and that some steps need to be justified by working at the level of the truncated
dynamics (2.12).

Let Φ “ ΦNLW as in the previous section. In order to prove quasi-invariance
of ~µs under Φ, we would like to show ~µspΦptqpAqq “ 0 for any t P R and any
measurable set A Ă ~HσpTdq with ~µspAq “ 0. Here, σ ă s ` 1 ´ d

2
denotes the

regularity of samples on Td under ~µs. The main idea is to study the evolution of

~µspΦptqpAqq “ Z´1
s

ż

ΦptqpAq

e´
1
2
}~u}2~Hs`1d~u

for a general measurable set A Ă ~HσpTdq and to control the growth of ~µspΦptqpAqq
in time. Here, the main goal is show a differential inequality of the form:

d

dt
~µspΦptqpAqq ď Cpβ

 

~µspΦptqpAqq
(1´ 1

p (3.1)

for some 0 ď β ď 1 and for p ą 1 sufficiently large. Once (3.1) could be established,
Yudovich’s argument [Yud63] or its refinement [OT20]when β “ 1would then yield
quasi-invariance for short times. Iterating the argument and using time-reversibility
of the equation yields quasi-invariance for all t P R. In this argument, the linear
power of p in the prefactor of the right-hand side of (3.1) is crucial.

By applying a change-of-variable formula, we have

~µspΦptqpAqq“ “ ”Z´1
s

ż

A

e´
1
2
}Φptqp~uq}2~Hs`1d~u. (3.2)

For the truncated dynamics (2.12), the formula (3.2) can be justified via invariance
of the Lebesgue measure and bĳectivity of the flow ΦN . See Lemma 3.9 below. Fix
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t0 P R. Then, by taking a time derivative, we arrive at

d

dt
~µspΦptqpAqq

ˇ

ˇ

ˇ

ˇ

t“t0

“ ´
1

2
Z´1
s

ż

Φpt0qpAq

d

dt

ˆ

}Φptqp~uq}2~Hs`1

˙

e´
1
2
}Φptqp~uq}2~Hs`1d~u

ˇ

ˇ

ˇ

ˇ

t“0

“ ´
1

2

ż

Φpt0qpAq

d

dt

ˆ

}Φptqp~uq}2~Hs`1

˙
ˇ

ˇ

ˇ

ˇ

t“0

d~µs.

(3.3)

This reduction of the analysis to that at t “ 0, exploiting the group property
Φpt0 ` tq “ ΦptqΦpt0q was inspired from the work [TV14]. Suppose that we had
an effective energy estimate (with smoothing) of the form:

d

dt
}Φptqp~uq}2~Hs`1

ˇ

ˇ

ˇ

ˇ

t“0

“ ď ”Cp}~u} ~H1q}~u}
θ
~Cσ

(3.4)

for some θ ď 2. Then, the desired estimate (3.1) would follow from (3.2), (3.3), and
(3.4) along with the Wiener chaos estimate (Lemma 2.2). Note that, in the energy
estimate (3.4), we can afford to place two factors of ~u in the stronger Hölder-Besov
~Cσ-norm, while we need to place all the other factors in the (weaker) ~H1-norm,
which is controlled by the conserved energy Ep~uq in (2.13).

In [Tzv15], the third author established an energy estimate of the form (3.4)
for the BBM equation by consideration in the spirit of quasilinear hyperbolic PDEs
(namely, integration by parts in x). Unfortunately, an energy estimate of the form
(3.4) does not hold in general for nonlinear Hamiltonian PDEs. In [OT17, OT20],
the second and third authors circumvented this problem by introducing a modified
energy:

Esp~uq “
1

2
}~u}2~Hs`1 `Rsp~uq

with a suitable correction term Rsp~uq such that the desired energy estimate of the
form (3.4) holds for this modified energy. By following the strategy described above,
they first established quasi-invariance of the weighted Gaussian measure associated
with this modified energy:

d~ρs “ Z´1
s e´Esp~uqd~u “ Z´1

s e´Rsp~uqd~µs

(with a cutoff on a conserved quantity). Then, quasi-invariance of ~µs followed from
the mutual absolute continuity of ~µs and ~ρs.

For Schrödinger-type equations, modified energies were introduced by the nor-
mal form method (namely, integration by parts in time); see [OT17, OST18, FT19].
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In [OT20], the second and third authors derived a modified energy for NLW on T2

based on integration by parts in x but a certain renormalization was needed to control
singularity. We will describe the details of this derivation in the next subsection.
Summary: The study of quasi-invariance has therefore been reduced to two steps:
(i) the construction of the weighted Gaussian measure ~ρs and (ii) establishing an
effective energy estimate on BtEsp~uq

ˇ

ˇ

t“0
.

3.2 Renormalized energy for NLW
In this subsection, we present a discussion on amodified energy for our problem. See
(3.18) below for the full modified energy. In the following, we fix σ “ s`1´ d

2
´ε ě

1 for some small ε ą 0 and let BR denotes the ball of radius R ą 0 in ~HσpTdq
centered at the origin. Fix a frequency cutoff sizeN and, instead of using (a suitable
truncated version of) the energy of ~µs, let us consider the following natural energy
to work with for the wave equation (see Remark 3.6):

1

2

ż

Td
pDsvNq

2
`

1

2

ż

Td
pDs`1uNq

2,

where Ds “ p´∆q
s
2 denotes the Riesz potential of order s. Fix an even integer

s ě 4 and let ~u “ pu, vq be a solution to the truncated NLW (2.12). Then, the
Leibniz rule yields

Bt

„

1

2

ż

Td
pDsvNq

2
`

1

2

ż

Td
pDs`1uNq

2



“

ż

Td
pD2svNqp´u

3
Nq

“ ´3

ż

Td
DsvND

suN u
2
N

`
ÿ

|α|`|β|`|γ|“s
|α|,|β|,|γ|ăs

cα,β,γ

ż

Td
DsvN ¨Qs,NpuNq

αuN

ˆQs,NpuNq
βuN ¨Qs,NpuNq

γuN

(3.5)

for some combinatorial constants cα,β,γ that depend only on s, where Qs,NpuNq
α

denotes Qs,NpuNq
α1
x1
¨ ¨ ¨Qs,NpuNq

αd
xd

for a multi-index α “ pα1, . . . , αdq. Samples
~u under the Gaussian measure ~µs belong almost surely to ~CσpTdqz~Cs`1´ d

2 pTdq for
σ ă s` 1´ d

2
. The main issue is how to treatDsvN on the right-hand side of (3.5)

due to its low regularity σ´1. It turns out that all but the first term on the right-hand
side of (3.5) can be treated by integration by parts. See Remark 3.3. As for the first
term, recalling from (2.12) that vN “ BtuN , we have

´3

ż

Td
DsvND

suN u
2
N
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“ ´
3

2
Bt

„
ż

Td
pDsuNq

2u2
N



` 3

ż

Td
pDsuNq

2 vNuN . (3.6)

The terms on the right-hand side of (3.6) are better behaved than that on the left-hand
side since Ds no longer falls on the less regular term v. This motivates us to define
a modified energy with a correction term of the form:

Rsp~uq “
3

2

ż

Td
pDsuNq

2u2
N .

When d “ 1, this choice of the correction term allows us to define a suitable
modified energy and to construct the weighted Gaussian measure associated with
this modified energy (modulo an issue at the zeroth frequency). When d “ 2 or 3,
however, we have u R CspTdq almost surely and thus the limiting expression pDsuq2

is ill defined since it is the square of a distribution of negative regularity. Moreover,
the singular term pDsuq2 appears in both terms on the right-hand side of (3.6). As
such, we have issues at the level of both the energy and its time derivative, which
propagate to both the construction of the weighted Gaussian measure and the energy
estimate.

Motivated by Euclidean quantum field theory, we introduce a renormalization.
This amounts to replacing pDsuq2 by pDsuq2´8, suitably interpreted; givenN P N,
we replace pDsuNq

2 in (3.6) by Qs,NpuNq, where

Qs,Npfq
def
“ pDsfq2 ´ σN (3.7)

and σN is given by

σN
def
“ E~µs

”

pDsπNuq
2
ı

„
ÿ

nPZd
1ď|n|ďN

1

|n|2
„

#

logN for d “ 2,

N for d “ 3,
(3.8)

as N Ñ 8. The crucial observation in [OT20] is that the effect of the renormaliza-
tion for the two terms on the right-hand side in (3.6) precisely cancels each other,
since

´
3

2
σNBt

„
ż

Td
u2
N



` 3σN

ż

Td
vNuN “ 0,

where we used the equation (2.12). As a result, we obtain

´3

ż

Td
DsvND

suN u
2
N

“ ´
3

2
Bt

„
ż

Td
Qs,NpuNqu

2
N



` 3

ż

Td
Qs,NpuNqvNuN . (3.9)
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In view of (3.5) and (3.9), we define the renormalized energy Es,Np~uq by

Es,Np~uq “
1

2

ż

Td
pDs`1uq2 `

1

2

ż

Td
pDsvq2

`
3

2

ż

Td
Qs,NpuNqu

2
N . (3.10)

Then, we have

BtEs,Np~uq “ 3

ż

Td
Qs,NpuNqvNuN

`
ÿ

|α|`|β|`|γ|“s
|α|,|β|,|γ|ăs

cα,β,γ

ż

Td
DsvN ¨Qs,NpuNq

αuN

ˆQs,NpuNq
βuN ¨Qs,NpuNq

γuN .

(3.11)

Note that we have renormalized both the energy and its time derivative at the same
time. The considerations abovemotivate the definition of the renormalized weighted
Gaussian measure:

d~rρs,r,N “ Z´1
s,N,r1tEN p~uqďrue´Es,N p~uqd~u, (3.12)

where ENp~uq is as in (2.13). The energy cutoff in (3.12) is necessary to construct
this measure due to an issue with the zeroth frequency (see Remark 3.6).

Remark 3.1. If ~u is distributed according to the Gaussian measure ~µs, then we can
apply Wick renormalization to pDsuNq

2 and obtain the Wick power : pDsuNq
2 :.

Here, Wick renormalization corresponds the orthogonal projection onto a (second)
homogeneous Wiener chaos under L2p~µsq. In this case, we have

:pDsuNq
2 :“ Qs,NpuNq.

This renormalization allows us to take a limit : pDsuq2 :“ limNÑ8 : pDsuNq
2 : in a

suitable space (see Lemmas 4.1 and 4.6 below). In the discussion above for deriving
the renormalized energy Es,N , however, ~u denotes a solution to (2.12) and a notation
such as : pDsuNq

2 : is not well defined. This is the reason we needed to introduce
Qs,N in (3.7).

Remark 3.2. This simultaneous renormalization of the energy and its time deriva-
tive does not introduce any modification to the original truncated equation (2.12)
since its Hamiltonian ENp~uq remains unchanged. We also point out two (related)
interesting observations: (i) renormalization is usually applied in the handling of
rough functions, whereas we use renormalization in the context of high regularity
solutions, and (ii) the simultaneous renormalization is introduced only as a tool to
prove Theorem 1.1.
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Remark 3.3. In view of the regularity of ~u under ~µs, it may seem that some of
the lower order terms under the sum on the right-hand side of (3.11) are divergent
as N Ñ 8: for example, when |α| “ s ´ 1, |β| “ 1, and γ “ 0. However, by
integration by parts (in x) and the independence of u and v, they turn out to be
convergent without any renormalization. See the proof of Proposition 3.8.

‚ Problem (i): Construction of the weighted Gaussian measure. The problem of
constructing the limiting weighted Gaussian measure measure ~rρs,r “ limNÑ8

~
rρs,r,N

bears some similarity with the problem of constructing the Φ4-measures. First of all,
the need for renormalization in (3.10)means that the positivity of the randomvariable
ş

pDsuq2u2 is destroyed. Moreover, there is a similarity between the measures
themselves; despite not having the simple algebraic structure of the Φ4-measure, the
term

ş

pDsuq2u2 is quartic in u. In [OT20], the second and third authors exploited
these similarities and modified Nelson’s construction of the Φ4

2-measure to construct
the desired weighted Gaussian measure ~rρs,r in the two-dimensional case. The
construction in [OT20] heavily uses the logarithmic divergence rate (3.8) of the
renormalization constants and uses the energy cutoff 1tEN pu,vqďru, while they did not
make use of the positive quartic potential energy term 1

4

ş

u4.
The analogy between ~rρs,r and the Φ4-measures starts to break down in the three-

dimensional case. On the one hand, Nelson’s construction fails for both. For the
measure ~rρs,r, this is due to the algebraic divergence rate (3.8) of the renormalization
constants σN ; see Remark 3.6 in [OT20]. For the Φ4

3-measure, the issue is more
subtle and further renormalization beyond Wick renormalization is required. As
a consequence, the resulting Φ4

3-measure is expected to be singular with respect
to its underlying Gaussian measure. We point out that one expects a priori that
the renormalizations necessary for ~rρs,r are different from the Φ4

3-measure since the
singular term in

ş

pDsuq2u2 is quadratic, not quartic, in u.
In order to construct ~rρs,r, we use the techniques introduced in a recent paper

[BG19] by Barashkov and Gubinelli, where the partition functions of the Φ4
2- and

Φ4
3-measures were analyzed by way of variational formulas. In particular, we show

that the measures ~rρs,r are still absolutely continuous with respect to the underlying
Gaussian measure.7 One technical issue with the construction of ~rρs,r is that it is
not clear whether the term

ş

pDsuq2u2 is good enough to control the large-scale
behavior (= low frequency part) of u. In the following, we circumvent this problem
by introducing a new renormalized energy Es,Np~uq in (3.18) by adding the energy
ENp~uq in (2.13) (plus an extra term controlling the zeroth Fourier coefficient of u)
to the renormalized energy Es,Np~uq in (3.10). This allows us to use the potential

7In order to avoid an issue at the zeroth frequency, we need to make a modification to the renor-
malized energy Es,N p~uq. This leads to a slightly different weighted Gaussian measure. See (3.18),
(3.20), and (3.21) below.
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energy term 1
4

ş

u4
N in (2.13) to get rid of the need of the energy cutoff 1tEN p~uqďru.

The effect is to change the underlying Gaussian measure ~µs to a different Gaussian
measure ~νs, which will be shown to be equivalent to ~µs by Kakutani’s theorem.
See Lemma 3.5 below. The measures that we construct are simple yet interesting
examples of measures that require onlyWick renormalization but for which Nelson’s
construction fails.

‚ Problem (ii): Energy estimate. In the two-dimensional case [OT20], it was not
possible to establish an energy estimate of the form (3.4). Instead, it was shown that

ˇ

ˇ

ˇ
BtEs,NpπNΦNptqp~uqq|t“0

ˇ

ˇ

ˇ
À Cp}~u} ~H1qF p~uq. (3.13)

for a suitable renormalized energy. Here, F p~uq denotes complicated expressions
that contain high regularity information on ~u such as the ~W σ,8-norm as well as the
renormalized second power

ş

T2 Qs,NpuNq. As mentioned above, all but two factors
need to be placed in the weaker H1-norm so that F p~uq is at most quadratic in ~u,
which implies that F p~uq P H2. This allows us to obtain the right growth bound
of the form (3.1) after applying the Wiener chaos estimate (Lemma 2.2). Here, it
is crucial to study the energy estimate (3.13) at time t “ 0 to exploit the Gaussian
initial data in in (1.3). In [OT20], the energy estimate (3.13) involved a delicate
quadrilinear Littlewood-Paley expansion balancing the interplay between the energy
conservation and the higher order regularity. As pointed out in [OT20], the estimate
of the form (3.13) fails for the three-dimensional case.

In a recent paper [PTV19], Planchon, Visciglia, and the third author proved
quasi-invariance of the Gaussian measures under the dynamics of the (super-)quintic
nonlinear Schrödinger equations (NLS) onT by establishing a novel energy estimate.
The idea is to exploit a deterministic growth bound (2.14) on solutions. Then, the
required energy estimate takes the following form:8

ˇ

ˇ

ˇ
BtEs,NpπNΦNptqp~uqq

ˇ

ˇ

ˇ
ď C

`

1` }ΦNptqp~uq}
k
~Hσ

˘

. (3.14)

Here, k ą 0 can be any positive number. The main point is that if we start dynamics
with a measurable set A Ă BR, then (3.14) with the growth bound (2.14) yields

ˇ

ˇ

ˇ
1Ap~uq ¨ BtEs,NpπNΦNptqp~uqq

ˇ

ˇ

ˇ
ď C

ˇ

ˇ

ˇ
1BCpR,T qp~uq ¨

`

1` }~u}k~Hσ

˘

ˇ

ˇ

ˇ
ď CpRqk

for any t P r0, T s andN P NYt8u. This control allows us to prove quasi-invariance
for each measurable set A Ă BR (in the sense of (3.24) below). Then, by a soft
argument, we can conclude quasi-invariance of the Gaussian measure ~µs. The main

8In the case of NLS, we have u instead of ~u “ pu, vq. For the sake of presentation, we keep the
notation adapted to the NLW context.
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advantage of this argument is that we are allowed to place any power k in the stronger
~Hσ-norm. Note that the energy estimate (3.14) is entirely deterministic and hence
there is no need to reduce the analysis to time t “ 0.

In this paper, we combine these two approaches described above and establish
an energy estimate of the form:

ˇ

ˇ

ˇ
1BRp~uq ¨ BtEs,NpπNΦNptqp~uqq|t“0

ˇ

ˇ

ˇ
ď Cp}~u} ~HσqF p~uq,

where we use the deterministic growth bound (2.14) to control Cp}~u} ~Hσq, while
we use the Wiener chaos estimate (Lemma 2.2) to control F p~uq. The fact that we
have access to the stronger ~Hσ-norm (rather than ~H1-norm as in (3.13)) allows us
to get by with a softer energy estimate. Moreover, in our case, F p~uq is given in
an explicit manner (see Proposition 5.1). It contains products of derivatives of uN
and vN as well as the C´1´ε-norm of the Wick power Qs,NpuNq “ pD

suNq
2 ´ σN .

By proceeding as in [MWX17], we establish regularity properties of these random
distributions in Proposition 4.3. These two points lead to a significantly simpler
proof of quasi-invariance than the two-dimensional case [OT20].

Remark 3.4. Following the discussion of Remark (iv) in Subsection 1.2, one might
attempt to implement an analogous construction ofweightedGaussianmeasure in the
case of NLWwith a higher order nonlinearity or in higher dimensions. Higher order
nonlinearities would result in a higher power of the regular part of the renormalized
energy, while the singular part would remain quadratic, i.e. pDsuq2. Thus, the
construction of these measures seems tractable. This is in sharp contrast with the
construction of the Φ2n

3 measures, where higher order nonlinearities result in higher
powers of distributions which makes the construction of such measures impossible
(for n ě 3). Higher dimensions would result in a more singular quadratic part.

3.3 Statements of key results
In the remaining part of this paper, we fix d “ 3. In this subsection, we introduce
a new renormalized energy and then state the key propositions in proving Theorem
1.1.

We first introduce a new Gaussian measure, whose energy is more suitable
for analysis on NLW (but still controls the zeroth frequency). Define a Gaussian
measure ~νs via the following Karhunen-Loève expansions:

uωpxq “ g0pωq `
ÿ

nPZ3zt0u

gnpωq

p|n|2 ` |n|2s`2q
1
2

ein¨x,

vωpxq “
ÿ

nPZ3

hnpωq

p1` |n|2sq
1
2

ein¨x,

(3.15)
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where tgnunPZ3 and thnunPZ3 are as in (1.3). Then, the formal density of ~νs is given
by

d~νs “ Z´1
s e´Hsp~uqd~u,

where

Hsp~uq “
1

2

ˆ
ż

T3

u

˙2

`
1

2

ż

T3

|∇u|2 ` 1

2

ż

T3

pDs`1uq2

`
1

2

ż

T3

v2
`

1

2

ż

T3

pDsvq2.

(3.16)

Lemma 3.5. Let s ą 3
4
. Then, the Gaussian measures ~µs and ~νs are equivalent.

The proof of this lemma is based on a simple application of Kakutani’s theorem
[Kak48]; see the proof of Lemma 6.1 in [OT20] for details in the two-dimensional
case.

Remark 3.6. The linear wave equation conserves the homogeneous Sobolev norm:

}~u}2~9Hs`1
“

ż

T3

pDs`1uq2 `

ż

T3

pDsvq2.

Hence, wewould like toworkwithGaussianmeasureswith formal density e´
1
2
}u}2~9Hs`1 .

These measures do not exist as probability measures since the zeroth frequency is
not controlled. This is the reason we chose to include g0pωq in (3.15), giving rise to
the first term in Hsp~uq defined in (3.16).

As we see below, we add the truncated energy ENp~uq in (2.13) to construct the
full renormalized energy, which explains the appearance of the terms with |∇u|2
and v2 in (3.16). This addition of the truncated energy ENp~uq allows us to include
the quartic potential energy 1

4

ş

u4
N without changing the time derivative of the

renormalized energy; see (3.19). We point out that this quartic homogeneity plays
an important role in the construction of the weighted Gaussian measure.

Given N P N, we redefine the parameter σN , adapted to the new Gaussian
measure ~νs, by

σN
def
“ E~νs

”

pDsuNq
2
ı

“
ÿ

nPZ3

1ď|n|ďN

|n|2s

|n|2 ` |n|2s`2
„ N ÝÑ 8 (3.17)

as N Ñ 8. We also redefine the operator Qs,N in (3.7) with this new definition of
σN . In the remaining part of this paper, we will use these new definitions for σN and
Qs,N .
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We now define the full renormalized energy Es,Np~uq by

Es,Np~uq “ Es,Np~uq ` ENp~uq `
1

2

ˆ
ż

T3

uN

˙2

, (3.18)

where Es,N is as in (3.10) and EN is the truncated energy in (2.13). Then, it follows
from (3.11) and the conservation of the truncated energy that

BtEs,Np~uq “ 3

ż

T3

Qs,NpuNqvNuN

`
ÿ

|α|`|β|`|γ|“s
|α|,|β|,|γ|ăs

cα,β,γ

ż

T3

DsvN ¨Qs,NpuNq
αuN

ˆQs,NpuNq
βuN ¨Qs,NpuNq

γuN

`

ˆ
ż

T3

uN

˙ˆ
ż

T3

vN

˙

(3.19)

for any solution ~u to the truncated NLW (2.12). Moreover, from (3.16), we have

Es,Np~uq “ Hsp~uq `Rs,Npuq,

where

Rs,Npuq “
3

2

ż

T3

Qs,NpuNqu
2
N `

1

4

ż

T3

u4
N

“
3

2

ż

T3

´

pDsuNq
2
´ σN

¯

u2
N `

1

4

ż

T3

u4
N .

(3.20)

We are now ready to state the two key ingredients for proving Theorem 1.1: (i)
the construction of the weighted Gaussian measures and (ii) the renormalized energy
estimate.

Define the weighted Gaussian measure ~ρs,N by

d~ρs,Np~uq “ Z ´1
s,Ne

´Rs,N puqd~νsp~uq, (3.21)

where Zs,N is the normalization constant. The following proposition establishes
uniform integrability of the density e´Rs,N puq in (3.21), which allows us to construct
the limiting weighted Gaussian measure ~ρs by

d~ρsp~uq “ Z ´1
s e´Rspuqd~νsp~uq,

where Rspuq is a limit of Rs,Npuq; see Lemma 4.1.



48 Nonlinear wave equations

Proposition 3.7 (Construction of the weighted Gaussianmeasure). Let s ą 3
2
. Then,

the weighted Gaussian measures ~ρs,N converges strongly to ~ρs. Namely, we have

lim
NÑ8

~ρs,NpAq “ ~ρspAq

for any measurable set A Ă ~HσpT3q, σ ă s ´ 1
2
. Moreover, given any finite p ě 1,

the sequence
 

e´Rs,N puq
(

NPN and e´Rspuq are uniformly bounded in Lpp~νsq. As a
consequence, ~ρs is equivalent to ~νs.

Next, we state the key renormalized energy estimate. Recall thatBR denotes the
ball of radius R ą 0 in ~HσpT3q centered at the origin. We denote by ΦNptq the flow
of the truncated NLW dynamics (2.12).

Proposition 3.8 (Renormalized energy estimate). Let s ě 4 be an even integer.
Then, given R ą 0, there is a constant C “ CpRq ą 0 such that

#

ż

1BRp~uq ¨
ˇ

ˇ

ˇ
BtEs,NpπNΦNptqp~uqq|t“0

ˇ

ˇ

ˇ

p

d~νsp~uq

+
1
p

ď Cp

for any finite p ě 1 and any N P N.

Before we state the main proposition on the evolution of the truncated mea-
sures ~ρs,N , let us state the following change-of-variable formula. Given N P N,
let EN “ πNL

2pT3q and we endow EN ˆ EN with the Lebesgue measure LN as
in Section 2. Then, by viewing the Gaussian measure ~νs as a product measure on
pEN ˆ ENq ˆ pEN ˆ ENq

K, we can write the truncated weighted Gaussian measure
~ρs,N defined in (3.21) as

d~ρs,Np~uq “ Z ´1
s,N e

´Rs,N pπNuqd~νsp~uq,

“ Ẑ´1
s,N e

´Es,N pπN~uq dLN b d~ν
K
s;Np~uq,

(3.22)

where Ẑs,N denotes the normalization constant and ~νKs;N denotes the marginal Gaus-
sian measure of ~νs on pEN ˆ ENq

K. Then, we have the following change-of-variable
formula.

Lemma 3.9. Let s ą 3
2
and N P N. Then, we have

~ρs,NpΦNptqpAqq “ Ẑ´1
s,N

ż

A

e´Es,N pπNΦN ptqp~uqq dLN b d~ν
K
s;Np~uq

for any t P R and any measurable set A Ă ~HσpT3q with σ ă s´ 1
2
.
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The proof of Lemma 3.9 is based on (i) the invariance of the Lebesgue measure
LN under (the low frequency part of) the truncated NLW dynamics πNΦNptq, (ii)
the conservation of the truncated energy ENp~uq under ΦNptq and (iii) the bĳectivity
of the solution map ΦNptq. As it follows from similar considerations presented
in [Tzv15, OT17], we omit details of the proof.

We now state and prove the main proposition, essentially establishing the dif-
ferential inequality (3.1). This proposition allows us to control the growth of the
pushforward measure ~ρs,NpΦNptqpAqq of a given measurable set A Ă ~HσpT3q uni-
formly in N P N, provided that the set A lies in the ball BR Ă ~HσpT3q of radius
R ą 0. Namely, it only provides a set-dependent control. This dependence on
R ą 0, however, does not cause any trouble in establishing quasi-invariance of the
Gaussian measure ~νs (and hence of ~µs).

Proposition 3.10. Let s ě 4 be an even integer and σ P
`

1, s ´ 1
2

˘

. Then, given
R ą 0 and T ą 0, there exists CR,T ą 0 such that

d

dt
~ρs,NpΦNptqpAqq ď CR,T ¨ p

 

~ρs,NpΦNptqpAqq
(1´ 1

p

for any p ě 2, any N P N, any t P r0, T s, and any measurable set A Ă BR Ă

~HσpT3q.

In [OT20], there is an analogous statement, controlling the evolution of the
truncated measures (without the restriction on BR); see [OT20, Lemma 5.2]. The
main idea of the proof of Lemma 5.2 in [OT20] is to reduce the analysis to that at
t “ 0, which provides access to the random distributions in (3.15). On the other
hand, the main idea in [PTV19] at this step is to use the deterministic control (2.14)
on the growth of solutions. In the following, we combine both of these ideas, thus
introducing a hybrid argument which works more effectively than each of the two
methods.

Proof. Fix R, T ą 0 and t0 P r0, T s. Let A Ă BR be a measurable set in ~HσpT3q.
Using the flow property of ΦNptq, we have

d

dt
~ρs,NpΦNptqpAqq

ˇ

ˇ

ˇ

ˇ

t“t0

“ Z ´1
s,N

d

dt

ż

ΦN ptqpAq

e´Rs,N pπNuqd~νsp~uq

ˇ

ˇ

ˇ

ˇ

t“t0

“ Z ´1
s,N

d

dt

ż

ΦN ptqpΦN pt0qpAqq

e´Rs,N pπNuqd~νsp~uq

ˇ

ˇ

ˇ

ˇ

t“0

.

The change-of-variable argument (Lemma 3.9), (3.22), and the growth bound (2.14)
in Lemma 2.5 yield

d

dt
~ρs,NpΦNptqpAqq

ˇ

ˇ

ˇ

ˇ

t“t0
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“ Ẑ´1
s,N

d

dt

ż

ΦN pt0qpAq

e´Es,N pπNΦN ptqpu,vqqdLN b d~ν
K
s;N

ˇ

ˇ

ˇ

ˇ

t“0

“ ´Z ´1
s,N

ż

ΦN pt0qpAq

BtEs,NpπNΦNptqp~uqq
ˇ

ˇ

t“0
e´Rs,N pπNuqd~νsp~uq

ď Z ´1
s,N

ż

BCpR,T q

ˇ

ˇ

ˇ
BtEs,NpπNΦNptqp~uqq

ˇ

ˇ

t“0

ˇ

ˇ

ˇ
e´Rs,N pπNuqd~νsp~uq.

Then, from Hölder’s inequality, we obtain

d

dt
~ρs,NpΦNptqpAqq

ˇ

ˇ

ˇ

ˇ

t“t0

ď

›

›

›
1BCpR,T qp~uq ¨ BtEs,NpπNΦNptqp~uqq

ˇ

ˇ

t“0

›

›

›

Lpp~ρs,N q

ˆ
 

~ρs,NpΦNpt0qpAqq
(1´ 1

p .

Finally, by Cauchy-Schwarz inequality together with the uniform exponential mo-
ment bound on Rs,Npuq in Proposition 3.7 and Proposition 3.8, we obtain

›

›

›
1BCpR,T qpu, vq ¨ BtEs,NpπNΦNptqp~uqq

ˇ

ˇ

t“0

›

›

›

Lpp~ρs,N q

ď Z
´ 1
p

s,N

›

›

›
1BCpR,T qp~uq ¨ BtEs,NpπNΦNptqp~uqq

ˇ

ˇ

t“0

›

›

›

L2pp~νs,N q

ˆ

›

›

›
e´Rs,N puq

›

›

›

1
p

L2p~νsq

ď CR,T ¨ p.

(3.23)

Here, we used the boundedness of Z ´1
s,N , uniformly in N P N (recall that Zs,N Ñ

Zs ą 0 as N Ñ 8). This completes the proof of Proposition 3.10.

3.4 Proof of Theorem 1.1
We conclude this section by presenting the proof of Theorem 1.1. Our aim is to
show that for each fixed R ą 0, we have

~νspAq “ 0 implies ~νs
`

ΦptqpAq
˘

“ 0 (3.24)

for any measurable set A Ă BR Ă ~HσpT3q, σ P p1, s ´ 1
2
q and any t ą 0.9 Since

the choice of R ą 0 is arbitrary, this yields quasi-invariance of ~νs under the NLW
dynamics. Then, we invoke Lemma 3.5 to conclude quasi-invariance of ~µs (Theorem
1.1).

Arguing as in [OT20], Proposition 3.10 allows us to establish quasi-invariance
of the truncated weighted Gaussian measures ~ρs,N with the uniform control in

9In view of the time reversibility of the equation (1.2), it suffices to consider positive times.
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N P N (but with dependence on R ą 0). See Proposition 5.3 in [OT20]. By
the approximation property of the truncated NLW dynamics (Lemma 2.5 (ii)) and
the strong convergence of ~ρs,N to ~ρs (Proposition 3.7), we can upgrade this to
the N “ 8 case, thus establishing quasi-invariance of the untruncated weighted
Gaussian measure ~ρs under the NLW dynamics. See Lemma 5.5 in [OT20] for the
proof.

Lemma 3.11. Given any R ą 0, there exists t˚ “ t˚pRq P r0, 1s such that for
any ε ą 0, there exists δ ą 0 with the following property; if a measurable set
A Ă BR Ă ~HσpT3q, σ P

`

1, s´ 1
2

˘

satisfies

~ρspAq ă δ,

then we have
~ρspΦptqpAqq ă ε

for any t P r0, t˚s.

Finally, we establish (3.24) by exploiting the mutual absolute continuity between
~ρs and ~νs for each fixed R ą 0. Let A Ă BR be such that ~νspAq “ 0. By the mutual
absolute continuity of ~νs and ~ρs, we have

~ρspAq “ 0.

Now, fix a target time T ą 0 and let CpR, T q be as in Lemma 2.5 (i). Namely, we
have

ΦptqpAq Ă BCpR,T q (3.25)

for all t P r0, T s. Then, by applying Lemma 3.11 with R replaced by CpR, T q, we
obtain

~ρspΦptqpAqq “ 0 (3.26)

for t P r0, t˚s, where t˚ “ t˚pCpR, T qq. In view of (3.25), we can iterate this
argument and conclude that (3.26) holds for any t P r0, T s. Since the choice of
T ą 0 was arbitrary, we obtain (3.26) for any t ą 0. Finally, by invoking the mutual
absolute continuity of ~νs and ~ρs once again, we have

~νspΦptqpAqq “ 0

for any t ą 0. This proves (3.24) and hence Theorem 1.1.
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Remark3.12. While this newhybrid argument allows us to establish quasi-invariance
of the Gaussian measure ~νs (and hence ~µs) under the NLW dynamics even in the
three-dimensional case, it does not provide as good of a quantitative bound as the
two-dimensional argument. For example, in the two-dimensional case, the argument
in [OT20] yielded

~ρspΦptqpAqq À
`

~ρspAq
˘

1

c1`|t| (3.27)

for a weighted Gaussian measure ~ρs,r with an energy cutoff 1tEpu,vqďru, where
c “ cprq ą 0; see Remark 5.6 in [OT20]. Our present understanding does not
provide an analogous bound to (3.27) in three dimensions.

4 Construction of the weighted Gaussian measure

In this section, we prove Proposition 3.7 by establishing uniform integrability of the
densities Rs,Npuq of the weighted Gaussian measures ~ρs,N in (3.21). In Subsec-
tion 4.1, we first prove some regularity properties of random distributions (Propo-
sition 4.3) and then the Lp-convergence of Rs,Npuq in (3.20). We split the proof
of the main result (Proposition 4.2) into two parts. In Subsection 4.2, we follow
the argument by Barashkov and Gubinelli [BG19] and express the partition function
Zs,N in terms of a minimization problem involving a stochastic control problem
(Proposition 4.4). In Subsection 4.3, we then study the minimization problem and
establish boundedness of the partition function Zs,N , uniformly in N P N.

LetN ě 1. Recall that ~ρs,N has density e´Rs,N puqwith respect to~νs. In particular,
note that the non-Gaussian part of ~ρs,N depends only on u. This motivates the
following reduction; define Hp1q

s puq and Hp2q
s pvq by

Hp1q
s puq “

1

2

ˆ
ż

T3

u

˙2

`
1

2

ż

T3

|∇u|2 ` 1

2

ż

T3

pDs`1uq2,

Hp2q
s pvq “

1

2

ż

T3

v2
`

1

2

ż

T3

pDsvq2.

Then, define Gaussian measures νpjqs , j “ 1, 2, with formal densities:

dνp1qs “ Z´1
1,s e

´H
p1q
s puqdu and dνp2qs “ Z´1

2,s e
´H

p2q
s pvqdv.

Since Hsp~uq “ Hspu, vq in (3.16) is now written as

Hsp~uq “ Hp1q
s puq `H

p2q
s pvq,

the Gaussian measure ~νs can be rewritten as

d~νsp~uq “ dνp1qs puq b dν
p2q
s pvq. (4.1)
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From decomposition (4.1), we have

d~ρs,Np~uq “ dρs,Npuq b dν
p2q
s pvq,

where ρs,N is given by

dρs,Npuq “ Z ´1
s,Ne

´Rs,N puqdνp1qs puq.

The partition function Zs,N is now expressed as

Zs,N “

ż

e´Rs,N puqdνp1qs puq. (4.2)

In the following, we denote νp1qs by νs and prove various statements in terms of
νs but they can be trivially upgraded to the corresponding statement for ~νs.

Lemma 4.1. Let s ą 3
2
. Then, given any finite p ă 8, Rs,N defined in (3.20)

converges to some Rs in Lppνsq as N Ñ 8.

The goal of this section is to prove the following proposition on uniform (in
N P N) integrability of the density e´Rs,N puq for ~ρs,N , which allows us to construct
the limiting measure ~ρs. As a consequence of our construction, the weighted
Gaussian measure ~ρs is equivalent to ~νs (and hence to ~µs in view of Lemma 3.5).

Proposition 4.2. Let s ą 3
2
. Then, given any finite p ă 8, there exists Cp ą 0 such

that

sup
NPN

›

›

›
e´Rs,N puq

›

›

›

Lppνsq
ď Cp ă 8. (4.3)

Moreover, we have

lim
NÑ8

e´Rs,N puq “ e´Rspuq in Lppνsq. (4.4)

While the first part of Proposition 3.7 follows fromProposition 4.2with p “ 1, we
need to have the uniformbound (4.3) for some p ą 1 for the proof of Proposition 3.10.
See (3.23). Note that this requirement on a higher integrability for some p ą 1 is
analogous to the situation in Bourgain’s construction on invariant Gibbs measures
for Hamiltonian PDEs [Bou94], where, as in (3.23), the analysis of the weighted
Gaussian measure needs to be reduced to that of the underlying Gaussian measure
by Cauchy-Schwarz inequality. Since the argument is identical for any p ě 1, we
only present details for the case p “ 1. We point out that the Lp-convergence (4.4)
is a consequence of the uniform exponential moment bound (4.3) and the softer
convergence in measure (as a consequence of Lemma 4.1). See Remark 3.8 in
[Tzv08]. Therefore, we focus on proving the uniform bound (4.3).

In the next subsection, we prove Lemma 4.1. The subsequent subsections are
devoted to the proof of Proposition 4.2.
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4.1 Regularity of random distributions
Let u be distributed according to νs and Qs,N be as in (3.7) with σN in (3.17). In
this case, we have

:pDsuNq
2 :“ Qs,NpuNq,

where the left-hand side is the standard notation for the Wick renormalization.
We first state and prove the regularity properties of (products of) certain random

distributions. The proof of Lemma 4.1 is presented at the end of this subsection.

Proposition 4.3. Let s ě 1 and ε ą 0. Then, there exists C “ Cps, εq ą 0 such
that for any N P N and any 2 ď p ă 8, we have

} :pDsuNq
2 : }Lppνs, C´1´εq ď Cp, (4.5)

}Qs,NpuNq
κvN B

αuN}Lpp~νs, C´1´εq ď Cp |κ| “ s´ 1, |α| “ s, (4.6)
}Qs,NpuNq

κvN B
αuN}Lpp~νs, C´

1
2´εq

ď Cp |κ| “ s´ 1, |α| ď s´ 1, (4.7)

where uN “ πNu and vN “ πNv. Moreover, as N Ñ 8, the sequences above
converge to limits denoted by : pDsuq2 : and Qs,NpuNq

κv Qs,NpuNq
αu with respect

to the same topologies.

We will also use this proposition in proving the renormalized energy estimate in
Section 5.

Proof. We only prove (4.5) in the following. The other estimates (4.6) and (4.7)
follow in a similar manner, with the simplification that no renormalization is needed
due to the independence of u and v under ~νs. The regularity ´1 ´ ε in (4.6) is
naturally expected in view of the regularities ă ´1

2
for each of Qs,NpuNq

κvN and
BαuN . A similar comment applies to (4.7), where the regularity of Qs,NpuNq

κv is
less than ´1

2
.

Noting that
|n|s

p|n|2 ` |n|2s`2q
1
2

À
1

xny

for any n P Z3zt0u, it follows from the Karhunen-Loève expansion (3.15) that

Eνs
”

ˇ

ˇF
 

:pDsuNq
2 :

(

pnq
ˇ

ˇ

2
ı

À
ÿ

n1,n2PZ3

|nj |ďN

ˇ

ˇErgn1gn´n1g´n2g´n`n2s
ˇ

ˇ

xn1yxn´ n1yxn2yxn´ n2y
1tn‰0u

`
ÿ

n1,n2PZ3

|nj |ďN

ˇ

ˇE
“

p|gn1 |
2 ´ 1qp|gn2 |

2 ´ 1q
‰
ˇ

ˇ

xn1y
2xn2y

2
1tn“0u

(4.8)
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for any n P Z3, where F denotes Fourier transform. In the first sum on the right-
hand side of (4.8), we note that due to the independence (modulo the conjugates) of
the gn’s and by Wick’s theorem, all non-vanishing terms must satisfy n1 “ n2 or
n1 “ n´ n2. Thus, we obtain

ÿ

n1,n2PZ3

|nj |ďN

ˇ

ˇErgn1gn´n1g´n2g´n`n2s
ˇ

ˇ

xn1yxn´ n1yxn2yxn´ n2y
1tn‰0u

À
ÿ

n1PZ3

1

xn1y
2xn´ n1y

2
À

1

xny
(4.9)

uniformly inN P N, where in the last inequality we used a standard result on discrete
convolutions (see Lemma 4.2 in [MWX17]). In the second sum on the right-hand
side of (4.8), we note that, by Wick’s theorem, the contribution from |n1| ‰ |n2|

vanishes. Thus, we obtain

ÿ

n1,n2PZ3

|nj |ďN

ˇ

ˇE
“

p|gn1 |
2 ´ 1qp|gn2 |

2 ´ 1q
‰
ˇ

ˇ

xn1y
2xn2y

2
1tn“0u À 1, (4.10)

uniformly in N P N. Putting (4.9) and (4.10) together, we obtain

E
”

ˇ

ˇF
 

:pDsuNq
2 :

(

pnq
ˇ

ˇ

2
ı

À
1

xny

for any n P Z3 and N P N.
By a similar computation, we have

E
”

ˇ

ˇF
 

:pDsuNq
2 : ´ :pDsuMq

2 :
(

pnq
ˇ

ˇ

2
ı

À
1

N θxny1´θ

for any n P Z3, any M ě N ě 1, and θ P r0, 1s. Note that : pDsuNq
2 : lies in

the second homogeneous Wiener chaos H2. Hence, by Lemma 2.3 with θ ą 0
sufficiently small, we conclude that : pDsuNq

2 : converges to some : pDsuq2 : in
Lppνs; C

´1´εpT3qq for any finite p ě 2.

We now present the proof of Lemma 4.1.

Proof of Lemma 4.1. For s ą 3
2
, Lemma2.3 impliesuN converges tou inLppνs; Cσq

for any finite p ě 2 and any σ ă s ´ 1
2
. In the following, we choose σ ą 0

sufficiently close to s´ 1
2
. Then, by the algebra property (2.4), we see that u2

N (and
u4
N , respectively) converges to u2 (and u4, respectively) in Lppνs; Cσq for any finite
p ě 2.
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Proposition 4.3 asserts that :pDsuNq
2 : converges to :pDsuq2 : P Lppνs, C

´1´εpT3qq

for any ε ą 0. Recall from (2.8) that the bilinear multiplication map from Cs1ˆ Cs2

to Cs1 is a continuous operation for s1 ă 0 ă s2 such that s1 ` s2 ą 0. Therefore,
by choosing σ ą 1` ε (which is possible since s ą 3

2
), we conclude that

:pDsuq2 : u2
“ lim

NÑ8
:pDsuNq

2 : u2
N

exists as an element in Lppνs; C´1´εpT3qq for all finite p ě 2. This means that

3

2
:pDsuq2 : u2

`
1

4
u4
P Lppνs, C

´1´ε
pT3
qq. (4.11)

Lemma 4.1 then follows from (4.11).

4.2 Variational formulation
In this subsection, we follow the argument in [BG19] and derive a variational
formula for the normalization constant Zs,N in (4.2). Given small ε ą 0, let
Ωε “ CpR`, C´

3
2
´εpT3qq equipped with its Borel σ-algebra. Denote by10 tXtu the

coordinate process on Ωε and consider the probability measure P that makes tXtu a
cylindrical Brownian motion in L2pT3q. Namely, we have

Xt “
ÿ

nPZ3

Bn
t e

in¨x,

where tBn
t unPZ3 is a sequence of independent complex-valued11 Brownian motions

such that Bn
t “ B´nt , n P Z3. Then, define a centered Gaussian process tYtu by

Yt “ J´s´1Xt
def
“ B0

t `
ÿ

nPZ3zt0u

Bn
t

p|n|2 ` |n|2s`2q
1
2

ein¨x. (4.12)

Then, in view of (3.15), we have LawPpY1q “ νs. By truncating the sum in (4.12),
we also define the truncated process Y N

t “ πNYt with the property LawPpY
N

1 q “

LawνspπNuq. Note that we have ErpDsY N
1 q

2s “ σN , where σN is as in (3.17). For
simplicity of notations, we suppress dependence onN P N when it is clear from the
context.

Let Ha denote the space of progressively measurable processes that belong to
L2pr0, 1s;L2pT3qq, P-almost surely. We say that an element θ ofHa is a drift. Given
a drift θ P Ha, we define the measure Qθ whose Radon-Nikodym derivative with
respect to P is given by the following stochastic exponential:

dQθ

dP
“ e

ş1
0xθt,dXty´

1
2

ş1
0 }θt}

2
L2
x
dt
. (4.13)

10In the remaining part of this section, we use the standard notation in stochastic analysis where
subscripts denote parameters for stochastic processes.

11We normalize Bn
t so that VarpBn

t q “ t. Moreover, we impose that B0
t is real-valued.
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Here, x¨, ¨y denotes the inner product on L2pT3q. Then, by letting Hc denote the
space of drifts such that QθpΩεq “ 1, it follows from Girsanov’s theorem ([DPZ14,
Theorem 10.14] and [RY13, Theorems 1.4 and 1.7 in Chapter VIII]) that the process
Xt is a semimartingale under Qθ with a decomposition:

Xt “ Xθ
t `

ż t

0

θt1dt
1, (4.14)

where Xθ
t is now a cylindrical Brownian motion in L2pT3q under the new measure

Qθ. From (4.14), we also obtain the decomposition:

Yt “ Y θ
t ` Itpθq, (4.15)

where Y θ
t “ J´s´1Xθ

t and Itpθq “
şt

0
J´s´1θt1dt

1. In the following, we use E to
denote an expectation with respect to P, while we use EQ for an expectation with
respect to some other probability measure Q.

Before proceeding further, let us recall the following estimate ([Föl85, Lemma
2.6]):

ż 1

0

}θt}
2
L2
x
dt ď 2HpQθ

|Pq, (4.16)

where HpQθ|Pq denotes the relative entropy of Qθ with respect to P defined by

HpQθ
|Pq “ EQθ

„

log
dQθ

dP



“ E
„

dQθ

dP
log

dQθ

dP



.

With the notations introduced above, we have the following variational characteri-
zation of the partition function Zs,N defined in (4.2).

Proposition 4.4. For any N P N, we have

´ log Zs,N “ inf
θPHc

EQθ

„

Rs,NpY
θ

1 ` I1pθqq `
1

2

ż 1

0

}θt}
2
L2
x
dt



. (4.17)

Proof. As a preliminary step, we first derive bounds on Zs,N and

E
„

e´Rs,N pY1q

Zs,N

log

ˆ

e´Rs,N pY1q

Zs,N

˙

.

Note that these bounds imply that the measure e
´Rs,N pY1q

Zs,N
dP has a finite relative

entropy with respect to P.
From (4.2), Jensen’s inequality, and (3.20), there exists finite CpNq ą 0 such

that

Zs,N ě e´ErRs,N pY1qs ě e´E
“

3
2

ş

pDsY N1 q2pY N1 q2dx` 1
4

ş

pY N1 q4dx
‰

ě CpNq. (4.18)
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In view of the following pointwise lower bound:

3

2
pDsY N

1 q
2
pY N

1 q
2
´

3

2
σNpY

N
1 q

2
`

1

4
pY N

1 q
4
ě ´

3

2
σNpY

N
1 q

2
`

1

4
pY N

1 q
4

ě ´
9

2
σ2
N `

1

8
pY N

1 q
4
ě ´CpNq ą ´8, (4.19)

it follows from (4.18), Cauchy’s inequality, and Lemma 4.1 that there exists finite
CpNq ą 0 such that

E
„

e´Rs,N pY1q

Zs,N

log

ˆ

e´Rs,N pY1q

Zs,N

˙

ď CpNqE
”

e´Rs,N pY1q
`

1` log e´Rs,N pY1q
˘

ı

(4.20)

ď CpNqE
”

e´2Rs,N pY1q ` |Rs,NpY1q|
2
` 1

ı

ď CpNq ă 8.

Now, fix θ P Hc. We show that

´ log Zs,N ď EQθ

„

Rs,NpY
θ

1 ` I1pθqq `
1

2

ż 1

0

}θt}
2
L2
x
dt



. (4.21)

Suppose that EQθ

”

ş1

0
}θt}

2
L2
x
dt
ı

“ 8. Then, (4.21) holds trivially since it follows
from the decomposition (4.15) of Yt underQθ and Cauchy’s inequality with Lemma
4.1, (4.18), and (4.19) that

EQθ

”

|Rs,NpY
θ

1 ` I1pθqq|
ı

“ E
„

|Rs,NpY1q|
e´Rs,N pY1q

Zs,N



ă 8.

Next, suppose that

EQθ

„
ż 1

0

}θt}
2
L2
x
dt



ă 8. (4.22)

Note that Zs,N “ Ere´Rs,N pY1qs. Then, by changing the measure with (4.13),
Jensen’s inequality, and applying the decompositions (4.14) and (4.15) ofXt and Yt
under Qθ, we obtain

´ log Zs,N ď EQθ

„

Rs,NpY1q `

ż 1

0

xθt, dXty ´
1

2

ż 1

0

}θt}
2
L2
x
dt



“ EQθ

„

Rs,NpY
θ

1 ` I1pθqq `

ż 1

0

xθt, dX
θ
t y `

1

2

ż 1

0

}θt}
2
L2
x
dt



.

(4.23)
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From (4.22), we see that the process
şt

0
xθt1 , dX

θ
t1y is a Qθ-martingale and hence we

conclude that

EQθ

„
ż 1

0

xθt, dX
θ
t y



“ 0. (4.24)

Therefore, from (4.23) and (4.24), we obtain (4.21).
Next, we show that the infimum in (4.17) is indeed achieved for a special choice

of drift. Given N P N, define QN by the density

dQN

dP
“
e´Rs,N pY1q

Zs,N

. (4.25)

By the Brownian martingale representation theorem ([RY13, Proposition 1.6 in
Chapter VIII]), there exists a drift rθN P Hc such that

dQN

dP
“ e

ş1
0
rθNt dXt´

1
2

ş1
0 }

rθNt }
2
L2
x
dt
. (4.26)

Then, from (4.25) and(4.26), we obtain

´ log Zs,N “ Rs,NpY1q `

ż 1

0

xrθNt , dXty ´
1

2

ż 1

0

}rθNt }
2
L2
x
dt. (4.27)

Taking expectations of (4.27) with respect to QN and using the decompositions
(4.14) and (4.15) of Xt and Yt under QN , we obtain

´ log Zs,N “ EQN

„

Rs,N

`

Y
rθN

1 ` I1p
rθNq

˘

`

ż 1

0

xrθNt , dX
rθN

t y (4.28)

`
1

2

ż 1

0

}rθNt }
2
L2
x
dt



.

On the other hand, from (4.25) and (4.20), we have

EQN

„

log
dQN

dP



“ E
„

e´Rs,N pY1q

Zs,N

log

ˆ

e´Rs,N pY1q

Zs,N

˙

ă 8. (4.29)

In particular, it follows from (4.29) and (4.16) that

EQN

„
ż 1

0

}rθNt }
2
L2
x
dt



ă 8.

This implies that the stochastic integral
şt

0
xrθNt1 , dX

rθN

t1 y is a QN -martingale. There-
fore, from (4.28), we obtain

´ log Zs,N “ EQN

„

Rs,N

`

Y
rθN

1 ` I1p
rθNq

˘

`
1

2

ż 1

0

}rθNt }
2
L2
x
dt



.

This completes the proof of Proposition 4.4.
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Remark 4.5. The material presented above differs from [BG19] in the following
ways: (i) we do not need to introduce a time-dependent cutoff in the definition of
tYtu and (ii) we do not need to use the stronger Boué-Dupuis formula [BD98]:

´ log Zs,N “ inf
θPHa

E
„

Rs,NpY1 ` I1pθqq `
1

2

ż 1

0

}θt}
2
L2dt



.

See [Üst14] or Theorem 2 in [BG19] for further discussion.

4.3 Exponential integrability
In this subsection, we present the proof of Proposition 4.2 by studying the minimiza-
tion problem (4.17) in Proposition 4.4. In particular, we show that the infimum in
(4.17) is bounded away from ´8, uniformly in N P N. Our strategy is to use path-
wise stochastic bounds on Y θ

1 , uniform in the drift θ and use pathwise deterministic
bounds on I1pθq independently of the drift (see Lemmas 4.6 and 4.7).

We first state two lemmas on the pathwise regularity estimates on Y θ
1 and I1pθq.

Lemma 4.6. Let 2 ď p ă 8. Then, we have

sup
θPHc

EQθ

”

}DsY θ
1 }

p

C
´ 1

2´ε
` } :pDsY θ

1 q
2 : }p

C´1´ε

ı

ă 8 (4.30)

for any ε ą 0. Here, colons denote Wick renormalization.

Proof. Recall that tXθ
t u under Qθ is a cylindrical Brownian motion in L2pT3q

for any θ P Hc. Thus, the supremum in (4.30) is superfluous since the law of
Y θ

1 “ J´s´1Xθ
1 under Qθ is invariant under a change of drifts. In particular, we

have LawQθpY
θ

1 q “ νs. Then, (4.30) follows from the Hölder-Besov regularity of
samples under νs and (4.5) in Proposition 4.3.

Lemma 4.7 (Cameron-Martin drift regularity). The drift term θ P Hc has the
regularity of the Cameron-Martin space Hs`1pT3q:

}I1pθq}
2
Hs`1 ď

ż 1

0

}θt}
2
L2dt. (4.31)

Proof. This is immediate fromMinkowski’s integral inequality followed by Cauchy-
Schwarz inequality:

}I1pθq}Hs`1 “

›

›

›

›

ż 1

0

θtdt

›

›

›

›

L2

ď

ż 1

0

}θt}L2dt ď

ˆ
ż 1

0

}θt}
2
L2dt

˙

1
2

,

yielding (4.31).



Nonlinear wave equations 61

We now present the proof of Proposition 4.2, using Proposition 4.4. Fixing an
arbitrary drift θ P Hc, the quantity that we wish to bound from below is

WNpθq “ EQθ

„

Rs,NpY
θ

1 ` I1pθqq `
1

2

ż 1

0

}θt}
2
L2
x
dt



. (4.32)

Since the drift θ P Hc is fixed, we suppress the dependence on the drift θ henceforth
and denote Y “ Y θ

1 and Θ “ I1pθq. From the definition (3.20) of Rs,N , we have

Rs,NpY `Θq “
3

2

ż

T3

:pDsY q2 : pY `Θq2 ` 2DsY DsΘpY `Θq2 ` pDsΘq2pY `Θq2

`
1

4

ż

T3

pY `Θq4. (4.33)

The main strategy is to bound WNpθq from below pathwise and independently of
the drift by utilizing the positive terms:

UNpθq “
3

2

ż

pDsΘq2Θ2
`

1

4

ż

Θ4
`

1

2

ż 1

0

}θt}
2
L2
x
dt. (4.34)

In the following, we state three lemmas, controlling the other terms appearing
in (4.33). The proofs of these lemmas follow from lengthy but straightforward
computations and are presented at the end of this section. The first lemma handles
the terms quadratic in DsY .
Lemma 4.8 (Terms quadratic in DsY ). Let s ą 3

2
. Then, given δ ą 0 sufficiently

small, there exist small ε ą 0 and cpδq ą 0 such that
ż

T3

:pDsY q2 : Y 2
À } :pDsY q2 : }2C´1´ε ` }DsY }4

C
´ 1

2´ε
, (4.35)

ż

T3

:pDsY q2 : YΘ ď cpδq
´

} :pDsY q2 : }4C´1´ε ` }DsY }4
C
´ 1

2´ε

¯

` δ}Θ}2Hs`1 ,(4.36)
ż

T3

:pDsY q2 : Θ2
ď cpδq} :pDsY q2 : }4C´1´ε ` δ

´

}Θ}2Hs`1 ` }Θ}4L4

¯

. (4.37)

The next lemma handles the terms linear in DsY .
Lemma 4.9 (Terms linear inDsY ). Let s ą 1. Then, given δ ą 0 sufficiently small,
there exist small ε ą 0, cpδq ą 0, and pj “ pjpε, sq ą 1, j “ 1, 2, such that

ż

T3

DsY DsΘY 2
ď cpδq}DsY }6

C
´ 1

2´ε
` δ}Θ}2Hs`1 , (4.38)

ż

T3

DsY DsΘYΘ ď cpδq
´

1` }DsY }
C
´ 1

2´ε

¯p1

` δ
´

}Θ}2Hs`1 ` }Θ}4L4

¯

, (4.39)
ż

T3

DsY DsΘΘ2
ď cpδq

´

1` }DsY }
C
´ 1

2´ε

¯p2

` δ
´

}Θ}2Hs`1 ` }Θ}4L4 ` }DsΘΘ}2L2

¯

.

(4.40)
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Lastly, the third lemma controls the term quadratic in DsΘ.

Lemma 4.10 (Term quadratic in DsΘ). Let s ą 1. Then, given δ ą 0, there exist
small ε ą 0, cpδq ą 0, and p “ pps, εq ą 1 such that

ż

T3

pDsΘq2YΘ ď cpδq}DsY }p
C
´ 1

2´ε
` δ

´

}Θ}2Hs`1 ` }Θ}4L4 ` }DsΘΘ}2L2

¯

.(4.41)

The regularity restriction s ą 3
2
appears in controlling the terms quadratic in

DsY . We now prove Proposition 4.2, assuming Lemmas 4.8, 4.9, and 4.10.
First, note that the remaining terms left to treat in (4.33) are harmless. The terms

ş

T3pD
sΘq2Y 2,

ş

T3 Y
4, and

ş

T3 Y
2Θ2 are positive and thus can be discarded. The

remaining two terms can be controlled by Young’s inequality:
ż

T3

Y 3Θ`

ż

T3

YΘ3
ď cpδq}Y }4L4 ` δ}Θ}4L4

for any δ ą 0. We now apply the regularity estimates of Lemmas 4.6 and 4.7 to
the bounds obtained in Lemmas 4.8, 4.9, and 4.10, and the bounds on the harmless
terms. Then, from (4.32), (4.33), and (4.34), we conclude that, by choosing δ ą 0
sufficiently small, there exists finite C “ Cpδq ą 0 such that

sup
NPN

sup
θPHc

WNpθq ě sup
NPN

sup
θPHc

!

´ Cpδq `
1

4
UNpθq

)

ě ´Cpδq ą ´8.

Therefore, by Proposition 4.4, this proves Proposition 4.2 (when p “ 1).
In the remaining part of this section, we present the proofs of Lemmas 4.8, 4.9,

and 4.10.

Proof of Lemma 4.8. By duality (2.6) and the algebra property (2.4), we have

LHS of (4.35) ď } :pDsY q2 : }B´1´2ε
1,1

}Y }2C1`2ε .

Then, by choosing ε ą 0 sufficiently small, (4.35) follows from the trivial embed-
dings (2.3) and Cauchy’s inequality, provided that s ą 3

2
.

By duality (2.6) and the fractional Leibniz rule (2.7), we have

LHS of (4.36) À } :pDsY q2 : }B´1´2ε
8,2

}YΘ}B1`2ε
1,2

À } :pDsY q2 : }C´1´ε

´

}Y }B1`2ε
2,2
}Θ}L2 ` }Y }L2}Θ}B1`2ε

2,2

¯

.

Then, by choosing ε ą 0 sufficiently small, (4.36) follows from (2.3) and Young’s
inequality, provided that s ą 3

2
.

Lastly, proceeding as above with (2.6) and (2.7), we have

LHS of (4.37) À } :pDsY q2 : }B´1´2ε
8,2

}Θ}B1`2ε
2,2
}Θ}L2 .

Then, (4.37) follows from (2.3), L4pT3q ãÑ L2pT3q, and Young’s inequality.
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Next, we present the proof of Lemma 4.9. The main idea is to use (i) }Θ}Hs`1

for controlling derivatives on Θ and (ii) }Θ}L4 and }DsΘΘ}L2 for controlling ho-
mogeneity of Θ.

Proof of Lemma 4.9. By duality (2.6) and the fractional Leibniz rule (2.7) with
(2.3), we have

LHS of (4.38) À }DsY }
B
´ 1

2´2ε

8,2

}DsΘY 2
}
B

1
2`2ε

1,2

À }DsY }
C
´ 1

2´ε

´

}Y 2
}
B

1
2`2ε

2,2

}DsΘ}L2 ` }Y 2
}L2}DsΘ}

B
1
2`2ε

2,2

¯

ď }DsY }
C
´ 1

2´ε
}Y }2

C
1
2`3ε

}Θ}Hs`1 .

Then, by choosing ε ą 0 sufficiently small, (4.38) follows from Cauchy’s inequality,
provided that s ą 1.

By duality (2.6) and the fractional Leibniz rule (2.7) with (2.3) and (2.4), we
have

LHS of (4.39) À }DsY }
B
´ 1

2´2ε

8,2

}DsΘYΘ}
B

1
2`2ε

1,2

À }DsY }
C
´ 1

2´ε

´

}YΘ}
B

1
2`2ε

2,2

}DsΘ}L2 ` }YΘ}L2}DsΘ}
B

1
2`2ε

2,2

¯

“: T1 ` T2.

By Hölder’s inequality and (2.3), we have

T2 À }D
sY }

C
´ 1

2´ε
}Y }L4}Θ}Hs`1}Θ}L4

À }DsY }2
C
´ 1

2´ε
}Θ}Hs`1}Θ}L4

(4.42)

for s ą 1
2
and small ε ą 0.

By (2.7), (2.3), and the interpolation (2.2), we have

}YΘ}
B

1
2`2ε

2,2

À }Y }
B

1
2`2ε

8,2

}Θ}L2 ` }Y }L8}Θ}
B

1
2`2ε

2,2

À }Y }
C

1
2`3ε}Θ}H

1
2`2ε

À }Y }
C

1
2`3ε}Θ}

γ
Hs`1}Θ}

1´γ
L2

for some γ “ γps, εq P p0, 1q. Thus, we have

T1 À }D
sY }2

C
´ 1

2´ε
}Θ}1`γHs`1}Θ}

1´γ
L4 (4.43)

for s ą 1 and small ε ą 0. Hence, noting that 1
2
` 1

4
ă 1 and 1`γ

2
`

1´γ
4
ă 1 for

γ P p0, 1q, the desired estimate (4.39) follows from applying Young’s inequality to
(4.42) and (4.43).
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Finally, we consider (4.40). By (2.6) and (2.7) with (2.3), we have

LHS of (4.40) À }DsY }
B
´ 1

2´2ε

8,1

}DsΘΘ2
}
B

1
2`2ε

1,8

À }DsY }
C
´ 1

2´ε

´

}DsΘΘ}L2}Θ}
B

1
2`2ε

2,8

` }DsΘΘ}
B

1
2`2ε

2,8

}Θ}L2

¯

“: T3 ` T4.

By the interpolation (2.2) withL4pT3q ãÑ L2pT3q, there exists γ1 “ γ1ps, εq P p0, 1q
such that

T3 À }D
sY }

C
´ 1

2´ε
}DsΘΘ}L2}Θ}γ1

Hs`1}Θ}
1´γ1

L4 .

Noting that 1
2
`

γ1

2
`

1´γ1

4
ă 1, we can apply Young’s inequality to bound the

contribution from T3 by the right-hand side of (4.40).
It remains to estimate T4. By the interpolation (2.2) and (2.7), we have

}DsΘΘ}
H

1
2`2ε}Θ}L2 À }DsΘΘ}γ2

H1}D
sΘΘ}1´γ2

L2 }Θ}L2

À

´

}DsΘ}B1
2,2
}Θ}L8 ` }D

sΘ}L6}Θ}B1
3,2

¯γ2

ˆ }DsΘΘ}1´γ2

L2 }Θ}L4 ,

(4.44)

where γ2 “ γ2pεq P p0, 1q is given by

γ2 “
1

2
` 2ε. (4.45)

By Sobolev’s inequality and the interpolation (2.2) (with s ą 1
2
), we have

}DsΘ}B1
2,2
}Θ}L8 ` }D

sΘ}L6}Θ}B1
3,2
À }Θ}Hs`1}Θ}

H
3
2`ε

À }Θ}1`γ3

Hs`1}Θ}
1´γ3

L4 , (4.46)

where γ3 “ γ3ps, εq P p0, 1q is given by

γ3 “
3` 2ε

2ps` 1q
. (4.47)

Combining (4.44) and (4.46), we obtain

T4 À }D
sY }

C
´ 1

2´ε
}Θ}

γ2p1`γ3q

Hs`1 }DsΘΘ}1´γ2

L2 }Θ}
1`γ2p1´γ3q

L4 .

From (4.45) and (4.47), we observe that

γ2p1` γ3q

2
`

1´ γ2

2
`

1` γ2p1´ γ3q

4
ă 1,

provided that s ą 1
2
and ε ą 0 is sufficiently small. Therefore, we can apply Young’s

inequality to bound the contribution from T4 by the right-hand side of (4.40). This
completes the proof of Lemma 4.9.
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We conclude this section by presenting the proof of Lemma 4.10.

Proof of Lemma 4.10. By Cauchy’s inequality, we have
ż

T3

pDsΘq2YΘ ď cpδq

ż

T3

pDsΘq2Y 2
` δ}DsΘΘ}2L2 . (4.48)

By Hölder’s and Sobolev’s inequalities followed by the interpolation (2.2) with (2.3)
and (2.4), we have

ż

T3

pDsΘq2Y 2
À }DsΘ}2L3}Y 2

}L3 À }Θ}2
Hs` 1

2
}Y 2

}
H

1
2

À }Θ}2γHs`1}Θ}
2p1´γq

L2 }Y 2
}
C

1
2`ε

À }Θ}2γHs`1}Θ}
2p1´γq

L4 }DsY }2
C
´ 1

2´ε

(4.49)

for some γ “ γpsq P p0, 1q, provided that s ą 1 and ε ą 0 is sufficiently small.
Noting that 2γ

2
`

2p1´γq
4

ă 1, (4.41) follows from (4.48), (4.49), and Young’s
inequality.

5 Renormalized energy estimate

Recall from (3.19) that

BtEs,NpπNΦNptqp~uqq
ˇ

ˇ

ˇ

t“0
“ F1p~uNq ` F2p~uNq ` F3p~uNq,

where ~uN “ puN , vNq and

F1p~uNq “ 3

ż

T3

Qs,NpuNqvNuN ,

F2p~uNq “
ÿ

|α|`|β|`|γ|“s
|α|,|β|,|γ|ăs

cα,β,γ

ż

T3

DsvN ¨Qs,NpuNq
αuN ¨Qs,NpuNq

βuN ¨Qs,NpuNq
γuN ,

F3p~uNq “

ˆ
ż

T3

uN

˙ˆ
ż

T3

vN

˙

.

Proposition 5.1. Let s ě 4 be an even integer. Then, there existσ ă s´ 1
2
sufficiently

close to s´ 1
2
and small ε ą 0 such that
ˇ

ˇ

ˇ

ˇ

BtEs,NpπNΦNptqp~uqq
ˇ

ˇ

ˇ

t“0

ˇ

ˇ

ˇ

ˇ

ď
`

1` }~uN}
2
~Hσ

˘

F p~uNq, (5.1)
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where

F p~uNq “ 1` }Qs,NpuNq}C´1´ε

` sup
|k|“s´1
|α|“s

}B
κvN B

αuN}C´1´ε ` sup
|k|“s´1
|α|ďs´1

}B
κvN B

αuN}
C
´ 1

2´ε
.

Proposition 3.8 follows from Proposition 5.1, the cutoff in the ~Hσ-norm, and the
Wiener chaos estimate (Lemma 2.2).

Proof. In the following, we prove (5.1) uniformly in N P N. Thus, we drop the
N -dependence and write Qspuq for Qs,NpuNq.

First, note that the estimate for F3 follows trivially from Cauchy-Schwarz in-
equality. Next, we treat F1. By duality (2.6) and the fractional Leibniz rule (2.7),
we have

ż

T3

Qspuquv À }Qspuq}C´1´ε}uv}B1`ε
1,1

À }Qspuq}C´1´ε}u}Hσ}v}Hσ´1 ,

(5.2)

provided that σ ą 2`ε. This is guaranteed by choosing σ sufficiently close to s´ 1
2
,

when s ą 5
2
.

It remains to consider F2. By integration by parts, it suffices to consider terms
of the form:

ż

T3

B
κv Bαu Bβu Bγu,

where |κ| “ s´ 1, maxpα, β, γq ď s, and |α| ` |β| ` |γ| “ s` 1. Without loss of
generality, we assume that |α| ě |β| ě |γ|. The idea is to group the low regularity
terms (Bκv and Bαu) and treat them as one piece.

First, let us assume that |α| “ s. In this case, we have |β| “ 1 and |γ| “ 0. By
duality (2.6) and the fractional Leibniz rule (2.7), we have

ˇ

ˇ

ˇ

ˇ

ż

T3

B
κvBαu Buu

ˇ

ˇ

ˇ

ˇ

À }B
κv Bαu}C´1´ε}Buu}B1`ε

1,1
À }B

κv Bαu}C´1´ε}u}2Hσ ,(5.3)

provided that σ ą 2 ` ε. By choosing ε ą 0 sufficiently small, we can guarantee
this condition if s ą 5

2
.

This leaves the case |α| ď s ´ 1. Noting that |β| ď s`1
2

and |γ| ď s`1
3

(under
|α| ě |β| ě |γ|), we see that Bβu, Bγu P H 1

2
`εpT3q for s ą 3. Thus, by duality (2.6)

and the fractional Leibniz rule (2.7), we have:
ˇ

ˇ

ˇ

ˇ

ż

T3

B
κv Bαu BβuQs,NpuNq

γu

ˇ

ˇ

ˇ

ˇ

À }B
κv Bαu}

C
´ 1

2´ε
}B
βuu}

B
1
2`ε

1,1

À }B
κv Bαu}

C
´ 1

2´ε
}u}2Hσ .(5.4)

This completes the proof of Proposition 5.1.
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Remark 5.2. The restriction s ą 3 in the last case appears only when |β| “ s`1
2
.

In fact, when |β| ď s
2
, the estimate (5.4) holds true for s ą 2. On the other

hand, when |β| “ s`1
2
, we must have |α| “ |β| “ s`1

2
. In this case, by

applying dyadic decompositions and working with the Littlewood-Paley pieces
Pj2Qs,NpuNq

αuPj3Qs,NpuNq
βu, we can move half a derivative from the third factor

to the second factor, thus showing that a slight variant of (5.4) holds for s ą 2.
Therefore, the estimates (5.2) and (5.3) on F1 and F2 impose the regularity restric-
tion s ą 5

2
.
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Epilogue

Since the initial upload of [GOTW18], there has been an improvement of our results
by [STX20]. Quasi-invariance is established for all s ą 5

2
(i.e. not only even

integers) and the analysis is extended to the case of the quintic defocusing nonlinear
wave equation. The extension from cubic to quintic is straightforward, but the
extension to allow for fractional s is interesting.

In order to extend to fractional s, the key idea is to use commutator estimates
rather than integration by parts in the energy estimate to isolate the leading order
divergence. Thus, from our perspective themain innovation of [STX20] as compared
to [GOTW18] is the much cleverer treatment of the lower order terms in the energy
estimates.



III. Phase transitions

Prologue

In this part we focus on the φ4 model and explore its phase transition in depth. The
intuition behind our results comes from the classical Peierls’ argument for the low
temperature Ising model [Pei36], some aspects of which we recall in this prologue.
In particular, we are going to derive contour bounds; we have already seen how these
bounds can be used to establish long range order in Part I.

We establish the contour bounds in finite volumes and they extend to infinite
volume with some care. Let ΛN “ t1, . . . , Nu3 Ă Z3 be the box of sidelength
N P N and let ΩN “ t˘1uΛN the space of spin configurations; note that we work on
boxes rather than tori to avoid handling some topological issues. The Ising model on
ΛN at inverse temperature β ą 0 is given by the measure µIsing

β,N defined for σ P ΩN

by

µIsing
β,N pσq “

1

Z Ising
β,N

e´H
Ising
β,N pσq

where Z Ising
β,N is the partition function and

H
Ising
β,N pσq “ ´β

ÿ

i„j

σiσj.

where i „ j means nearest-neighbours in ΛN .
Recall that each configuration in ΩN is in bĳection with a configuration of

contours; we have already explained this for d “ 2, but it carries over to d “ 3.
Indeed, consider the partition of R3 by unit blocks centred on points in Z3 and
restrict to boxes with centres in ΛN (some care is needed near the boundary points
of ΛN , but we ignore this). Then, each configuration σ P ΩN is in bĳection with a
configuration of connected faces of blocks that, under some deformation convention
to avoid ambiguities/self-intersections, form the boundary between ` and ´ spins.
We call connected components contours and the phase boundary Bσ the set of
contours.

Lemma. Let β ą 0 and Γ a fixed contour that encloses a volume (i.e. has a
well-defined interior). Then,

µIsing
β,N pΓ P Bσq ď e´2β|Γ|

where |Γ| is the number of faces in Γ.
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Proof. By writing the Ising Hamiltonian in terms of agreements and disagreement
of spins, we can represent the Ising measure as a gas of contours:

µIsing
β,N pσq “

ś

γPBσ e
´2β|γ|

ř

σ1PΩN

ś

γPBσ1 e
´2β|γ|

.

Thus,

µIsing
β,N pΓ P Bσq “

ÿ

σPΩN :ΓPBσ

µIsing
β,N pσq ď e´2β|Γ|

ś

γPBσztΓu e
´2β|γ|

ř

σPΩN

ś

γPBσ e
´2β|γ|

. (0.1)

For each σ P ΩN such that Γ P Bσ, let σΓ be the unique spin configuration
obtained by flipping the value of spins in the interior ofΓ (which erases this contour).
Denote byΩΓ

N the set of configurations σΓ obtained in this way. Note thatΩΓ
N Ă ΩN .

Then,

(0.1) ď e´2β|Γ|

ř

σΓPΩΓ
N

ś

γPBσΓ e´2β|γ|

ř

σPΩN

ś

γPBσ e
´2β|γ|

ď e´2β|Γ|

which finishes the proof.
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1 Introduction

We study the behaviour of the average magnetisation

mNpφq “
1

N3

ż

TN
φpxqdx

for fields φ distributed according to the measure νβ,N with formal density

dνβ,Npφq9 exp
´

´

ż

TN
Vβpφpxqq `

1

2
|∇φpxq|2dx

¯

ź

xPTN

dφpxq (1.1)

in the infinite volume limit N Ñ 8. Above, TN “ pR{NZq3 is the 3D torus of
sidelength N P N,

ś

xPTN dφpxq is the (non-existent) Lebesgue measure on fields
φ : TN Ñ R, β ą 0 is the inverse temperature, and Vβ : R Ñ R is the symmetric
double-well potential given by Vβpaq “

1
β
pa2 ´ βq2 for a P R.

νβ,N is a finite volume approximation of a φ4
3 Euclidean quantum field theory

[Gli68, GJ73, FO76]. Its construction, first in finite volumes and later in infinite
volume, was a major achievement of the constructive field theory programme in the
’60s-’70s: Glimm and Jaffe made the first breakthrough in [GJ73] and many results
followed [Fel74, MS77, BCG`80, BFS83, BDH95, MW17b, GH18, BG19]. The
model in 2D was constructed earlier by Nelson [Nel66]. In higher dimensions there
are triviality results: in dimensions ě 5 these are due to Aizenman and Fröhlich
[Aiz82, Frö82], whereas the 4D case was only recently done by Aizenman and
Duminil-Copin [ADC20]. By now it is also well-known that the φ4

3 model has
significance in statistical mechanics since it arises as a continuum limit of Ising-type
models near criticality [SG73, CMP95, HI18].

It is natural to define νβ,N using a density with respect to the centred Gaussian
measure µN with covariance p´∆q´1, where ∆ is the Laplacian on TN (see Remark
1.1 for how we deal with the issue of constant fields/the zeroeth Fourier mode).
However, in 2D and higher µN is not supported on a space of functions and samples
need to be interpreted as Schwartz distributions. This is a serious problem because
there is no canonical interpretation of products of distributions, meaning that the
nonlinearity

ş

TN
Vβpφpxqqdx is not well-defined on the support of µN . If one

introduces an ultraviolet (small-scale) cutoffK ą 0 on the field to regularise it, then
one sees that the nonlinearities VβpφKq fail to converge as the cutoff is removed
- there are divergences. The strength of these divergences grow as the dimension
grows: they are only logarithmic in the cutoff in 2D, whereas they are polynomial
in the cutoff in 3D. In addition, νβ,N and µN are mutually singular [BG20] in 3D,
which produces technical difficulties that are not present in 2D.

Renormalisation is required in order to kill these divergences. This is done
by looking at the cutoff measures and subtracting the corresponding counter-term
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ş

TN
δm2pKqφ2

K whereφK is the field cutoff at spatial scales less than 1
K
and the renor-

malisation constant δm2pKq “ C1

β
K ´ C2

β2 logK for specific constants C1, C2 ą 0
(see Section 2). If these constants are appropriately chosen (i.e. by perturbation
theory), then a non-Gaussian limitingmeasure is obtained asK Ñ 8. This construc-
tion yields a one-parameter family of measures νβ,N “ νβ,Npδm

2q corresponding to
bounded shifts of δm2pKq.

Remark 1.1. For technical reasons, we work with a massive Gaussian free field as
our reference measure. We do this by introducing a mass η ą 0 into the covariance.
This resolves the issue of the constant fields/zeroeth Fourier mode degeneracy. In
order to stay consistent with (1.1), we subtract

ş

TN
η
2
φ2dx from Vβpφq.

Once we have chosen η, it is convenient to fix δm2 by writing the renormalisation
constants in terms of expectations with respect to µNpηq. The particular choice of η
is inessential since one can show that changing η corresponds to a bounded shift of
δm2 that is O

´

1
β

¯

as β Ñ 8.

The large-scale behaviour of νβ,N depends heavily on β as N Ñ 8. To see
why, note that a ÞÑ Vβpaq has minima at a “ ˘

?
β with a potential barrier at

a “ 0 of height β, so the minima become widely separated by a steep barrier
as β Ñ 8. Consequently, νβ,N resembles an Ising model on TN with spins at
˘
?
β (i.e. at inverse temperature β ą 0) for large β. Glimm, Jaffe, and Spencer

[GJS75] exploited this similarity and proved phase transition for νβ , the infinite
volume analogue of νβ,N , in 2D using a sophisticated modification of the classical
Peierls’ argument for the low temperature Ising model [Pei36, Gri64, Dob65]. See
also [GJS76a, GJS76b]. Their proof relies on contour bounds for νβ,N in 2D that
hold in the limit N Ñ 8. Their techniques fail in the significantly harder case of
3D. However, phase transition for νβ in 3D was established by Fröhlich, Simon, and
Spencer [FSS76] using a different argument based heavily on reflection positivity.
Whilst this argument is more general (it applies, for example, to some models with
continuous symmetry), it is less quantitative than the Peierls’ theory of [GJS75].
Specifically, it is not clear how to use it to control large deviations of the (finite
volume) average magnetisation mN .

Although phase coexistence for νβ has been established, little is known of this
regime in comparison to the low temperature Ising model. In the latter model,
the study of phase segregation at low temperatures in large but finite volumes was
initiated by Minlos and Sinai [MS67, MS68], culminating in the famous Wulff
constructions: due to Dobrushin, Kotecký, and Shlosman in 2D [DKS89, DKS92],
with simplifications due to Pfister [Pfi91] and results up to the critical point by Ioffe
and Schonmann [IS98]; and Bodineau [Bod99] in 3D, see also results up to the
critical point by Cerf and Pisztora [CP00] and the bibliographical review in [BIV00,
Section 1.3.4]. We are interested in a weaker form of phase segregation: surface



74 Phase transitions

order large deviation estimates for the average magnetisation mN . For the Ising
model, this was first established in 2D by Schonmann [Sch87] and later extended up
to the critical point by Chayes, Chayes, and Schonmann [CCS87]; in 3D this was
first established by Pisztora [Pis96]. These results should be contrasted with the
volume order large deviations established for mN in the high temperature regime
where there is no phase coexistence [CF86, Ell85, FO88, Oll88].

Our main result is a surface order upper bound on large deviations for the average
magnetisation under νβ,N .

Theorem 1.2. Let η ą 0 and νβ,N “ νβ,Npηq as in Remark 1.1. For any ζ P p0, 1q,
there exists β0 “ β0pζ, ηq ą 0, C “ Cpζ, ηq ą 0, and N0 “ N0pζq ě 4 such that
the following estimate holds: for any β ą β0 and any N ą N0 dyadic,

1

N2
log νβ,N

´

mN P p´ζ
a

β, ζ
a

βq
¯

ď ´C
a

β. (1.2)

Proof. See Section 3.5.

The condition that N is a sufficiently large dyadic in Theorem 1.2 comes from
Proposition 3.8 (we also need that N is divisible by 4 to apply the chessboard
estimates of Proposition 6.5). Our analysis can be simplified to prove Theorem 1.2
in 2D with N2 replaced by N in (1.2).

Our main technical contributions are contour bounds for νβ,N . As a result, the
Peierls’ argument of [GJS75] is extended to 3D, thereby giving a second proof of
phase transition for φ4

3. The main difficulty is to handle the ultraviolet divergences of
νβ,N whilst preserving the structure of the low temperature potential. We do this by
building on the variational approach to showing ultraviolet stability for φ4

3 recently
developed by Barashkov and Gubinelli [BG19]. Our insight is to separate scales
within the corresponding stochastic control problem through a coarse-graining into
an effective Hamiltonian and remainder. The effective Hamiltonian captures the
macroscopic description of the system and is treated using techniques adapted from
[GJS76b]. The remainder contains the ultraviolet divergences and these are killed
using the renormalisation techniques of [BG19].

Our next contribution is to adapt arguments used by Bodineau, Velenik, and
Ioffe [BIV00], in the context of equilibrium crystal shapes of discrete spin models,
to study phase segregation for φ4

3. In particular, we adapt them to handle a block-
averaged model with unbounded spins. Technically, this requires control over large
fields.
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1.1 Application to the dynamical φ4
3 model

The Glauber dynamics of νβ,N is given by the singular stochastic PDE

pBt ´∆` ηqΦ “ ´
4

β
Φ3
` p4` η `8qΦ`

?
2ξ

Φp0, ¨q “ φ0

(1.3)

where Φ P S 1pR` ˆ TNq is a space-time Schwartz distribution, φ0 P C´
1
2
´κpTNq,

the infinite constant indicates renormalisation (see Remark 6.16), and ξ is space-time
white noise on TN . The well-posedness of this equation, known as the dynamical
φ4

3 model, has been a major breakthrough in stochastic analysis in recent years
[Hai14, Hai16, GIP15, CC18, Kup16, MW17b, GH19, MW18].

In finite volumes the solution is a Markov process and its associated semigroup
pP

β,N
t qtě0 is reversible and exponentially ergodic with respect to its unique invariant

measure νβ,N [HM18a, HS19, ZZ18a]. As a consequence, there exists a spectral
gap λβ,N ą 0 given by the optimal constant in the inequality:

A´

P
β,N
t F

¯2

yβ,N ´

´A

P
β,N
t F

E

β,N

¯2

ď e´λβ,N t
´

xF 2
yβ,N ´ xF y

2
β,N

¯

for suitable F P L2pνβ,Nq. λ´1
β,N is called the relaxation time and measures the rate

of convergence of variances to equilibrium. An implication of Theorem 1.2 is the
exponential explosion of relaxation times in the infinite volume limit provided β is
sufficiently large.

Corollary 1.3. Let η ą 0 and νβ,N “ νβ,Npηq as in Remark 1.1. Then, there exists
β0 “ β0pηq ą 0, C “ Cpβ0, ηq, and N0 ě 4 such that, for any β ą β0 and N ą N0

dyadic,

1

N2
log λβ,N ď ´C

a

β. (1.4)

Proof. See Section 7.

Corollary 1.3 is the first step towards establishing phase transition for the re-
laxation times of the Glauber dynamics of φ4 in 2D and 3D. This phenomenon has
been well-studied for the Glauber dynamics of the 2D Isingmodel, where a relatively
complete picture has been established (in higher dimensions it is less complete). The
relaxation times for the Ising dynamics on the 2D torus of sidelengthN undergo the
following trichotomy asN Ñ 8: in the high temperature regime, they are uniformly
bounded in N [AH87, MO94]; in the low temperature regime, they are exponential
in N [Sch87, CCS87, Tho89, MO94, CGMS96]; at criticality, they are polynomial
in N [Hol91, LS12]. It would be interesting to see whether the relaxation times for
the dynamical φ4 model undergo such a trichotomy.
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1.2 Paper organisation
In Section 2 we introduce the renormalised, ultraviolet cutoff measures νβ,N,K that
converge weakly to νβ,N as the cutoff is removed. In Section 3 we carry out the
statistical mechanics part of the proof of Theorem 1.2. In particular, conditional on
the moment bounds in Proposition 3.6, we develop contour bounds for νβ,N . These
contour bounds allow us to adapt techniques in [BIV00], which were developed in
the context of discrete spin systems, to deal with νβ,N .

In Section 4 we lay the foundation to proving Proposition 3.6 by introducing
the Boué-Dupuis formalism for analysing the free energy of νβ,N as in [BG19].
We then use a low temperature expansion and coarse-graining argument within the
Boué-Dupuis formalism in Section 5 to establish Proposition 5.1 which contains the
key analytic input to proving Proposition 3.6.

In Section 6, we use the chessboard estimates of Proposition 6.5 to upgrade the
bounds of Proposition 5.1 to those of Proposition 3.6. Chessboard estimates follow
from the well-known fact that νβ,N is reflection positive. We give an independent
proof of this fact by using stability results for the dynamics (1.3) to show that lattice
and Fourier regularisations of νβ,N converge to the same limit. Then, in Section 7,
we prove Corollary 1.3 showing that the spectral gaps for the dynamics decay in the
infinite volume limit provided β is sufficiently large.

We collect basic notations and analytic tools that we use throughout the paper in
Appendix A.
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2 The model

In the following, we use notation and standard tools introduced in Appendix A.1.
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Let η ą 0. Denote by µN “ µNpηq the centred Gaussian measure with covari-
ance p´∆`ηq´1 and expectationEN . Above, ∆ is the Laplacian onTN . As pointed
out in Remark 1.1, the choice of η is inessential. We consider it fixed unless stated
otherwise and we do not make η-dependence explicit in the notation.

Fix β ą 0. Let Vβ : RÑ R be given by

Vβpaq “
1

β
pa2
´ βq2 “

1

β
a4
´ 2a2

` β.

Vβ is a symmetric double well potential with minima at a “ ˘
?
β and a potential

barrier at a “ 0 of height β.
Fix ρ P C8c pR3; r0, 1sq rotationally symmetric; decreasing; and satisfying ρpxq “

1 for |x| P r0, cρq, where cρ ą 0. See Lemma 4.6 for why the last condition is
important. Note that many of our estimates rely on the choice of ρ, but we omit
explicit reference to this.

For every K ą 0, let ρK be the Fourier multiplier on TN with symbol ρKp¨q “
ρp ¨

K
q. For φ „ µN , we denote φK “ ρKφ. Note that φK is smooth. Let

K “ EN rφ2
Kp0qs “

1

N3

ÿ

nPpN´1Zq3

ρ2
Kpnq

xny2
(2.1)

where x¨y “
a

η ` 4π2| ¨ |2. Note that K “ OpKq asK Ñ 8. The first four Wick
powers of φK are given by the generalised Hermite polynomials:

: φKpxq : “ φKpxq

: φ2
Kpxq : “ φ2

Kpxq ´ K

: φ3
Kpxq : “ φ3

Kpxq ´ 3 KφKpxq

: φ4
Kpxq : “ φ4

Kpxq ´ 6 Kφ
2
Kpxq ` 3 2

K .

We define the Wick renormalised potential by linearity:

: VβpφKq :“
1

β
: φ4

K : ´2 : φ2
K : `β.

Let νβ,N,K be the probability measure with density

dνβ,N,Kpφq “
e´Hβ,N,KpφKq

Zβ,N,K

dµNpφq. (2.2)

Above, Hβ,N,K is the renormalised Hamiltonian

Hβ,N,KpφKq “

ż

TN
: VβpφKq : ´

γK
β2

: φ2
K : ´δK ´

η

2
: φ2

K : dx (2.3)

where γK and δK are additional renormalisation constants given by (5.25) and (5.26),
respectively, and Zβ,N,K “ ENe´Hβ,N,KpφKq is the partition function.
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Proposition 2.1. For every β ą 0 and N P N, the measures νβ,N,K converge
weakly to a non-Gaussian measure νβ,N on S 1pTNq as K Ñ 8. In addition,
Zβ,N,K Ñ Zβ,N as K Ñ 8 and satisfies the following estimate: there exists
C “ Cpβ, ηq ą 0 such that

´CN3
ď ´ log Zβ,N ď CN3.

Proof. Proposition 2.1 is a variant of the classical ultraviolet stability for φ4
3 first

established in [GJ73]. Our precise formulation, i.e. the choice of γ‚ and δ‚, is taken
from [BG19, Theorem 1].

We write x¨yβ,N and x¨yβ,N,K for expectations with respect to νβ,N and νβ,N,K ,
respectively.

Remark 2.2. The constants K , γK , δK are, respectively, Wick renormalisation,
(second order) mass renormalisation, and energy renormalisation constants. They
all depend on η and N . δK additionally depends on β and is needed for the
convergence of Zβ,N,K as K Ñ 8, but drops out of the definition of the cutoff
measures (2.2).

Remark 2.3. In 2D a scaling argument [GJS76c] allows one to work with the
measure with density proportional to

exp
´

´

ż

TN
: VβpφKq : dx

¯

dµ̃Npφq

where µ̃N is the Gaussian measure with covariance p´∆ `
?
β
´1
q´1, i.e. a β-

dependent mass. This measure is significantly easier to work with due to the
degenerate mass when β is large. In particular, it is easier to obtain contour bounds
which, although suboptimal from the point of view of β-dependence, are sufficient
for the Peierls’ argument in [GJS75] and for the analogue of our argument in Section
3 carried out in 2D. In 3D one cannot work with such a measure.

3 Surface order large deviation estimate

In this section we carry out the statistical mechanics part of the proof of Theorem 1.2.
Recall that for large β, the the minima of potential Vβ at ˘

?
β are widely separated

by a steep potential barrier of height β, so formally νβ,N resembles an Ising model
at inverse temperature β. We use this intuition to prove contour bounds for νβ,N (see
Proposition 3.2) conditional on certain moment bounds (see Proposition 3.6). The
contour bounds are then used to adapt arguments from [BIV00] to prove Theorem
1.2.
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3.1 Block averaging
Let e1, e2, e3 be the standard basis for R3. We identify TN with the set

 

a1e1 ` a2e2 ` a3e3 : a1, a2, a3 P r0, Nq
(

.

Define

BN “
!

3
ź

i“1

rai, ai ` 1q Ă TN : a1, a2, a3 P t0, . . . , N ´ 1u
)

.

We call elements of BN blocks. For any B Ă BN , we overload notation and write
B “

Ť

PB Ă TN . Hence, |B| “
ş

B
1dx is the number of blocks inB. In addition,

we identify any ~f P RBN with the piecewise continuous function on TN given by
~fpxq “ ~fp q for x P .

Let φ „ νβ,N . For any P BN , let φp q “
ş

φdx. Here, the integral is
interpreted as the duality pairing betweenφ (a distribution) and the indicator function
1 (a test function); we use this convention throughout. We let ~φ “ pφp qq PBN P
RBN denote the block averaged field obtained from φ.

Remark 3.1. Testing φ against 1 , which is not smooth, yields a well-defined random
variable on the support of νβ,N . Indeed, φ belongs almost surely to L8-based Besov
spaces of regularity s for every s ă ´1

2
(see Appendix A.2 for a review of Besov

spaces and see Section 4 for the almost sure regularity of φ). On the other hand,
indicator functions of blocks belong to L1-based Besov spaces of regularity s for
every s ă 1 or, more generally,Lp-basedBesov spaces of regularity s for every s ă 1

p

(see, for example, Lemma 1.1 in [FR12]). This is sufficient to test φ against indicator
functions of blocks (using e.g. Proposition A.1). We also give an alternative proof
using a type of Itô isometry in Proposition 5.22.

3.2 Phase labels
We define a map ~φ P RBN ÞÑ σ P t´

?
β, 0,

?
βuBN called a phase label. A basic

function of σ is to identify whether the averages φp q take values around the well at
`
?
β, the well at ´

?
β, or neither. We quantify this to a given precision δ P p0, 1q,

which is taken to be fixed in what follows.

‚ We say that P BN is plus (resp. minus) valued if

|φp q ¯
a

β| ă
a

βδ.

The set of plus (resp. minus) valued blocks is denoted P (resp. M).

‚ The set of neutral blocks is defined as N“ BNzpPYMq.
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Each block in BN contains a midpoint. Given two distinct blocks in BN , we
say that they are nearest-neighbours if their midpoints are of distance 1. They
are ˚-neighbours if their midpoints are of distance at most

?
3. For any P BN ,

the ˚-connected ball centred at is the set B˚p q Ă BN consisting of and its
˚-neighbours. It contains exactly 27 blocks.

‚ We say that P BN is plus good if every 1 P B˚p q is plus valued. The set
of plus good blocks is denoted PG.

‚ We say that P BN is minus good if every 1 P B˚p q is minus valued. The
set of minus good blocks is denoted MG.

‚ The set of bad blocks is defined as B“ BNzpPG YMGq.

Define the phase label σ associated to ~φ of precision δ ą 0 by

σp q “

$

’

&

’

%

`
?
β, P PG,

´
?
β, PMG,

0, P B.

The following proposition can be thought of as an extension of the contour
bounds developed for φ4 in 2D [GJS75, Theorem 1.2] to 3D.

Proposition 3.2. Let σ be a phase label of precision δ P p0, 1q. Then, there exists
β0 “ β0pδ, ηq ą 0 and CP “ CP pδ, ηq ą 0 such that, for β ą β0, the following
holds for any N P 4N: for any set of blocks B Ă BN ,

νβ,Npσp q “ 0 for all P Bq ď e´CP
?
β|B|. (3.1)

Proof. See Section 3.3.1. The main estimates required in the proof are given in
Proposition 3.6, which extends [GJS75, Theorem 1.3] to 3D and improves the β-
dependence. Assuming this, we then prove Proposition 3.2 in the spirit of the proof
of [GJS75, Theorem 1.2].

3.3 Penalising bad blocks
Given a phase label, we partition the set of bad blocks B into two types.

‚ Frustrated blocks are blocks P BN such that B˚p q contains a neutral block.
We denote the set of frustrated blocks BF .

‚ Interface block are blocks P BN such that B˚p q contains no neutral blocks,
but there exists at least one pair of nearest-neighbours t 1, 2u Ă B˚p q such
that 1 P P but 2 PM. We denote the set of interface blocks BI .
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For any P BN and any nearest-neighbours 1, 2 P BN , define:

Q1p q “
1
?
β

ż

pβ´ : φ2
pxq :qdx

Q2p q “
1
?
β

ż

p: φ2
pxq : ´φp q2qdx

Q3p
1, 2

q “ φp 1
q ´ φp 2

q.

(3.2)

Remark 3.3. Note that testing : φ2 : against 1 yields a well-defined random variable
on the support of νβ,N . We give a proof of this fact in Proposition 5.23.

We write B˚nnp q for the set of unordered pairs of nearest-neighbour blocks
t 1, 2u in BN such that 1, 2 P B˚p q. There are 54 elements in this set.

Lemma 3.4. LetN P N and fix a phase label of precision δ P p0, 1q. Then, for every
P BN ,

1 PBF ď 2e´Cδ
?
β

ÿ

1PB˚p q

´

coshQ1p
1
q ` coshQ2p

1
q

¯

(3.3)

1 PBI ď 2e´Cδ
?
β

ÿ

t 1, 2uPB˚nnp q

coshQ3p
1, 2

q (3.4)

where Cδ “ min
´

δ
2
, 2´ 2δ

¯

ą 0.

Frustrated blocks are penalised by the potential Vβ whereas interface blocks are
penalised by the gradient term in the Gaussian measure. Lemma 3.4 formalises this
through use of the random variables Q1, Q2 and Q3, which (up to trivial modifica-
tions) were introduced in [GJS75]. Q1 penalises frustrated blocks. Q2 is an error
term coming from the fact that the potential is written in terms of φ rather than ~φ.
Q3 penalises interface blocks.
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Proof of Lemma 3.4. For any P BN ,

1 PN “ 1|φp q|ăp1´δq?β ` 1|φp q|ąp1`δq?β
“ 1 1?

β
pβ´φp q2qąp2δ´δ2q

?
β ` 1 1?

β
pφp q2´βqąp2δ`δ2q

?
β

“ 1 1?
β

ş

β´:φ2pxq:dx` 1?
β

ş

:φ2pxq:´φp q2dxąp2δ´δ2q
?
β

` 1 1?
β

ş

:φ2pxq:´βdx` 1?
β

ş

φp q2´:φ2pxq:dxąp2δ`δ2q
?
β

ď 1 1?
β

ş

β´:φ2pxq:dxą 2δ´δ2

2

?
β
` 1 1?

β

ş

:φ2pxq:´φp q2dxą 2δ´δ2

2

?
β

` 1 1?
β

ş

:φ2pxq:´βdxą 2δ`δ2

2

?
β
` 1 1?

β

ş

φp q2´:φ2pxq:dxą 2δ`δ2

2

?
β

ď e´
δ
2

?
β
´

eQ1p q ` eQ2p q ` e´Q1p q ` e´Q2p q
¯

“ 2e´
δ
2

?
β
´

coshQ1p q ` coshQ2p q

¯

(3.5)

where in the penultimate line we have used that δ2 ď δ.
By the definition of BF ,

1 PBF ď
ÿ

1PB˚p q

1 1PN. (3.6)

Using (3.5) applied to 1 1PN in (3.6) yields (3.3).
(3.4) is established by the following estimates: by the definition of BI ,

1 PBI ď
ÿ

t 1, 2uPB˚nnp q

p1 1PP1 2PM` 1 1PM1 2PPq

ď
ÿ

t 1, 2uPB˚nnp q

p1φp 1q´φp 2qąp2´2δq
?
β ` 1φp 2q´φp 1qąp2´2δq

?
βq

ď
ÿ

t 1, 2uPB˚nnp q

e´p2´2δq
?
β
´

eQ3p
1, 2q

` e´Q3p
1, 2q

¯

“
ÿ

t 1, 2uPB˚nnp q

2e´p2´2δq
?
β coshQ3p

1, 2
q.

In order to use Lemma 3.4 to prove Proposition 3.2, we want to control expecta-
tions of coshQ1, coshQ2 and coshQ3 by the exponentially small (in

?
β) prefactor

in (3.3) and (3.4). Moreover, we want to control these expectations over a set of
blocks as opposed to just single blocks.
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Let B1, B2 Ă BN and let B3 be any set of unordered pairs of nearest-neighbours
in BN . Define

coshQ1pB1q “
ź

PB1

coshQ1p q

coshQ2pB2q “
ź

PB2

coshQ2p q

coshQ3pB3q “
ź

t , 1uPB3

coshQ3p ,
1
q.

(3.7)

Remark 3.5. Although the random variable Q3p ,
1q does depend on the ordering

of and 1, coshQ3p ,
1q does not.

Proposition 3.6. For every a0 ą 0, there exist β0 “ β0pa0, ηq ą 0 and CQ “
CQpa0, β0, ηq ą 0 such that the following holds uniformly for all β ą β0, a1, a2, a3 P

R such that |ai| ď a0, and N P 4N: let B1, B2 Ă BN and B3 a set of unordered
pairs of nearest-neighbour blocks in BN . Then,

A

3
ź

i“1

cosh
`

aiQipBiq
˘

E

β,N
ď eCQp|B1|`|B2|`|B3|q (3.8)

where |B3| is given by the number of pairs in B3.

Proof. Proposition 3.6 is established in Section 6.3, but its proof takes up most of
this article. The overall strategy is as follows: the crucial first step is to obtain
upper and lower bounds on the free energy ´ log Zβ,N that are uniform in β and
extensive in the volume, N3. We then build on this analysis to obtain upper bounds
on expectations of the form xexpQyβ,N that are uniform in β and extensive in N3.
Here, Q is a placeholder for random variables that are derived from the Qi’s, but
that are supported on the whole of TN rather than arbitrary unions of blocks. This
is all done in Section 5, where the key results are Propositions 5.3 and 5.1, within
the framework developed in Section 4.

The next step in the proof is to use the chessboard estimates of Proposition 6.5
(which requires N P 4N) to bound the lefthand side of (3.8) in terms of |B1| `

|B2| ` |B3| products of expectations of the form xexpQy
1
N3

β,N . Applying the results
of Section 5 then completes the proof.

Key features of the estimate (3.8) used in the proof of Proposition 3.2 are that it
is uniform in β and extensive in the support of the Qi’s.



84 Phase transitions

3.3.1 Proof of the Proposition 3.2 assuming Proposition 3.6

We first show that we can reduce to the case where B contains no ˚-neighbours,
which simplifies the combinatorics later on. Identify BN with a subset of Z3. For
every el P t´1, 0, 1u3, let Z3

l “ el`p3Zq3. There are 27 such sub-lattices which we
order according to l P t1, . . . , 27u. Note that Z3 “

Ť27
l“1 Z3

l . Let BlN “ BN X Z3
l .

Each ˚-connected ball in BN contains at most one block from each of these BlN .
Assume that (3.1) has been established for sets with no ˚-neighbours with con-

stant C 1P . Then, by Hölder’s inequality,

νβ,Npσp q “ 0 for all P Bq “
A

ź

PB

1 PB

E

β,N

ď

27
ź

l“1

A

ź

PBXBlN

1 PB

E
1
27

β,N

ď e´
C1P
27
|B|

(3.9)

thereby establishing (3.1) with CP “
C1P
27
.

Now assume that B contains no ˚-neighbours. Fix any A Ă B. Let B˚pAq “
Ť

PA B˚p q and let B˚nnpAq “
Ť

PA B˚nnp q. By our assumption, A contains no
˚-neighbours. Hence, for any 1 P B˚pAq there exists a unique P A such that
1 P B˚p q; we define the root of 1 to be . Similarly, for any t 1, 2u P B˚nnpAq

there exists a unique P A such that t 1, 2u P B˚nnp q; we define the root of t 1, 2u

to be . Note that the definition of root is A-dependent in both cases.
By Lemma 3.4, there exists Cδ such that
ź

PB

1 PB “
ÿ

AĂB

´

ź

PA

1 PBF

¯´

ź

PBzA

1 PBI

¯

ď 2|B|e´Cδ
?
β|B|

ÿ

AĂB

´

ź

PA

ÿ

1PB˚p q

`

coshQ1p
1
q ` coshQ2p

1
q
˘

¯

ˆ

´

ź

PBzA

ÿ

t 1, 2uPB˚nnp q

coshQ3p
1, 2

q

¯

“ 2|B|e´Cδ
?
β|B|

ÿ

AĂB

ÿ

A1,A2,A3

coshQ1pA1q coshQ2pA2q coshQ3pA3q

(3.10)

where the last sum is over all A1, A2 Ă B˚pAq and A3 Ă B˚nnpBzAq such that: no
two blocks in A1 Y A2 share a root, and no two pairs of blocks in A3 share a root;
and, |A1| ` |A2| “ |A| and |A3| “ |BzA|. We note that there are p2 ¨ 27q|A| “ 54|A|

possible A1 and A2, and 54|BzA| possible A3.
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By Proposition 3.6, there exists CQ such that, after taking expectations in (3.10)
and using that |A| ` |BzA| “ |B|, we obtain

νβ,Npσp q “ 0 for all P Bq ď 2|B|e´Cδ
?
β|B|2|B|54|B|eCQ|B|.

Thus, choosing

a

β ą
4 log 2` 2 log 54` 2CQ

Cδ

yields (3.1) with CP “ Cδ
2
. This completes the proof.

3.4 Exchanging the block averaged field for the phase label

We now show that Propositions 3.2 and 3.6 allow one to reduce the problem of
analysing the block averaged field to that of analysing the phase label. The main
difficulty here is dealing with large fields, i.e. those ~φ for which

ş

B
|~φ| is large.

Proposition 3.7. Let δ, δ1 P p0, 1q satisfy δ1 ď δ
2
. Then, there exists β0 “ β0pδ, ηq ą

0, C “ Cpδ, β0, ηq ą 0 and N0 “ N0pδq ą 0 such that, for all β ą β0 and N P 4N
with N ą N0,

1

N3
log νβ,N

´

ż

TN

ˇ

ˇ

ˇ
σ ´ ~φ

ˇ

ˇ

ˇ
dx ą δ

a

βN3
¯

ď ´C
a

β (3.11)

where σ is the phase label of precision δ1 ď δ
2
.

Proof. Observe that

νβ,N

˜

ż

TN
|σ ´ ~φ|dx ą δ

a

βN3

¸

ď νβ,N

˜

ż

TN
|σ ´ ~φ|dx ą δ

a

βN3, |B| ă
δ

8
N3

¸

` νβ,N

˜

|B| ě
δ

8
N3

¸

.

(3.12)

By Proposition 3.2, there exists β0 ą 0 and CP ą 0 such that, for
?
β ą
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max
´?

β0,
16 log 2
CP δ

¯

,

νβ,N

˜

|B| ě
δ

8
N3

¸

ď

N3
ÿ

m“r δ
8
N3s

νβ,Np|B| “ mq

ď

N3
ÿ

m“r δ
8
N3s

ˆ

N3

m

˙

e´CP
?
βm

ď 2N
3

e´
CP δ

8

?
βN3

ď e´
CP δ

16

?
βN3

.

(3.13)

Now consider the first term on the right hand side of (3.12). We decompose one
step further:

νβ,N

˜

ż

TN
|σ ´ ~φ|dx ą δ

a

βN3, |B| ă
δ

8
N3

¸

ď νβ,NpT1q ` νβ,NpT2q

where

T1 “

#

ż

TN
|σ ´ ~φ|dx ą δ

a

βN3,

ż

B

|~φ|dx ď
δ

2

a

βN3

+

T2 “

#

|B| ă
δ

8
N3,

ż

B

|~φ|dx ą
δ

2

a

βN3

+

.

We show that T1 “ H and that

νβ,NpT2q ď e´C
?
βN3 (3.14)

for some constant C “ Cpδq ą 0 and for β sufficiently large. Combining these
estimates with (3.13) completes the proof.

First, we treat T1. On good blocks |φp q ´ σ| is bounded by the
?
β multiplied

by the precision of the phase label (δ1 ď δ
2
in this instance) and σ “ 0 on bad blocks.

Therefore, on the set
!

ş

B
|~φ|dx ď δ

2

?
βN3

)

, we have:
ż

TN
|σ ´ ~φ|dx “

ż

PGYMG

|σ ´ ~φ|dx`

ż

B

|σ ´ ~φ|dx

ď
δ

2

a

βp|PG| ` |MG|q `

ż

B

|~φ|dx

ď δ
a

βN3
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which shows that the first condition in T1 is inconsistent with the second, so T1 “ H.
We turn our attention to T2. Fix B Ă BN . By Chebyschev’s inequality, Young’s

inequality, and Proposition 3.6, there exists β0 ą 0 and CQ ą 0 such that, for
β ą β0,

νβ,N

˜

ż

B

|~φ| ą
δ

2

a

βN3

¸

ď e´
δ
2

?
βN3

xe
ř

PB |φp q|yβ,N

ď e´
δ
2

?
βN3

e
?
β

2
|B|
xe

1
2
?
β

ř

PB φp q
2

yβ,N

ď e´
δ
2

?
βN3

e
?
β|B|
xe

1
2
?
β

ř

PBpφp q
2´βq

yβ,N

ď e´
δ
2

?
βN3

e
?
β|B|
x
ź

PB

e´
1
2
Q1p qe´

1
2
Q2p qyβ,N

ď e´
δ
2

?
βN3

e
?
β|B|2|B|

A

cosh
´1

2
Q1pBq

¯

cosh
´1

2
Q2pBq

¯E

β,N

ď e´
δ
2

?
βN3

e
?
β|B|2|B|eCQ|B|.

Therefore,

νβ,NpT2q ď

t δ
8
N3u
ÿ

m“1

ÿ

B:|B|“m

νβ,N

˜

ż

B

|~φ|dx ą
δ

2

a

βN3

¸

ď e´
δ
2

?
βN3

t δ
8
N3u
ÿ

m“1

ˆ

N3

m

˙

e
?
βmepCQ`log 2qm

ď e´
δ
2

?
βN3

2N
3

e
δ
8

?
βN3

e
pCQ`log 2qδ

8
N3

“ e

`

´ 3δ
8

?
β`log 2`

pCQ`log 2qδ

8

˘

N3

.

(3.15)

Taking

a

β ą
16 log 2

3δ
`

2

3
pCQ ` log 2q

yields (3.14) with C “ 3δ
16
.

3.5 Proof of the main result
Adapting an argument from [Bod02], we reduce the proof of Theorem 1.2 to bound-
ing the probability that ~φ is far from˘

?
β-valued functions on BN whose boundary

(between regions of opposite spins) is of certain fixed area. Proposition 3.7 then
allows us to go from analysing ~φ to the phase label, for which we use existing results
from [BIV00].
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For any B Ă BN , let BB denotes its boundary, which is given by the union of
faces of blocks in B. Let |BB| “

ş

BB
1dspxq, where dspxq is the 2D Hausdorff

measure (normalised so that faces have unit area). Thus, |BB| is the number of faces
in BB.

For any a ą 0, let Ca be the set of functions ~f P t˘1uBN such that |Bt~f “
`1u| ď aN2. For any δ ą 0, let BpCa, δq be the set of integrable functions g on
TN such that there exists ~f P Ca that satisfies

ş

TN
|g ´ ~f |dx ď δN3.

Proposition 3.8. Let δ, δ1 P p0, 1q satisfy δ1 ď δ. Then, there existsβ0 “ β0pδ, ηq ą 0
and C “ Cpδ, β0, ηq ą 0 such that, for all β ą β0, the following estimate holds: for
all a ą 0, there exists N0 “ N0pa, δq ě 4 such that, for all N ą N0 dyadic,

1

N2
log νβ,N

´ 1
?
β
σ R BpCa, δq

¯

ď ´C
a

βa

where σ is the phase label of precision δ1.

Proof. See [BIV00, Theorem 2.2.1] where Proposition 3.8 is proven for a more
general class of phase labels that satisfy a Peierls’ type estimate such as the one in
Proposition 3.2. We give a self-contained proof for our setting in Section 3.6.

The following lemma is our main geometric tool. It is a weak form of the isoperi-
metric inequality on TN , although it can be reformulated in arbitrary dimension.
Its proof is a standard application of Sobolev’s inequality and we include it for the
reader’s convenience.

Lemma 3.9. There exists CI ą 0 such that the following estimate holds for every
N P N:

minp|t~f “ 1u|, |t~f “ ´1u|q ď CI |Bt~f “ 1u|
3
2

for every ~f P t˘1uBN .

Proof. Let θ P C8c pR3q be rotationally symmetric with
ş

R3 θdx “ 1. By Sobolev’s
inequality, there exists C such that, for every ε,

ż

TN
|fε ´ cε|

3
2dx ď C

´

ż

TN
|∇fε|dx

¯
3
2 (3.16)

where ~fε “ ~f ˚ ε´3θpε´1¨q and cε “ 1
N3

ş

TN
~fεdx. Note that C is independent of N

by scaling.
Letting εÑ 0 in the left hand side of (3.16), we obtain

ż

TN
|~fε ´ cε|

3
2dxÑ

ż

TN
|~f ´ c|

3
2dx (3.17)
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where c “ |t~f“1u|´|t~f“´1u|
N3 . Note that c P r´1, 1s.

Without loss of generality, assume c ě 0. This implies that |t~f “ 1u| ě t~f “
´1u|. Then, evaluating the integral on the righthand side of (3.17), we find that

ż

TN
|~f ´ c|

3
2dx “ p1´ cq

3
2 |t~f “ 1u| ` p1` cq

3
2 |t~f “ ´1u|

“ p1´ cq
3
2 cN3

`

´

p1´ cq
3
2 ` p1` cq

3
2

¯

|t~f “ ´1u|

ě 2|t~f “ ´1u|

(3.18)

where we have used that the function

c ÞÑ p1´ cq
3
2 ` p1` cq

3
2

has minimum at c “ 0 on the interval r0, 1s.
For the term on the right hand side of (3.16), using duality we obtain

ż

TN
|∇~fε|dx “ sup

gPC8pTN ,R3q:|g|8ď1

ˇ

ˇ

ˇ

ż

TN
∇~fε ¨ gdx

ˇ

ˇ

ˇ
(3.19)

where | ¨ |8 denotes the supremum norm on C8pTN ,R3q.
For any such g, using integration by parts and commuting the convolution with

differentiation,
ˇ

ˇ

ˇ

ż

TN
∇~fεgdx

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ż

TN

~fε∇ ¨ gdx
ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ż

TN

~f∇ ¨ gεdx
ˇ

ˇ

ˇ
(3.20)

where the gε is interpreted as convolving each component of g with ε´3θpε´1¨q

separately.
Hence, by the divergence theorem, Young’s inequality for convolutions, and

using the supremum norm bound on g,

(3.20) “ 2
ˇ

ˇ

ˇ

ż

Bt~f“1u

gε ¨ n̂dspxq
ˇ

ˇ

ˇ
ď 2|Bt~f “ 1u| (3.21)

where n̂ denotes the unit normal to Bt~f “ 1u pointing into t~f “ ´1u.
Inserting (3.21) in (3.19) implies that, for any ε,

ż

TN
|∇~fε|dx ď 2|Bt~f “ 1u|. (3.22)

Thus, by inserting (3.22), (3.17) and (3.18) into (3.16), we obtain

|t~f “ ´1u| ď
?

2C|Bt~f “ 1u|
3
2 .
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Proof of Theorem 1.2. Let ζ P p0, 1q. Choose a ą 0 and δ P p0, 1q such that

1´ 2CIa
3
2 ´ δ “ ζ (3.23)

where CI is the same constant as in Lemma 3.9. We first show that

tmNpφq P p´ζ
a

β, ζ
a

βqu Ă
! 1
?
β
~φ R BpCa, δq

)

. (3.24)

Assume 1?
β
~φ P BpCa, δq. Then, there exists ~f P Ca such that

ż

TN

ˇ

ˇ

ˇ

1
?
β
~φ´ ~f

ˇ

ˇ

ˇ
dx ď δN3.

This implies
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ż

TN

1
?
β
~φdx

ˇ

ˇ

ˇ
´

ˇ

ˇ

ˇ

ż

TN

~fdx
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď δN3

from which we deduce, together with Lemma 3.9,

ˇ

ˇ

ˇ

1
?
β
mNpφq

ˇ

ˇ

ˇ
ě 1´

2 min
´

|t~f “ `1u|, |t~f “ ´1u|
¯

N3
´ δ.

ě 1´
2CI |Bt~f “ `1u|

3
2

N3
´ δ.

Since ~f P Ca, we obtain

|mNpφq| ě
a

βp1´ 2CIa
3
2 ´ δq “ ζ

a

β

by (3.23).
Hence,

! 1
?
β
~φ P BpCa, δq

)

Ă t|mNpφq| ě ζ
a

βu.

Taking complements establishes (3.24).
Now let σ be the phase label of precision δ

4
. Note that

! 1
?
β
~φ R BpCa, δq

)

Ă

! 1
?
β
σ R B

´

Ca,
δ

2

¯)

ď

!

ż

TN
|~φ´ σ|dx ą

δ

2

a

βN3
)

.

Applying Proposition 3.7, Proposition 3.8, and using (3.24) finishes the proof.



Phase transitions 91

3.6 Proof of Proposition 3.8
For any B Ă BN , let B˚B be the set of blocks in B with ˚-neighbours in TNzB.
Note that this is not the same as BB, which was defined earlier. Let Dbe the set of ˚-
connected components of B˚pTNzMGq. We call this the set of defects. Necessarily,
any Γ P D satisfies Γ Ă B.

Fix γ P p0, 1q. Let Dγ Ă D be the set of Γ P D such that |Γ| ď 6Nγ . The
elements of Dγ are called γ-small defects and the elements of DzDγ are called
γ-large defects.

Take any Γ P Dγ . Recall that we identify Γ with the subset of TN given by the
union of blocks in Γ. Write ClpΓq for its closure inTN . The condition γ ă 1 ensures
that, providedN is taken sufficiently large depending on γ, any Γ P Dγ is contained
in a (translate of a) sphere of radius N

4
in TN . Let ExtpΓq be the unique connected

component of TNzClpΓq that intersects with the complement of this sphere. Let
IntpΓq “ TNzExtpΓq. We identify ExtpΓq and IntpΓq with their representations as
subsets of BN . Note that Γ Ă IntpΓq and generically the inclusion strict, e.g. when
Γ encloses a region.

Let Dγ,max be the set of Γ P Dγ such that Γ
Ş

IntpΓ̃q “ H for any Γ̃ P DγztΓu.
In other words, Dγ,max is the set of γ-small defects that are not contained in the
interior of any other γ-small defects, and we call these maximal γ-small defects.

We define two events, one corresponds to the total surface area of γ-large
defects being small and the other corresponding to the total volume contained within
maximal γ-small defects being small. Let

S1 “

#

ÿ

ΓPDzDγ

|Γ| ď
a

6
N2

+

S2 “

#

ÿ

ΓPDγ,max

|IntpΓq| ď
δ

4
N3

+

.

We now show that for φ P S1 X S2 X t|B| ă
δ
2
N3u, we have 1?

β
σ P BpCa, δq.

We obtain a˘
?
β-valued spin configuration from σ by erasing all γ-small defects

in two steps: First, we reset the values on bad blocks to
?
β. Define σ1 P t˘

?
βuBN

by σ1p q “
?
β if P B, otherwise σ1p q “ σp q. Second, define σ2 P t˘

?
βuBN

as follows: Given P IntpΓq for some Γ P Dγ,max, let σ2p q “ σ1p˜q, where
˜ is any block in ExtpΓq that is ˚-neighbours with a block in Γ. Note that the
second step is well-defined since the first step ensures that every block in ExtpΓq
that is ˚-neighbours with Γ has the same value. See Figure 2 for an example of this
procedure.

From the definition of S1 and using that the factor 6 in the definition of γ-small
defects accounts for the discrepancy between |B ¨ | and |B˚ ¨ |,

|Btσ2 “ `
a

βu| ď aN2
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Figure 2: An example of the σ to σ2 procedure (left to right). Image courtesy of J.
N. Gunaratnam

yielding 1?
β
σ2 P Ca. Then, from the definition of S2 and using the smallness

assumption on the number of bad blocks,
ż

TN

1
?
β

ˇ

ˇ

ˇ
σ ´ σ2

ˇ

ˇ

ˇ
dx ď 2

ÿ

ΓPDγ,max

|IntpΓq| ` |B| ă 2
δ

4
N3
`
δ

2
N3

ă δN3

which establishes that 1?
β
σ P BpCa, δq.

We deduce that the event
!

1?
β
σ R BpCa, δq

)

necessarily implies one of three
things: either there are many bad blocks; or, the total surface area of γ-large defects
is large; or, the density of γ-small defects is high. That is,

νβ,N

´ 1
?
β
σ RBpCa, δq

¯

ď νβ,N

´

|B| ě
δ

2
N3

¯

` νβ,NpS
c
1q ` νβ,NpS

c
2q.

(3.25)

Proposition 3.2 gives control on the first event. The other two are controlled by
the following lemmas.

Lemma 3.10. Let γ, δ P p0, 1q. Then, there exists β0 “ β0pγ, δ, ηq ą 0 and
C “ Cpγ, δ, β0, ηq ą 0 such that, for all β ą β0, the following holds: for any a ą 0,
there exists N0 “ N0pγ, aq ą 0 such that, for any N P 4N with N ą N0,

1

N2
log νβ,N

˜

ÿ

ΓPDzDγ

|Γ| ą aN2

¸

ď ´C
a

β
´

a`
Nγ

N2

¯

where the underlying phase label is of precision δ.

Proof. We give a proof based on arguments from [DKS92, Theorem 6.1] in Section
3.6.1.
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Lemma 3.11. Let γ, δ, δ1 P p0, 1q. Then, there exists β0 “ β0pγ, δ, δ
1, ηq ą 0,

C “ Cpγ, δ, δ1, β0, ηq ą 0 and N0 “ N0pγ, δq ě 4 such that, for all β ą β0 and
N ą N0 dyadic,

1

N2
log νβ,N

˜

ÿ

ΓPDγ,max

|IntpΓq| ą δN3

¸

ď ´C
a

β
N

N3γ

where the underlying phase label is of precision δ1.

Proof. See [BIV00, Section 5.1.3] for a proof in a more general setting. We give an
alternative proof in Section 3.6.2 that avoids the use of techniques from percolation
theory.

As in (3.13), by Proposition 3.2 there exists CP ą 0 such that

νβ,Np|B| ě δN3
q ď e´

CP δ

4

?
βN3 (3.26)

provided
?
β ą 4 log 2

δCP
.

Therefore, from (3.25), (3.26), Lemma 3.10 and Lemma 3.11, there existsC ą 0
such that

1

N2
log νβ,N

´

σ R BpCa, δq
¯

ď ´C
a

βmin
´

N, a`
Nγ

N2
,
N

N3γ

¯

.

Taking γ ă 1
3
and N sufficiently large completes the proof. All that remains is to

show Lemmas 3.10 and 3.11.

3.6.1 Proof of Lemma 3.10

By a union bound

νβ,N

˜

ÿ

ΓPDzDγ

|Γ| ą aN2

¸

“
ÿ

tΓiu:|Γi|ąN
γ

ř

i |Γi|ąaN
2

νβ,N

´

DzDγ
“ tΓiu

¯

ď
ÿ

tΓiu:|Γi|ąN
γ

ř

i |Γi|ąaN
2

νβ,N

´

Γi Ă B for all Γi P tΓiu
¯

,

(3.27)

wheretΓiu refers to a non-empty set of distinct ˚-connected subsets of BN .
By Proposition 3.2 there exists CP such that, for any tΓiu,

νβ,N

´

Γi Ă B for all Γi P tΓiu
¯

“ x
ź

ΓiPtΓiu

ź

PΓi

1 PByβ,N
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ď e´CP
?
β
ř

|Γi|.

Inserting this into (3.27) and using the trivial estimate
ř

|Γi| ě
1
2
aN2` 1

2

ř

|Γi|,

νβ,N

˜

ÿ

ΓPDzDγ

|Γ| ą aN2

¸

ď
ÿ

tΓiu:|Γi|ąN
γ

ř

i |Γi|ąaN
2

e´CP
?
β
ř

|Γi|

ď e´
CP
2

?
βaN2

ÿ

tΓiu:|Γi|ąNγ

e´
CP
2

?
β
ř

|Γi|

“ e´
CP
2

?
βaN2

ÿ

tΓiu:|Γi|ąNγ

ź

ΓiPtΓiu

e´
CP
2

?
β|Γi|.

(3.28)

Summing first over the number of elements in tΓiu and then the number of
˚-connected regions containing a fixed number of blocks,

ÿ

tΓiu
|Γi|ąN

γ

ź

ΓiPtΓiu

e´
CP
2

?
β|Γi| “

8
ÿ

m“1

ÿ

tΓiumi“1:|Γi|ąNγ

m
ź

i“1

e´
CP
2

?
β|Γi|

ď

8
ÿ

m“1

´

ÿ

Γ ˚-connected :|Γ|ěNγ

e´
CP
2

?
β|Γ|

¯m

ď

8
ÿ

m“1

´

ÿ

něNγ

N327 ¨ 26n´1e´
CP
2

?
βn
¯m

ď

8
ÿ

m“1

e3m logN´
CP
4

?
βmNγ

´

ÿ

ně1

e´
CP
4

?
βn
¯m

ď

8
ÿ

m“1

e

´

3 logN´
CP
4

?
βNγ

¯

m

ď e´
CP
8

?
βNγ

8
ÿ

m“1

e3m logN´
CP
8

?
βmNγ

(3.29)

provided
?
β ą max

´

4 log 27
CP

, 4 log 2
CP

¯

“
4 log 27
CP

(note that the condition arises so that

e´
CP
4

?
β ă 1

2
, so that the geometric series with this rate is bounded by 1).

For any γ ą 0, the final series in (3.29) is summable provided Nγ ą logN and
?
β ą 24

CP
, thereby finishing the proof.
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3.6.2 Proof of Lemma 3.11

Choose 2Nγ ď K ď 4Nγ such that K divides N . Such a choice is possible since
we take N to be a sufficiently large dyadic. Let

BKN “
!

“

3
ź

i“1

rni, ni `Kq Ă TN : n1, n2, n3 P t0, K, . . . , N ´Ku
)

.

Elements of BKN are called K-blocks.
We say that two distinct K-blocks are ˚K-neighbours if their corresponding

midpoints are of distance at most K
?

3. We define the ˚K-connected ball around
P BKN to be the set containing itself and its ˚K-neighbours. As in the proof of

Proposition 3.2, we can decompose BKN “
Ť27
l“1 B

K,l
N such that any ˚K-connected

ball in BKN contains exactly one K-block from each element of the decomposition.
For each “ rn1, n1 `Kq ˆ rn2, n2 `Kq ˆ rn3, n3 `Kq, distinguish the unit

block “ rn1, n1`1qˆ rn2, n2`1qˆ rn3, n3`1q. For every h P t0, . . . , K´1u3,
let τh be the translation map on BN induced from the translation map on TN . We
identify “

Ť

hPt0,...,K´1u3 τh . Denote the set of distinguished unit blocks in BKN
(respectively, BK,lN ) as UBKN (respectively, UBK,lN ).

By our choice ofK, IntpΓq is entirely contained in a translation of aK-block for
any Γ P Dγ . As a result, IntpΓq intersects at most oneK-block in BK,lN for any fixed
l.

Using the correspondence between K-blocks and unit blocks described above,
we have

ÿ

ΓPDγ,max

|IntpΓq| “
ÿ

PBN

ÿ

ΓPDγ,max

1 PIntpΓq

“
ÿ

PUBKN

ÿ

hPt0,...,K´1u3

ÿ

ΓPDγ,max

1τh PIntpΓq

“

27
ÿ

l“1

ÿ

PUBK,lN

ÿ

hPt0,...,K´1u3

ÿ

ΓPDγ,max

1τh PIntpΓq.

Hence,

νβ,N

˜

ÿ

ΓPDγ,max

|IntpΓq| ą δN3

¸

(3.30)

ď 27K3 max
h,l

νβ,N

˜

ÿ

PUBK,lN

ÿ

ΓPDγ,max

1τh PIntpΓq ą
δ

27

´N

K

¯3

¸

.

where the maximum is over h P t0, . . . , K ´ 1u3 and 1 ď l ď 27.
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Let Ek be the event that precisely k indicator functions appearing on the right
hand side of (3.30) are nonzero. In other words, Ek is the event that there are k
distinct defects of size at mostNγ such that the k distinct τh , where P UBK,lN , are
contained in their interiors.

Given a block there are 27 ¨ 26n´1 possible defects of size n that contain this
block. Thus, by Proposition 3.2, there exists CP such that

νβ,NpEkq ď

ˆ

N3

27K3

k

˙

ÿ

1ďn1,...,nkďNγ

k
ź

j“1

nj ¨ 26 ¨ 27nj´1e´CP
?
βnj (3.31)

ď

ˆ

N3

27K3

k

˙

e´
CP
2

?
βk
´

Nγ
ÿ

n“1

n ¨ 26 ¨ 27n´1e´
CP
2

?
βn
¯k

ď

ˆ

N3

27K3

k

˙

e´
CP
2

?
βk

provided e.g.
?
β ą max

´

4 log 27
CP

, 2 log 2
CP

¯

“
4 log 27
CP

. This estimate is uniform over
the choice of h and l.

By a union bound on (3.30), using (3.31), and that 2Nγ ď K ď 4Nγ ,

νβ,N

´

ÿ

ΓPDγ,max

|IntpΓq| ą δN3
q ď 27K3

N3

27K3
ÿ

k“t δN
3

27K3 u`1

ˆ

N3

27K3

k

˙

e´
CP
2

?
βk

ď 27K3
¨ 2

N3

27K3 e´
δCP
2¨27

?
βN

3

K3

ď 27 ¨ 64e3γ logN` log 2
27¨8

N3

N3γ ´
δCP
27¨16

?
β N3

N3γ

ď 27 ¨ 64e´
δCP
27¨32

?
β N3

N3γ

provided γ logN ă N3´3γ and
?
β ą 81¨32`4 log 2

δCP
. Taking logarithms and dividing

by N2 completes the proof.

4 Boué-Dupuis formalism for φ4
3

In this section we introduce the underlying framework that we build on to analyse
expectations of certain random variables under νβ,N , as required in the proof of
Proposition 3.6. This framework was originally developed in [BG19] to show
ultraviolet stability for φ4

3 and identify its Laplace transform.
In particular, wewant to obtain estimates on expectations of the form xeQKyβ,N,K ,

where QK are random variables that converge (in an appropriate sense) to some
random variable Q of interest. We always work with a fixed ultraviolet cutoff K
and establish estimates on xeQKyβ,N,K that are uniform inK: this requires handling
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of ultraviolet divergences. The first observation is that we can represent such
expectations as a ratio of Gaussian expectations:

xeQKyβ,N,K “
ENe´Hβ,N,KpφKq`QKpφKq

Zβ,N,K

(4.1)

where we recall EN denotes expectation with respect to µN and Zβ,N,K “

ENe´Hβ,N,KpφKq is the partition function.
We then introduce an auxiliary time variable that continuously varies the ultra-

violet cutoff between 0 and K, and use it to represent these Gaussian expectations
in terms of expectations of functionals of finite dimensional Brownian motions.
This allows us to use the Boué-Dupuis variational formula given in Proposition 4.7
to write these expectations in terms of a stochastic control problem. Hence, the
problem of obtaining bounds is translated into choosing appropriate controls. An
insight made in [BG19] is that one can use methods developed in the context of sin-
gular stochastic PDEs, specifically the paracontrolled calculus approach of [GIP15],
within the control problem to kill ultraviolet divergences.

Remark 4.1. In the following, we make use of tools in Appendices A.2 and A.3
concerning Besov spaces and paracontrolled calculus. In addition, for the rest of
Sections 4 and 5, we consider N P N fixed and drop it from notation when clear.

4.1 Construction of the stochastic objects
Fix κ0 ą 0 sufficiently small. We equip Ω “ CpR`; C´

3
2
´κ0q with its Borel σ-

algebra. Denote by P the probability measure on Ω under which the coordinate
process X‚ “ pXkqkě0 is an L2 cylindrical Brownian motion. We write E to
denote expectation with respect to P. We consider the filtered probability space
pΩ,A, pAkqkě0,Pq, where A is the P-completion of the Borel σ-algebra on Ω, and
pAkqkě0 is the natural filtration induced byX and augmented with P-null sets of A.

Given n P pN´1Zq3, define the process Bn
‚ by Bn

k “
1

N
3
2

ş

TN
Xke´ndx, where

enpxq “ e2πin¨x and we recall that the integral denotes duality pairing between
distributions and test functions. Then, tBn

‚ : n P pN´1Zq3u is a set of complex
Brownian motions defined on pΩ,A, pAkqkě0,Pq, independent except for the con-
straint Bn

k “ B´nk . Moreover,

Xk “
1

N3

ÿ

nPpN´1Zq3
Bn
kN

3
2 en

where P-almost surely the sum converges in C´
3
2
´κ0 .

Let Jk be the Fourier multiplier with symbol

Jkp¨q “

a

Bkρ2
kp¨q

x¨y
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where ρk is the ultraviolet cutoff defined in Section 2 and we recall x¨y “
a

η ` 4π2| ¨ |2. Jk arises from a continuous decomposition of the covariance of
the pushforward measure µN under ρk:

ż k

0

J2
k1p¨qdk

1
“
ρ2
kp¨q

x¨y2
“ F

!

F´1
pρkq ˚ p´∆` ηq´1

˚F´1
pρkq

)

p¨q

where Fdenotes the Fourier transform and F´1 denotes its inverse (see Appendix
A.1). Note that the function Bkρ2

k has decay of order xky´ 1
2 and the corresponding

multiplier is supported frequencies satisfying |n| P pcρk, Cρkq for some cρ ă Cρ.
Thus, wemay think ofJk as having the same regularising properties as the multiplier
Ftp´∆`ηq´

1
2 u

xky
1
2

1cρkď|¨|ďCρk; precise statements are given in Proposition A.9.
Define the process ‚ by

k “

ż k

0

Jk1dXk1 “
1

N
3
2

ÿ

nPpN´1Zq3

˜

ż k

0

a

Bk1ρ2
k1pnq

xny
dBn

k1

¸

en. (4.2)

‚ is a centred Gaussian process with covariance:

E
”

ż

TN
kfdx

ż

TN
k1gdx

ı

“
1

N3

ÿ

nPpN´1Zq3

ρ2
minpk,k1q

xny2
FfpnqFgpnq

for any f, g P L2. Thus, the law of k is the law of ρkφ where φ „ µN . As with
other processes in the following, we simply write “ ‚.

4.1.1 Renormalised multilinear functions of the free field

The second, third, and fourth Wick powers of are the space-stationary stochastic
processes , , defined by:

k “
2
k ´ k

k “
3
k ´ 3 k

k “
4
k ´ 6 k

2
k ` 3 2

k

where we recall from Section 2 that k “ EN rφ2
kp0qs “ Er 2

kp0qs. Note that k, k,
and k are equal in law to : φ2

k :, : φ3
k :, and : φ4

k :, respectively.
The Wick powers of can be expressed as iterated integrals using Itô’s formula

(see [Nua06, Section 1.1.2]). We only need the iterated integral representation :

k “
3!

N
9
2

ÿ

n1,n2,n3

ż k

0

ż k1

0

ż k2

0

3
ź

i“1

b

Bkiρ
2
ki
pniq

xniy
dBn3

k3
dBn2

k2
dBn1

k1
(4.3)
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where we have used the convention that sums over frequencies ni range over
pN´1Zq3.

We define additional space-stationary stochastic processes , , , by

k “

ż k

0

J2
k1 k1dk

1

k “ k “ k

k “ k “ k ´
12

N6 k

ÿ

n1`n2`n3

ż k

0

ρ2
k1pn1qρ

2
k1pn2qBk1ρ

2
k1pn3q

xn1y
2xn2y

2xn3y
2

dk1

k “ Jk k “ Jk k ´
4

N6

ÿ

n1`n2`n3“0

ρ2
kpn1qρ

2
kpn2qBkρ

2
kpn3q

xn1y
2xn2y

2xn3y
2

.

We make two observations: first, a straightforward calculation shows that k

diverges in variance as k Ñ 8. However, due to the presence ofJk, k can be made
sense of as k Ñ 8. See Lemma 4.6.

Second, k, k, and k are renormalised resonant products of k k, k k,
and pJk kq

2, respectively. The latter products are classically divergent in the limit
k Ñ 8. We refer to Remark 4.2 for an explanation of why the resonant product is
used.

Remark 4.2. Let f P Cs1 and g P Cs2 for s1 ă 0 ă s2. Bony’s decomposition
states that, if the product exists, fg “ f ă g`f “ g`f ą g and is of regularity s1 (see
Appendix A.3). Since paraproducts are always well-defined (see Proposition A.5),
the resonant product contains all of the difficulty in defining the product. However,
the resonant product gives regularity information of order s1 ` s2 (see Proposition
A.6), which is strictly stronger than the regularity information of the product: i.e.
the bound on }f “ g}Cs1`s2 is strictly stronger than the bound on }fg}Cs1 . This is
the key property that makes paracontrolled calculus useful in this context [GIP15].

The required renormalisations of K and K are related to the usual "sunset"
diagram appearing in the perturbation theory for φ4

3,

k “
1

N6

ÿ

n1`n2`n3“0

ρ2
kpn1qρ

2
kpn2qρ

2
kpn3q

xn1y
2xn2y

2xn3y
2
. (4.4)

See [Fel74, Theorem 1]. We emphasise that k depends on η,N and k.
By the fundamental theorem of calculus, the Leibniz rule, and symmetry,

k “
1

N6

ÿ

n1`n2`n3“0

ż k

0

Bk1

´

ρ2
k1pn1qρ

2
k1pn2qρ

2
k1pn3q

¯

xn1y
2xn2y

2xn3y
2

dk1
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“
3

N6

ÿ

n1`n2`n3“0

şk

0
ρ2
k1pn1qρ

2
k1pn2qBk1ρ

2
kpn3q

xn1y
2xn2y

2xn3y
2

.

Thus, the renormalisations of K and k are given by 4 k k and 4
3
Bk k,

respectively.

Remark 4.3. It is straightforward to verify that there exists C “ Cpηq ą 0 such
that

k ď
Cpηq

N6
logxky and Bk k ď

Cpηq

N6

logxky

xky
.

Let Ξ “ p , , , , , q. We refer to the coordinates of Ξ as diagrams. The
following proposition gives control over arbitrarily high moments of diagrams in
Besov spaces.

Proposition 4.4. For any p, p1 P r1,8q, q P r1,8s, and κ ą 0 sufficiently small,
there exists C “ Cpp, p1, q, κ, ηq ą 0 such that

sup
ką0

E
”

} k}
p

B
´ 1

2´κ

p1,q

` } k}
p

B´1´κ
p1,q

` } k}
p

B
1
2´κ

p1,q

` } k}
p

B´κ
p1,q

` } k}
p

B
´ 1

2´κ

p1,q

`

´

ż k

0

} k1}B´κ
p1,q

¯p

dk1
ı

ď C.

(4.5)

Proof. See [BG19, Lemma 24].

Remark4.5. The constant on the righthand side of (4.5) is independent ofN because
our Besov spaces are defined with respect to normalised Lebesgue measure d̄x “ dx

N3

(see Appendix A.2). For p “ 8, bounds that are uniform in N do not hold. Indeed,
for L8-based norms, there is in general no chance of controlling space-stationary
processes uniformly in the volume. Thus, we cannot work in Besov-Hölder spaces.

We prove the bound in (4.5) for k since it illustrates the role ofJk, is used later
in the proof of Proposition 5.22, and gives the reader a flavour of how to prove the
bounds on the other diagrams.

Lemma 4.6. There exists C “ Cpηq ą 0 such that, for any n P pN´1Zq3,

sup
ką0

E
ˇ

ˇ

ˇ
F kpnq

ˇ

ˇ

ˇ

2

ď
CN3

xny4
. (4.6)

As a consequence, for every p P r1,8q and s ă 1
2
, there exists C “ Cpp, s, ηq ą

0 such that

sup
ką0

E
”

} K}
p
Bsp,p

ı

ď C.
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Proof. Inserting (4.3) in the definition of k and switching the order of integration,

F kpnq “
6

N
3
2

ÿ

n1`n2`n3“n

ż k

0

Bk1ρ
2
k1pnq

xny2

ż k1

0

ż k1

0

ż k2

0

ˆ

˜

3
ź

i“1

b

Bkiρ
2
ki
pniq

xniy

¸

dBn3
k3
dBn2

k2
dBn1

k1
dk1

“
6

N
3
2

ÿ

n1`n2`n3“n

ż k

0

ż k1

0

ż k2

0

˜

ż k

k1

Bk1ρ
2
k1pnq

xny2
dk1

¸

ˆ

˜

3
ź

i“1

b

Bkiρ
2
ki
pniq

xniy

¸

dBn3
k3
dBn2

k2
dBn1

k1
.

Therefore, by Itô’s formula,

E
ˇ

ˇ

ˇ
F Kpnq

ˇ

ˇ

ˇ

2

ď
36

N3

ÿ

n1`n2`n3“n

ż k

0

ż k1

0

ż k2

0

˜

ż k

k1

Bk1ρ
2
k1pnq

xny2
dk1

¸2

ˆ

˜

3
ź

i“1

Bkiρ
2
ki
pniq

xniy2

¸

dk3dk2dk1

ď
36

N3

ÿ

n1`n2`n3“n

1

xn2y
2xn3y

2

ż k

0

˜

ż k

k1

Bk1ρ
2
k1pnq

xny2
dk1

¸2
Bk1ρ

2
k1
pn1q

xn1y
2

dk1

(4.7)

where we have performed the k2 and k3 integrations, and used that |ρk| ď 1.
Recall that Bk1ρ2

k1 is supported on frequencies |n| P pcρk1, Cρk1q. Hence, for any
κ ą 0,

(4.7) À
1

N3

ÿ

n1`n2`n3“n

1

xn2y
2xn3y

2

ż K

0

˜

ż k

k1

Bk1ρ
2
k1pnq

xny2´
κ
2

dk1

¸2
Bk1ρ

2
k1
pn1q

xn1y
2xk1y

κ
dk1

ď
1

N3

ÿ

n1`n2`n3“n

1

xny4´κxn2y
2xn3y

2

ż k

0

Bk1ρ
2
k1
pn1q

xn1y
2`κ

dk1

À
1

N3

ÿ

n1`n2`n3“n

1

xny4´κxn1y
2`κxn2y

2xn3y
2
À

N3

xny4
,

(4.8)

whereÀmeansď up to a constant depending only on η, cρ andCρ; the last inequality
uses standard bounds on discrete convolutions contained in Lemma A.12; and we
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have used that the double convolution produces a volume factor of N6. Note that,
as said in Section 2, we omit the dependence on cρ and Cρ in the final bound.

By Fubini’s theorem, Nelson’s hypercontractivity estimate [Nel73] (or the related
Burkholder-Davis-Gundy inequality [RY13, Theorem 4.1]), and space-stationarity

E} k}
p
Bsp,p

“
ÿ

jě´1

2jpsE}∆j k}
p
Lp

“
ÿ

jě´1

2jps
ż

TN
E|∆j kpxq|

pd̄x

À
ÿ

jě´1

2jps
ż

TN

´

E|∆j kpxq|
2
¯
p
2
d̄x

“
ÿ

jě´1

2jps
´

E|∆j kp0q|
2
¯
p
2

(4.9)

where ∆j is the j-th Littlewood-Paley block defined in Appendix A and we recall
d̄x “ dx

N3 .
We overload notation and also write ∆j to mean its corresponding Fourier

multiplier. Then, by space-stationarity, for any j ě ´1,

E|∆j kp0q|
2
“

ż

TN
E|∆j kpxq|

2d̄x

“
1

N6

ÿ

n

|∆jpnq|
2E|F kpnq|

2

À
1

N3

ÿ

n

∆jpnq
2

xny4
À

23j

24j
“

1

2j
.

(4.10)

Inserting (4.10) into (4.9) we obtain

E} K}
p
Bsp,p

À
ÿ

jě´1

2jps2´
p
2
j

which converges provided s ă 1
2
, thus finishing the proof.

4.2 The Boué-Dupuis formula
Fix an ultraviolet cutoff K. Recall that we are interested in Gaussian expectations
of the form

ENe´HpφKq

where HpφKq “ Hβ,N,KpφKq `QKpφKq.
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We may represent such expectations on pΩ,A, pAkqkě0,Pq:

ENe´HpφKq “ Ee´Hp Kq. (4.11)

The key point is that the righthand side of (4.11) is written in terms of a measurable
functional of Brownian motions. This allows us to exploit continuous time mar-
tingale techniques, crucially Girsanov’s theorem [RY13, Theorems 1.4 and 1.7], to
reformulate (4.11) as a stochastic control problem.

LetH be the set of processes v‚ that are P-almost surely in L2pR`;L2pTNqq and
progressively measurable with respect to pAkqkě0. We call this the space of drifts.
For any v P H, let V‚ be the process defined by

Vk “

ż k

0

Jk1vk1dk
1.

For our purposes, it is sufficient to consider the subspace of driftsHK Ă H consisting
of v P H such that vk “ 0 for k ą K.

We also work with the subset of bounded drifts Hb,K Ă HK , defined as follows:
for everyM P N, let Hb,M,K be the set of v P HK such that

ż K

0

ż

TN
v2
kdxdk ďM (4.12)

P-almost surely. Set Hb,K “
Ť

MPN Hb,M,K .
The following proposition is the main tool of this section.

Proposition 4.7. Let N P N and H : C8pTNq Ñ R be measurable and bounded.
Then, for any K ą 0,

´ logE
”

e´Hp Kq
ı

“ inf
v
E
”

Hp K ` VKq `
1

2

ż K

0

ż

TN
v2
kdxdk

ı

(4.13)

where the infimum can be taken over v in HK or Hb,K .

Proof. (4.13) was first established by Boué and Dupuis [BD98], but we use the
version in [BD19, Theorem 8.3], adapted to our setting.

We cannot directly apply Proposition 4.7 for the caseH“ Hβ,N,K`QK because
it is not bounded. To circumvent this technicality, we introduce a total energy cutoff
E P N. Since K is taken fixed, Hβ,N,K ` QK is bounded from below. Hence, by
dominated convergence

lim
EÑ8

ENe´
`

Hβ,N,KpφKq`QKpφKq
˘

^E
“ ENe´Hβ,N,KpφKq`QKpφKq. (4.14)
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We apply Proposition 4.7 to H“
`

Hβ,N,K `QK

˘

^E. For the lower bound on
the corresponding variational problem, we establish estimates that are uniform over
v P Hb,K . For the upper bound, we establish estimates for a specific choice of v P HK

which is constructed via a fixed point argument. All estimates that we establish are
independent ofE. Hence, using (4.14) and the representation (4.11), they carry over
to ENe´Hβ,N,KpφKq`QKpφKq. We suppress mention of E unless absolutely necessary.

Remark 4.8. The assumption that H is bounded allows the infimum in (4.13) to
be interchanged between HK and Hb,K . The use of Hb,K allows one to overcome
subtle stochastic analysis issues that arise later on: specifically, justifying certain
stochastic integrals appearing in Lemmas 5.14 and 5.16 are martingales and not
just local martingales. See Lemma 5.13. The additional boundedness condition is
important in the lower bound on the variational problem as the only other a priori
information that we have on v there is that E

şK

0

ş

TN
v2
kdxdk ă 8, which alone

is insufficient. On the other hand, the candidate optimiser for the upper bound is
constructed in HK , but it has sufficient moments to guarantee the aforementioned
stochastic integrals in Lemma 5.13 are martingales. See Lemma 5.21.

Remark 4.9. A version of the Boué-Dupuis formula forHmeasurable and satisfying
certain integrability conditions is given in [Üst14, Theorem 7]. These integrability
conditions are broad enough to cover the cases that we are interested in, and it is
required in [BG19] to identify the Laplace transform of φ4

3. However, it is not clear to
us that the infimum in the corresponding variational formula can be taken overHb,K .
Therefore, it seems that the stochastic analysis issues discussed in Remark 4.8 cannot
be resolved directly using this version without requiring some post-processing (e.g.
via a dominated convergence argument with a total energy cutoff as above).

4.2.1 Relationship with the Gibbs variational principle

Given a drift v P HK , we define the measure Q whose Radon-Nikodym derivative
with respect to P is given by the following stochastic exponential:

dQ “ e
şK
0 vkdXk´

1
2

ş

TN

şK
0 v2

kdkdxdP. (4.15)

Let Hc,K be the set of v P HK such that its associated measure defined in (4.15) is
a probability measure, i.e. the expectation of the stochastic integral is 1. Then, by
Girsanov’s theorem [RY13, Theorems 1.4 and 1.7 in Chapter VIII] it follows that
the process X‚ is a semi-martingale under Q with decomposition:

XK “ Xv
K `

ż K

0

vkdx
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whereXv
‚ is an L2 cylindrical Brownian motion with respect toQ. This induces the

decomposition

K “
v
K ` VK (4.16)

where v
K “

şK

0
JkdX

v
k .

Lemma 4.10. Let N P N and H : C8pTNq Ñ R be measurable and bounded from
below. Then, for any K ą 0,

´ logEe´Hp Kq “ min
vPHc,K

EQ

”

Hp vK ` VKq `
1

2

ż 8

0

ż

TN
v2
kdxdk

ı

(4.17)

where EQ denotes expectation with respect to Q.

Proof. (4.17) is a well-known representation of the classical Gibbs variational
principle [DE11, Proposition 4.5.1]. Indeed, one can verify that RpQ}Pq “
EQ

”

ş8

0

ş

TN
v2
kdxdk

ı

, where RpQ}Pq “ EQ log dQ
dP is the relative entropy of Q with

respect to P. A full proof in our setting is given in [GOTW18, Proposition 4.4].

Proposition 4.7 has several upshots over Lemma 4.10. The most important for us
is that drifts can be taken over a Banach space, thus allowing candidate optimisers to
be constructed using fixed point arguments via contraction mapping. In addition, the
underlying probability space is fixed (i.e. with respect to the canonical measure P),
although this is a purely aesthetic advantage in our case. The cost of these upshots
is that the minimum in (4.17) is replaced by an infimum in (4.13), and more rigid
conditions on Hare required. We refer to [BD19, Section 8.1.1] or [BG19, Remark
1] for further discussion.

With the connection with the Gibbs variational principle in mind, we callHpVKq
the drift (potential) energy and we call

şK

0

ş

TN
v2
kdxdk the drift entropy.

4.2.2 Regularity of the drift

In our analysis we use intermediate scales between 0 and K. As we explain in
Section 5.1, this means that we require control over the process V‚ in terms of the
drift energy and drift entropy terms in (4.13).

The drift entropy allows a control of V‚ in L2-based topologies.

Lemma 4.11. For every v P L2pR`;L2pTNqq and K ą 0,

sup
0ďkďK

}Vk}
2
H1 ď

ż K

0

ż

TN
v2
kd̄xdk. (4.18)

Proof. (4.18) is a straightforward consequence definition ofJk, see [BG19, Lemma
2].
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To control the homogeneity in our estimates, we also require bounds on }V‚}4L4 .
This is a problem: for our specific choices of H, the drift energy allows a control
in L4-based topologies at the endpoint VK . It is in general impossible to control the
history of the path by the endpoint (for example, consider an oscillating process V‚
with VK “ 0). We follow [BG19] to sidestep this issue.

Let ρ̃ P C8c pR`;R`q be non-increasing such that

ρ̃pxq “

$

&

%

1 |x| P
”

0, cρ
2

ı

0 |x| P
”

cρ,8
¯

and let ρ̃kp¨q “ ρ̃p ¨
k
q for every k ą 0.

Define the process V 5‚ by

V 5k “
1

N3

ÿ

n

ρ̃kpnq

˜

ż k

0

Jk1pnqFvk1pnqdk
1

¸

en.

Note that FpV 5k qpnq “ FpVkqpnq if |n| ď cρ
2
. Thus, V 5‚ and V‚ have the same low

frequency/large-scale behaviour (hence the notation).
The two processes differ on higher frequencies/small-scales. Indeed, as a Fourier

multiplier, ρ̃kJk “ 0 for k1 ą k. Hence, for any k ď K,

V 5k “
1

N3

ÿ

n

ρ̃kpnq

˜

ż K

0

Jk1pnqFvk1pnqdk
1

¸

en “ ρ̃kVK .

This is sufficient for our purposes because ρ̃k is an Lp multiplier for p P p1,8q, and
hence the associated operator is Lp bounded for p P p1,8q.

Lemma 4.12. For any p P p1,8q, there exists C “ Cpp, ηq ą 0 such that, for every
v P L2pR`;L2pTNqq,

sup
0ďkďK

}V 5k }Lp ď C}VK}Lp . (4.19)

Moreover, for any s, s1 P R, p P p1,8q, q P r1,8s, there exists C “

Cps, s1, p, q, ηq such that, for every v P L2pR`;L2pTNqq,

sup
0ďkďK

}BkV
5
k }Bs1p,q

ď C
}VK}Bsp,q
xky1`s´s1

. (4.20)

Proof. (4.19) and (4.20) are a consequence of the preceding discussion together
with the observation that BkV 5k is supported on an annulus in Fourier space and,
subsequently, applying Bernstein’s inequality (1.6). See [BG19, Lemma 20].
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5 Estimates on Q-random variables

The main results of this section are upper bounds on expectations of certain random
variables, derived from Q1, Q2, and Q3 defined in (3.2), that are uniform in β and
extensive in N3.

Proposition 5.1. For every a0 ą 0, there exist β0 “ β0pa0, ηq ě 1 and CQ “
CQpa0, β0, ηq ą 0 such that the following estimates hold: for all β ą β0 and a P R
satisfying |a| ď a0,

´
1

N3
log

A

ź

PBN

exppaQ1p qq

E

β,N
ě ´CQ

´
1

N3
log

A

ź

PBN

exppaQ2p qq

E

β,N
ě ´CQ.

In addition,

´
1

N3
log

A

ź

t , 1uPB

expp|aQ3p ,
1
q|q

E

β,N
ě ´CQ

where B is any set of unordered pairs of nearest-neighbour blocks that partitions
BN .

Proof. See Section 5.9.

Proposition 5.1 is used in Section 6.3, together with the chessboard estimates
of Proposition 6.5, to prove Proposition 3.6. Indeed, chessboard estimates allow us
to obtain estimates on expectations of random variables, derived from the Qi, that
are extensive in their support from estimates that are extensive in N3. Note that the
latter are significantly easier to obtain than the former since these random variables
may be supported on arbitrary unions of blocks.

Remark 5.2. For the remainder of this section, we assume η ă 1
392CP

where CP is
the Poincaré constant on unit blocks (see Proposition A.11). This is for convenience
in the analysis of Sections 5.8.1 and 5.9 (see also Lemma 5.20). Whilst this may
appear to fix the specific choice of renormalisation constants δm2, we can always
shift into this regime by absorbing a finite part of δm2 into Vβ .

Most of the difficulties in the proof of Proposition 5.1 are contained in obtaining
the following upper and lower bounds on the free energy´ log Zβ,N that are uniform
in β.
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Proposition 5.3. There exists C “ Cpηq ą 0 such that, for all β ě 1,

lim inf
KÑ8

´
1

N3
log Zβ,N,K ě ´C (5.1)

and

lim sup
KÑ8

´
1

N3
log Zβ,N,K ď C. (5.2)

Proof. See Sections 5.8.1 and 5.8.2 for a proof of (5.1) and (5.2), respectively.
These proofs rely on Sections 5.2 - 5.7, and the overall strategy is sketched in
Section 5.1.

Remark 5.4. In [BG19] estimates on´ log Zβ,N,K are obtained that are uniform in
K ą 0 and extensive in N3. However, one can show that these estimates are Opβq
as β Ñ 8. This is insufficient for our purposes (compare with the uniform in β
estimates required to prove Proposition 3.2).

5.1 Strategy to prove Proposition 5.3
The lower bound on ´ log Zβ,N,K , given by (5.1), is the harder bound to establish
in Proposition 5.3. Our approach builds on the analysis of [BG19] by incorporating
a low temperature expansion inspired by [GJS76a, GJS76b]. This is explained in
more detail in Section 5.1.1.

On the other hand, we establish the upper bound on´ log Zβ,N,K , given by (5.2),
by a more straightforward modification of the analysis in [BG19]. See Section 5.8.2.

We now motivate our approach to establishing (5.1) by first isolating the the
difficulty in obtaining β-independent bounds when using [BG19] straight out of the
box. The starting point is to apply Proposition 4.7 with H “ Hβ,N,K , together
with a total energy cutoff that we refrain from making explicit (see Remark 4.8 and
the discussion that precedes it), to represent ´ log Zβ,N,K as a stochastic control
problem.

For every v P Hb,K , define

ΨKpvq “ Hβ,N,Kp K ` VKq `
1

2

ż K

0

ż

TN
v2
kdxdk.

Ultraviolet divergences occur in the expansion ofHβ,N,Kp K`VKq since the integrals
ş

TN KVKdx and
ş

TN KV
2
Kdx appear and cannot be bounded uniformly in K:

‚ For the first integral, there are difficulties in even interpreting K as a random
distribution in the limit K Ñ 8. Indeed, the variance of K tested against a
smooth function diverges as the cutoff is removed.
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‚ On the other hand, one can show that K does converge as K Ñ 8 to a
random distribution of Besov-Hölder regularity ´1 ´ κ for any κ ą 0 (see
Proposition 4.4). However, this regularity is insufficient to obtain bounds on
the second integral uniform onK . Indeed, VK can be bounded in at mostH1

uniformly in K (see Lemma 4.11), and hence we cannot test K against VK
(or V 2

K) in the limit K Ñ 8.

This is where the need for renormalisation beyond Wick ordering appears.
To implement this, we follow [BG19] and postulate that the small-scale behaviour

of the drift v is governed by explicit renormalised polynomials of through the change
of variables:

vk “ ´
4

β
Jk k ´

12

β
Jkp k ą V 5k q ` rk (5.3)

where the remainder term r “ rpvq is defined by (5.3). Since v P HK Ą Hb,K ,
we have that r P HK and, hence, has finite drift entropy; however, note that r R
Hb,K . The optimisation problem is then changed from optimising over v P Hb,K to
optimising over rpvq P HK .

The change of variables (5.3) means that the drift entropy of any v now contains
terms that are divergent as K Ñ 8. One uses Itô’s formula to decompose the
divergent integrals identified above into intermediate scales, and then uses these
divergent terms in the drift entropy tomostly cancel them. Using the renormalisation
counterterms beyond Wick ordering (i.e. the terms involving γK and δK), the
remaining divergences can be written in terms of well-defined integrals involving
the diagrams Ξ “ p , , , , , q defined in Section 4.1.1.

One can then establish that, for every ε ą 0, there exists C “ Cpε, β, ηq ą 0
such that, for every v P Hb,K ,

EΨKpvq ě ´CN
3
` p1´ εqErGKpvqs (5.4)

where

GKpvq “
1

β

ż

TN
V 4
Kdx`

1

2

ż K

0

ż

TN
r2
kdkdx ě 0.

The quadratic term in GKpvq allows one to control the H 1
2
´κ norm of VK for any

κ ą 0, uniformly inK (see Proposition 5.9). These derivatives on VK appear when
analysing terms in ΨKpvq involving Wick powers of K tested against (powers of)
VK . However, some of these integrals have quadratic or cubic dependence on the
drift, thus the quadratic term in GKpvq is insufficient to control the homogeneity
in these estimates; instead, this achieved by using the quartic term in GKpvq. Note
that the good sign of the quartic term in the Hβ,N,K ensures that GKpvq is indeed
non-negative.
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Using the representation (4.11) onENe´Hβ,N,KpφKq and applying Proposition 4.7,
one obtains ´ log Zβ,N,K ě ´CN

3 from (5.4) and the positivity of GKpvq.
As pointed out in Remark 5.4, this argument gives C “ Opβq for β large and

this is insufficient for our purposes. The suboptimality in β-dependence comes from
the treatment of the integral

ż

TN
VβpVKq ´

η

2
V 2
Kdx (5.5)

in Hβ,N,Kp K ` VKq. The choice of GKpvq in the preceding discussion is not
appropriate in light of (5.5) since the term

ş

TN
V 4
Kdx destroys the structure of the

non-convex potential
ş

TN
VβpVKqdx. On the other hand, replacing 1

β

ş

TN
V 4
Kdxwith

the whole integral (5.5) in GKpvq does not work. This is because (5.5) does not
admit a β-independent lower bound.

5.1.1 Fixing β dependence via a low temperature expansion

We expand (5.5) as two terms

(5.5) “
ż

TN

1

2
VβpVKqdx`

ż

TN

1

2
VβpVKq ´

η

2
V 2
Kdx. (5.6)

The first integral in (5.6) is non-negative so we use it as a stability/good term for
the deterministic analysis, i.e. replacing GKpvq by

ż

TN

1

2
VβpVKqdx`

1

2

ż K

0

ż

TN
r2
kdxdk. (5.7)

This requires a comparison of Lp norms of VK for p ď 4 on the one hand, and
ş

TN
VβpVKqdx on the other. Due to the non-convexity of Vβ , this produces factors

of β; these have to be beaten by the good (i.e. negative) powers of β appearing in
Hβ,N,Kp K ` VKq. We state the required bounds in the following lemma.

Lemma 5.5. For any p P r1, 4s, there exists C “ Cppq ą 0 such that, for all a P R,

|a|p ď Cp
a

βq
p
2 Vβpaq

p
4 ` Cp

a

βqp. (5.8)

Hence, for any f P C8pTNq,

}f}Lp ď Cp
a

βq
1
2

´

ż

TN
Vβpfqd̄x

¯
1
4
` C

a

β (5.9)

where we recall d̄x “ dx
N3 .
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Proof. (5.8) follows from a straightforward computation. (5.9) follows from using
(5.8) and Jensen’s inequality.

The difficulty lies in bounding the second integral in (5.6) uniformly in β. In 2D
an analogous problem was overcome in [GJS76a, GJS76b] in the context of a low
temperature expansion for Φ4

2. Those techniques rely crucially on the logarithmic
ultraviolet divergences in 2D, and the mutual absolute continuity between Φ4

2 and
its underlying Gaussian measure. Thus, they do not extend to 3D. However, we use
the underlying strategy of that low temperature expansion in our approach.

We write Zβ,N,K as a sum of 2N
3 terms, where each term is a modified partition

function that enforces the block averaged field to be either positive or negative on
blocks. For each term in the expansion, we change variables and shift the field on
blocks to˘

?
β so that the new mean of the field is small. We then apply Proposition

4.7 to each of these 2N
3 terms.

We separate the scales in the variational problem by coarse-graining the resulting
Hamiltonian. Large scales are captured by an effective Hamiltonian, which is of a
similar form to the second integral in (5.6). We treat this using methods inspired
by [GJS76b, Theorem 3.1.1]: the expansion and translation allow us to obtain a β-
independent bound on the effective Hamiltonianwith an error term that depends only
on the difference between the field and its block averages (the fluctuation field). The
fluctuation field can be treated using the massless part of the underlying Gaussian
measure (compare with [GJS76b, Proposition 2.3.2]).

The remainder term contains all the small-scale/ultraviolet divergences and we
renormalise them using the pathwise approach of [BG19] explained above. Patching
the scales together requires uniform in β estimates on the error terms from the renor-
malisation procedure using an analogue of the stability term (5.7) that incorporates
the translation, and Lemma 5.5.

5.2 Expansion and translation by macroscopic phase profiles
Let χ`, χ´ : RÑ R be defined as

χ`paq “
1
?
π

ż 8

´a

e´c
2

dc, χ´paq “ χ`p´aq.

They satisfy

χ`paq ` χ´paq “ 1

and hence
ÿ

σPt˘1uBN

ź

PBN

χσp q
`

φp q
˘

“ 1
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for any ~φ “ pφp qq PBN P RBN .
For any K ą 0, we expand

Zβ,N,K “
ÿ

σPt˘1uBN

EN
”

e´Hβ,N,K
ź

PBN

χσp q
`

φKp q
˘

ı

“
ÿ

σPt˘1uBN

Z σ
β,N,K

(5.10)

where we recall φKp q “
ş

TN
φK1 dx.

We fix σ in what follows and sometimes suppress it from notation. Let h “
?
βσ.

We then have

Z σ
β,N,K “ EN exp

˜

´

ż

TN
: VβpφKq : ´

γK
β2

: φ2
K : ´δK

´
η

2
: pφK ´ hq

2 : ´ηφKh`
η

2
h2dx

`
ÿ

PBN

log
´

χσp q
`

φKp q
˘

¯

¸

.

We translate the Gaussian fields so that their new mean is approximately h. The
translation we use is related to the classical magnetism, or response to the external
field ηh, used in the 2D setting [GJS76a] and given by ηp´∆` ηq´1h.

Lemma 5.6. For every K ą 0, let hK “ ρKh. Define g̃K “ ηp´∆ ` ηq´1hK and
gK “ ρK g̃K . Then, there exists C “ Cpηq such that

|gK |8, |∇gK |8 ď C
a

β (5.11)

where | ¨ |8 denotes the supremum norm. Moreover,
ż

TN
|∇gK |2dx ď

ż

TN
|∇g̃K |2dx. (5.12)

Finally, let

g5k “
ÿ

nPpN´1Zq3

1

N3
ρ̃k

ż k

0

Jk1pnqFgpnqdk

where ρ̃k is as in Section 4.2.2. Then, for any s, s1 P R, p P p1,8q and q P r1,8s,
there exists C1 “ C1pη, s, p, qq and C2 “ C2pη, s, s

1, p, qq such that

}g5k}Bsp,q ď C1}gK}Bsp,q (5.13)

and

}Bkg
5
k}Bs1p,q

ď C2
1

xky1`s´s1
}gK}Bsp,q . (5.14)
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Proof. The estimate (5.11) follows from the fact that ηp´∆` ηq´1 and ∇ηp´∆`

ηq´1 are L8 bounded operators. This is because the (η-dependent) Bessel potential
and its first derivatives are absolutely integrable onR3. Hence, by applying Young’s
inequality for convolutions one obtains the L8 boundedness. The uniformity of the
estimate overσ follows from }σ}L8 “ 1 for everyσ P BN . The other estimates follow
from standard results about smooth multipliers, the observation that g5k “ ρ̃kgK for
any K ě k, and Lemma 4.12.

Remark 5.7. Note that gK is given by the covariance operator of µN applied to ηh.
Moreover, note that gK ‰ g̃K since ρ2

K ‰ ρK , i.e. the Fourier cutoff is not sharp.

By the Cameron-Martin theorem the density of µN under the translation φ “
ψ ` g̃K transforms as

dµNpψ ` g̃Kq “ exp
´

´

ż

TN

1

2
g̃Kp´∆` ηqg̃K ` ψp´∆` ηqg̃Kdx

¯

dµNpψq.

Hence,

Z σ
β,N,K “ ENe´Hσβ,N,KpψKq´F

σ
β,N,K pψq

where

Hσ
β,N,KpψKq “

ż

TN
: VβpψK ` gKq : ´

γK
β2

: pψK ` gKq
2 : ´δK

´
η

2
: pψK ` gK ´ hq

2 : dx´
ÿ

PBN

log
´

χσp q
`

pψK ` gKqp q
˘

¯

and

F σ
β,N,Kpψq “

ż

TN
´ηpψK ` gKqh`

η

2
h2
`

1

2
g̃Kp´∆` ηqg̃K ` ψp´∆` ηqg̃Kdx.

By integration by parts, the self-adjointness of ρK , and the definition of g̃K

F σ
β,N,Kpψq “

ż

TN
´ηpψ ` g̃KqhK `

η

2
h2
`

1

2
|∇g̃K |2 `

η

2
pg̃Kq

2
` ηψhKdx

“

ż

TN

η

2
pg̃K ´ hKq

2
`
η

2
p1´ ρ2

Kqh
2
`

1

2
|∇g̃K |2dx.

(5.15)

Thus, F σ
β,N,Kpψq is independent of ψ and non-negative.

Remark 5.8. Let g “ ηp´∆` ηq´1h. Then,

lim
KÑ8

F σ
β,N,K “

ż

TN

η

2
pg ´ hq2 `

1

2
|∇g|2dx. (5.16)



114 Phase transitions

The second integrand on the righthand side of (5.16) penalises the discontinuities of
σ. Indeed, e´

ş

TN
1
2
|∇g|2dx is approximately equal to e´C

?
β|Bσ|, where Bσ denotes the

surfaces of discontinuity of σ, |Bσ| denotes the area of these surfaces, and C ą 0 is
an inessential constant. Thus, for β sufficiently large, Zβ,N is approximately equal
to

e´C
?
β|Bσ|

ˆOp1q “
ź

ΓiPσ

e´C
?
β|Γi| ˆOp1q

where Γi are the connected components of Bσ (called contours). It would be
interesting to further develop this contour representation for νβ,N (compare with the
2D expansions of [GJS76a, GJS76b]).

5.3 Coarse-graining of the Hamiltonian
We apply Proposition 4.7 to ´ logENe´Hσβ,N,Kp Kq. For every v P Hb,K , define

Ψσ
Kpvq “ Hσ

β,N,Kp K ` VKq `
1

2

ż K

0

ż

TN
v2
k dxdk. (5.17)

Let ZK “~K `VK ` gK , where~K “ p Kp qq PBN . We split the Hamiltonian as

Hσ
β,N,Kp K ` VKq “ Heff

K pZKq `RK `
1

2

ż

TN
VβpVK ` gKqdx (5.18)

where

Heff
K pZKq “

ż

TN

1

2
Vβ,N,KpZKq ´

η

2
pZK ´ hq

2dx´
ÿ

PBN

log
´

χσp q
`

ZKp q
˘

¯

is an effective Hamiltonian introduced to capture macroscopic scales of the system.
The quantity RK is then determined by (5.18) and is explicitly given by

RK “

ż

TN
: Vβp K ` VK ` gKq : ´

γK
β2

: p K ` VK ` gKq
2 : ´δK

´
1

2
Vβp~K ` VK ` gKq ´

1

2
VβpVK ` gKq

´
η

2
: p K ` VK ` gK ´ hq

2 : `
η

2
p~K ` VK ` gK ´ hq

2dx.

All analysis/cancellation of ultraviolet divergences occurs within the sum ofRK and
the drift entropy, see (5.27). Finally, the last term in (5.18) is a stability term which
is key for our non-perturbative analysis, namely it allows us to obtain estimates that
are uniform in the drift.

The key point is that we coarse-grain the field by block averaging K , the most
singular term. This allows us to preserve the structure of the low temperature
potential Vβ on macroscopic scales (captured in Heff

K pZKq), which is crucial to
obtaining estimates independent of β on the free energy.
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5.4 Killing divergences
5.4.1 Changing drift variables

For any v P Hb,K , define r “ rpvq P HK by

rk “ vk `
4

β
Jk k `

12

β
Jkp k ą pV 5k ` g

5
kqq. (5.19)

In our analysis it is convenient to use an intermediate change of variables for the
drift. Define u “ upvq P HK by

uk “ vk `
4

β
Jk k. (5.20)

Inserting (5.19) and (5.20) into the definition of the integrated drift, Vk “
şk

0
Jk1vk1dk

1, we obtain

Vk “ ´
4

β
k ´

12

β

ż k

0

J2
k1p k1 ą pV

5
k1 ` g

5
k1qqdk

1
`Rk

“ ´
4

β
k ` Uk

(5.21)

where Rk “
şk

0
Jk1rk1dk

1 and Uk “
şk

0
Jk1uk1dk

1.
The following proposition contains useful estimates estimates on UK and VK .

Proposition 5.9. For any ε ą 0 and κ ą 0 sufficiently small, there exists C “

Cpε, κ, ηq ą 0 such that, for all β ą 1,

sup
0ďkďK

}Uk}
2
H1´κ ď

CNΞ
K

N3
`

ε

β3

ż

TN
VβpVK ` gKqd̄x

` C

ż K

0

ż

TN
r2
kd̄xdk

(5.22)

sup
0ďkďK

}Vk}
2

H
1
2´κ

ď
CNΞ

K

N3
`

ε

β3

ż

TN
VβpVK ` gKqd̄x

` C

ż K

0

ż

TN
r2
kd̄xdk

(5.23)

where we recall d̄x “ dx
N3 ; and NΞ

K is a positive random variable on Ω that is P-
almost surely given by a finite linear combination of powers of (finite integrability)
Besov and Lebesgue norms of the diagrams Ξ “ t , , , , , u on the interval
r0, Ks.
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Proof. See Section 5.6.1.

Remark 5.10. As a consequence of Proposition 4.4, the random variableNΞ
K satis-

fies the following estimate: there exists C “ Cpηq ą 0 such that

ENΞ
K ď CN3. (5.24)

In the following we denote by NΞ
K any positive random variable on Ω that satisfies

(5.24). In practice it is always P-almost surely given by a finite linear combination
of powers of (finite integrability) Besov norms of the diagrams in Ξ on r0, Ks. Note
that NΞ

K includes constants of the form C “ Cpηq ą 0.

5.4.2 The main small-scale estimates

In the following we write « to mean equal up to a term with expectation 0 under P.

Proposition 5.11. Let β ą 0. For every K ą 0, define

γK “ ´42
¨ 3 ¨ K (5.25)

where K is defined in (4.4), and

δK “ E

«

ż

TN

ż K

0

´
8

β2
pJk kq

2dk ´
256

β4 K

´

K

¯3

`
96

β3

´

K

¯2

Kdx

ff

.

(5.26)

Then, for every v P Hb,K ,

RK `
1

2

ż K

0

ż

TN
v2
kdkdx «

4
ÿ

i“1

Ri
K `

1

2

ż K

0

ż

TN
r2
kdxdk (5.27)

where

R1
K “

ż

TN
´

1

2β
p~Kq

4
´

2

β
p~Kq

3
pVK ` gKq ´

3

β
p~Kq

2
pVK ` gKq

2

´
2

β
~KV

3
K ´

6

β
~KV

2
KgK ´

6

β
~KVKg

2
K

`
η ` 2

2
p~Kq

2
` pη ` 2q~KVKdx

R2
K “

ż

TN

192

β3 K
2
KUK ´

48

β2 K KU
2
K ´

96

β2 K KgKUK
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`
4

β
KU

3
K `

12

β
KgKU

2
K `

12

β
Kg

2
KUK ´ p4` ηq KUKdx

R3
K “

ż

TN

12

β
p K “ gKqUK `

6

β
p K “ UK ´ K ą UKqUK

´
48

β2
p K ă KqUK `

12

β
p K ă gKqUK `

6

β
p K ă UKqUKdx

`

ż

TN

ż K

0

12

β

´

k ą pBkV
5
k ` Bkg

5
kq

¯

Uk

`
12

β

´

K ą pVK ` gK ´ V
5
K ´ g

5
Kq

¯

UK

´
72

β2

˜

´

Jkp k ą pV 5k ` g
5
kqq

¯2

´

´

Jk k “ Jk k

¯

pV 5k ` g
5
kq

2

¸

dkdx

R4
K “ ´

ż

TN

48

β2 KUK `
2γK
β2
pV 5K ` gKqpVK ` gK ´ V

5
K ´ g

5
Kq

`
γK
β2
pVK ` gK ´ V

5
K ´ g

5
Kq

2dx

`

ż

TN

ż K

0

2γk
β2
pBkV

5
k ` Bkg

5
kqpV

5
k ` g

5
kq `

72

β2 kpV
5
k ` g

5
kq

2dkdx.

Moreover, the following estimate holds: for any ε ą 0, there exists C “

Cpε, ηq ą 0 such that, for all β ą 1,

max
i“1,...,4

ˇ

ˇ

ˇ
Ri
K

ˇ

ˇ

ˇ
ď CNΞ

K ` ε
´

ż

TN
VβpVK ` gKqdx`

1

2

ż K

0

ż

TN
r2
kdxdk

¯

(5.28)

where NΞ
K is as in Remark 5.10.

Proof. We establish (5.27) in Section 5.5 by arguing as in [BG19, Lemma 5]. The
remainder estimates (5.28) are then established in Section 5.6.

Remark 5.12. The products K K and K
2
K appearing above are classically ill-

defined in the limit K Ñ 8. However, (probabilistic) estimates on the resonant
product K uniform inK are obtained in Proposition 4.4. Hence, the first product
can be analysed using a paraproduct decompositions (1.7). The second product is
less straightforward and requires a double paraproduct decomposition (see [BG19,
Lemma 21 and Proposition 6] and [CC18, Proposition 2.22]).

5.5 Proof of (5.27): Isolating and cancelling divergences
Using that K ,~K , K , K and K all have expectation zero,

RK “

ż

TN

1

β
K `

4

β
KpVK ` gKq `

6

β
KpVK ` gKq

2
`

4

β
KpVK ` gKq

3
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´ 2 K ´ 4 KpVK ` gKq ` VβpVK ` gKq

´
γK
β2

´

K ` 2 KpVK ` gKq ` pVK ` gKq
2
¯

´ δK

´
1

2β
p~Kq

4
´

2

β
p~Kq

3
pVK ` gKq ´

3

β
p~Kq

2
pVK ` gKq

2

´
2

β
~KpVK ` gKq

3
` p~Kq

2
` 2~KpVK ` gKq ´

1

2
VβpVK ` gKq

´
1

2
VβpVK ` gKq

´
η

2
K ´ η KpVK ` gK ´ hq ´

η

2
pVK ` gK ´ hq

2

`
η

2
p~Kq

2
` η~KpVK ` gK ´ hq `

η

2
pVK ` gK ´ hq

2dx

«

ż

TN

4

β
KVK `

6

β
KpVK ` gKq

2
`

4

β
KpVK ` gKq

3
´ 4 KVK

´
2γK
β2 KVK ´

γK
β2
pVK ` gKq

2
´ δK

´
1

2β
p~Kq

4
´

2

β
p~Kq

3
pVK ` gKq ´

3

β
p~Kq

2
pVK ` gKq

2

´
2

β
~KV

3
K ´

6

β
~KV

2
KgK ´

6

β
~KVKg

2
K ` p~Kq

2
` 2~KVK

´ η KVK `
η

2
p~Kq

2
` η~KVKdx

Hence, by reordering terms,

RK « R1
K `

ż

TN

4

β
KVK `

6

β
KpVK ` gKq

2
`

4

β
KpVK ` gKq

3

´ p4` ηq KVK ´
2γK
β2 KVK ´

γK
β2
pVK ` gKq

2
´ δKdx.

(5.29)

Ignoring the renormalisation counterterms (i.e. those involving γK and
δK), the divergences in (5.29) are contained in the integrals

ş

TN
4
β KVKdx and

ş

TN
6
β
pVK ` gKq

2. In order to kill these divergences, we use changes of variables
in the drift entropy to mostly cancel them; the remaining divergences are killed by
the renormalisation counterterms. We renormalise the leading order divergences,
ie. those polynomial inK, in Section 5.5.1. The divergences that are logarithmic in
K are renormalised in Section 5.5.2.

In order to use the drift entropy to cancel divergences, we decompose certain
(spatial) integrals across ultraviolet scales k P r0, Ks using Itô’s formula. Error
terms are produced that are stochastic integrals with respect to martingales (specif-
ically, with respect to d k and d k). The following lemma allows us to argue that
these stochastic integrals are « 0.
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Lemma 5.13. For any v P Hb,K , the stochastic integrals
ż

TN

ż K

0

Vkd kdx (5.30)

and
ÿ

iăj´1

ż

TN

ż K

0

Uk∆ipV
5
k ` g

5
kqdp∆j kqdx (5.31)

are martingales. We recall that, above, ∆i denotes the i-th Littlewood-Paley block.

Proof. In this proof, for any continuous local martingale Z‚, we write xxZ,Zyy‚ for
the corresponding quadratic variation process. Moreover, for anyZ-adapted process
Y‚, we write

şK

0
Yk ¨ dZk to denote the stochastic integral

ş

TN

şK

0
YkdZkdx.

We begin with two observations: first, let v P Hb,M,K for some M ą 0, i.e.
those v P Hb,K satisfying (4.18). Then, by Sobolev embedding, there exists C “

CpM,N,K, ηq ą 0 such that

sup
0ďkďK

}Vk}
6
L6 ď C

P-almost surely.
Second, recalling the iterated integral representation of the Wick powers k and

k (see e.g. (4.3)), one can show d k “ 3 kd k and dp∆j kq “ ∆jd k “ 2∆j kd k.
Thus, we can write the stochastic integrals (5.30) and (5.31) in terms of stochastic
integrals with respect to d k. It suffices to show that their quadratic variations are
finite in expectation.

Using that dxx , yyk “ J2
k p1qdk “ J2

k dk and by Young’s inequality,

E

«

xx

ż ‚

0

Vk ¨ d kyyK

ff

“ 32E

«

ż K

0

ż

TN
V 2
k

2
kJ

2
k dxdk

ff

ď 32E

«

1

2

ż K

0

ż

TN
V 4
k `

4
kJ

4
k dxdk

ff

ă 8.

Hence, (5.30) is a martingale.
Now consider (5.31). By (5.21),

ÿ

iăj´1

ż K

0

ż

TN
Uk∆ipV

5
k ` g

5
kq ¨ dp∆j kq “ Za

K ` Z
b
K

where

Za
K “ 2

ÿ

iăj´1

ż K

0

ż

TN
Vk∆iV

5
k∆j kd k
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Zb
K “ 2

ÿ

iăj´1

ż K

0

ż

TN

´ 4

β
k∆iV

5
k ` Uk∆ig

5
k

¯

∆j kd k.

Arguing as for (5.30), one can show ExxZb
‚yyK ă 8.

By Young’s inequality and using that Littlewood-Paley blocks and the 5 operator
are Lp multipliers, we have

ExxZa
‚ yyK “ 22E

«

ÿ

iăj´1

ż K

0

ż

TN
V 2
k p∆iV

5
k q

2
p∆j kq

2J2
k dk

ff

ď 22E

«

2

3

ż K

0

ż

TN
V 6
k `

1

3
p∆k kq

6J6
k dxdk

ff

ă 8

thus establishing that (5.31) is a martingale.

5.5.1 Energy renormalisation

In the next lemma, we cancel the leading order divergence using the change of
variables (5.20) in the drift entropy. The error term does not depend on the drift and
is divergent in expectation (as K Ñ 8); it is cancelled by one part of the energy
renormalisation δK (see (5.26)).

Lemma 5.14.
ż

TN

4

β
KVKdx`

1

2

ż K

0

ż

TN
v2
kdxdk «

ż K

0

ż

TN
´

8

β2
pJk kq

2
`

1

2
u2
kdxdk.

Proof. By Itô’s formula, Lemma 5.13, and the self-adjointness of Jk,
ż

TN

4

β
KVKdx “

ż

TN

´

ż K

0

4

β
kBkVkdk `

4

β
Vkd k

¯

dx «

ż

TN

ż K

0

4

β
Jk kvkdkdx.

Hence, by (5.20),
ż

TN

4

β
KVKdx`

1

2

ż K

0

ż

TN
v2
kdxdk

«

ż

TN

ż K

0

4

β
Jk k

`

´
4

β
k ` ukq `

1

2

`

´
4

β
k ` ukq

2dkdx

“

ż

TN

ż K

0

´
8

β2
pJk kq

2
`

1

2
u2
kdkdx.
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As a consequence of (5.20), the remaining (non-counterterm) integrals in (5.29)
acquire additional divergences that are independent of the drift. We isolate them in
the next lemma; they are also renormalised by parts of the energy renormalisation
(see (5.26)).

Lemma 5.15.
ż

TN

4

β
KpVK ` gKq

3
´ p4` ηq KVKdx « R2

K ´

ż

TN

256

β4 K
3
Kdx (5.32)

and
ż

TN

6

β
KpVK ` gKq

2dx «

ż

TN

96

β3 K
2
K ´

48

β2 K KUK

`
6

β
KU

2
K `

12

β
KgKUKdx.

(5.33)

Proof. By (5.21),
ż

TN

4

β
KpVK ` gKq

3dx

“

ż

TN

4

β
Kp´

4

β
K ` UK ` gKq

3dx

“

ż

TN

4

β
K

˜

´
64

β3

3
K `

48

β2

2
KpUK ` gKq

´
12

β
KU

2
K ´

24

β
KUKgK ´

12

β
Kg

2
K

` U3
K ` 3U2

KgK ` 3UKg
2
K ` g

3
K

¸

dx

«

ż

TN
´

256

β4 K
3
K `

192

β3 K
2
KUK

´
48

β2 K KU
2
K ´

96

β2 K KgKUK

`
4

β
KU

3
K `

12

β
KgKU

2
K `

12

β
Kg

2
KUKdx.

(5.34)

Abovewe have usedWick’s theorem and the fact that K isWick ordered to conclude
E
“

K
2
KgK

‰

“ E
“

K Kg
2
K

‰

“ 0.
Similarly, E K K “ 0 K . Hence, by (5.21)

ż

TN
p4` ηq KVK «

ż

TN
p4` ηq KUKdx. (5.35)
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Combining (5.34) and (5.35) establishes (5.32).
By (5.21),

ż

TN

6

β
KpVK ` gKq

2dx “

ż

TN

6

β
K

´

´
4

β
K ` UK ` gK

¯2

dx

“

ż

TN

6

β
K

´16

β2

2
K ´

8

β
pUK ` gKq K

U2
K ` 2UKgK ` g

2
K

¯

dx

«

ż

TN

96

β3 K
2
K `

12

β
K

´

´
4

β
K

¯

UK

`
6

β
KU

2
K `

12

β
KgKUKdx

where we have used that Er KgKs “ 0 and, by Wick’s theorem, E
“

K K

‰

“ 0.
This establishes (5.33).

The divergences encountered in Lemmas 5.14 and 5.15 that are independent of
the drift are killed by the energy renormalisation δK since, by definition,

δK «

ż

TN
´

ż K

0

8

β2
pJk kq

2dk ´
256

β4 K

´

K

¯3

`
96

β3

´

K

¯2

Kdx. (5.36)

5.5.2 Mass renormalisation

The integrals on the righthand side of (5.33) that involve the drift cannot be bounded
uniformly as K Ñ 8. We isolate divergences using a paraproduct decomposition
and expand the drift entropy using (5.19) to mostly cancel them. This is done in
Lemma 5.16. The remaining divergences are then killed in Lemma 5.17 using the
mass renormalisation.

Lemma 5.16.
ż

TN
´

48

β2 K KUK `
6

β
KU

2
K `

12

β
KgKUKdx`

1

2

ż K

0

u2
kdkdx

« R3
K `

1

2

ż

TN

ż K

0

r2
kdkdx

`

ż

TN

96

β3 K
2
K ´

48

β2 K “ KUKdx

´

ż

TN

ż K

0

72

β2
pJk k “ Jk kqpV

5
k ` gkq

2dkdx.

(5.37)
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Proof. We write

´
48

β2 K KUK `
12

β
KUKgK “

12

β
K

´

´
4

β
K ` gK

¯

UK .

Thus, using (5.21) and a paraproduct decomposition on the most singular products,
ż

TN

12

β
K

´

´
4

β
K ` gK

¯

UK `
6

β
KU

2
Kdx

“

ż

TN

12

β

˜

K ą

´

´
4

β
K ` gK

¯

¸

UK `
6

β
p K ą UKqUK

`
12

β

˜

K “

´

´
4

β
K ` gK

¯

¸

UK `
6

β
p K “ UKqUK

`
12

β

˜

K ă

´

´
4

β
K ` gK

¯

¸

UK `
6

β
p K ă UKqUK

“

ż

TN

12

β

´

K ą pVK ` gKq
¯

UK ´
48

β2

´

K “ K

¯

UK

`
12

β
p K “ gKqUK `

6

β
p K “ UK ´ K ą UKqUK

´
48

β2

´

K ă K

¯

UK `
12

β
p K ă gKqUK `

6

β
p K ă UKqUKdx.

(5.38)

All except the first two integrals are absorbed into R3
K .

For the first integral, we use the (drift-dependent) change of variables (5.19)
in the drift entropy of u to mostly cancel the divergence. Due to the paraproduct
term, using Itô’s formula to decompose into scales requires us to control Vk` gk for
k ă K. In order to be able to do this, we replace VK ` gK by V 5K ` g5K first. Then,
applying Itô’s formula, Lemma 5.13, and using the self-adjointness of Jk,

ż

TN

12

β

´

K ą pVK ` gKq
¯

UKdx

“

ż

TN

12

β

´

K ą pV 5K ` g
5
Kq

¯

UK `
12

β

´

K ą pVK ` gK ´ V
5
K ´ g

5
Kq

¯

UKdx

«

ż

TN

ż K

0

12

β
Jk

´

k ą pV 5k ` g
5
kq

¯

uk `
12

β

´

k ą pBkV
5
k ` Bkg

5
kq

¯

Ukdkdx

`

ż

TN

12

β

´

K ą pVK ` gK ´ V
5
K ´ g

5
Kq

¯

UK

ff

dx.

(5.39)
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From (5.19) and (5.20)

ż

TN

ż K

0

12

β
Jkp k ą pV 5k ` g

5
kqquk `

1

2
u2
kdkdx

“

ż

TN

ż K

0

´
72

β2

´

Jkp k ą pV 5k ` g
5
kqq

¯2

`
1

2
r2
kdkdx

“

ż

TN

ż K

0

´
72

β2

´

Jk k “ Jk k

¯

pV 5k ` g
5
kq

2
`

1

2
r2
k

´
72

β2

˜

´

Jkp k ą pV 5k ` g
5
kqq

¯2

´

´

Jk k “ Jk k

¯

pV 5k ` g
5
kq

2

¸

dkdx.

(5.40)

Combining (5.38), (5.39), and (5.40) yields (5.37).

We now cancel the divergences in the last two terms of (5.37) using the mass
renormalisation.

Lemma 5.17.

R4
K «

ż

TN
´

48

β2 K “ KUKdx

´

ż

TN

ż K

0

72

β2

´

Jk k “ Jk k

¯

pV 5k ` g
5
kq

2dkdx

´

ż

TN

2γK
β2 KVK ´

γK
β2
pVK ` gKq

2dx

(5.41)

Proof. By the definition of K (see Section 4.1.1),

´

ż

TN

48

β2 K “ KUK ´
2γK
β2 KVKdx

“ ´

ż

TN

48

β2 KUK `
8γK
β3 K Kdx

« ´

ż

TN

48

β2 KUKdx

(5.42)

where we have used that, by Wick’s theorem, E
“

K K

‰

“ 0.
To renormalise the second integral in (5.41), we need to rewrite the remaining
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counterterm in terms of V 5K :

´

ż

TN

γK
β2
pVK ` gKq

2dx

“ ´

ż

TN

γK
β2
pV 5K ` g

5
Kq

2
` 2pV 5K ` g

5
KqpVK ` gK ´ V

5
K ´ g

5
Kq

` pVK ` gK ´ V
5
K ´ g

5
Kq

2dx.

(5.43)

Using Itô’s formula on the first integral of the right hand side of (5.43),

´

ż

TN

γK
β2
pV 5K ` g

5
Kq

2dx

“ ´

ż

TN

ż K

0

Bkγk
β2

pV 5k ` g
5
kq

2
`

2γk
β2
pBkV

5
k ` Bkg

5
kqpV

5
k ` g

5
kqdkdx.

By the definition of k (see Section 4.1.1),
ż

TN

ż K

0

´

´
72

β2
Jk k “ Jk k ´

Bkγk
β2

¯

pV 5k ` g
5
kq

2dkdx

“

ż

TN

ż K

0

72

β2 kpV
5
k ` g

5
kq

2dkdx.

(5.44)

Hence, combining (5.42), (5.43), and (5.44) establishes (5.41).

Proof of (5.27). Lemmas 5.14, 5.15, 5.16, and 5.17, together with (5.36), establish
(5.27).

5.6 Proof of (5.28): Estimates on remainder terms
Define

Ra
K “ R

a,1
K `R

a,2
K `R

a,3
K

where

R
a,1
K “

ż

TN
´

4

β
~KV

3
K `

4

β
KU

3
Kdx

R
a,2
K “

ż

TN

ż K

0

12

β

´

k ą pBkV
5
k ` Bkg

5
kq

¯

Uk `
2γk
β2
pBkV

5
k ` Bkg

5
kqpV

5
k ` g

5
kqdkdx

R
a,3
K “

ż

TN

ż K

0

72

β2

˜

´

Jkp k ą pV 5k ` g
5
kqq

¯2

´

´

Jk k “ Jk k

¯

pV 5k ` g
5
kq

2

¸

dkdx
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and let Rb
K “

ř4
i“1 R

i
K ´Ra

K .
Ra
K contains the most difficult terms to bound, either due to analytic considera-

tions or β-dependence; Rb
K contains the terms that follow almost immediately from

[BG19, Lemmas 18-23].

Proposition 5.18. For any ε ą 0, there exists C “ Cpε, ηq ą 0 such that, for all
β ą 1,

|R
a,1
K | ď CNΞ

K ` ε
´

ż

TN
VβpVK ` gKqdx`

1

2

ż K

0

ż

TN
r2
kdxdk

¯

(5.45)

|R
a,2
K | ď CNΞ

K ` ε
´

ż

TN
VβpVK ` gKqdx`

1

2

ż K

0

ż

TN
r2
kdxdk

¯

(5.46)

|R
a,3
K | ď CNΞ

K ` ε
´

ż

TN
VβpVK ` gKqdx`

1

2

ż K

0

ż

TN
r2
kdxdk

¯

. (5.47)

Proof. The estimates (5.45), (5.46), and (5.47) are established in Sections 5.6.2,
5.6.3, and 5.6.4 respectively. (5.46) and (5.47) are established by a relatively
straightforward combination of techniques in [BG19, Lemmas 18-23] together with
Lemmas 5.5 and 5.6. On the other hand, the terms with cubic dependence in the
drift (5.45) require a slightly more involved analysis.

Note that, since our norms on functions/distributionswere defined using d̄x “ dx
N3

instead of dx to track N dependence, in the proof we rewrite the integrals above in
terms of d̄x by dividing both sides by N3.

Proposition 5.19. For any ε ą 0, there exists C “ Cpε, ηq ą 0 such that, for all
β ą 1,

|Rb
K | ď CNΞ

K ` ε
´

ż

TN
VβpVK ` gKqdx`

1

2

ż K

0

ż

TN
r2
kdxdk

¯

.

Proof. Follows from a direct combination of arguments in [BG19, Lemmas 18-23]
with Lemmas 5.5 and 5.6. We omit it.

Proof of (5.28). Since
ř4
i“1 R

i
K “ Ra

K`Rb
K , Propositions 5.18 and 5.19 establish

(5.28).

The proofs of Propositions 5.18 and 5.19 rely heavily on bounds on the drift es-
tablished in Proposition 5.9, so we prove this first in the next subsection. Throughout
the remainder of this section, we use the notation a À b to mean a ď Cb for some
C “ Cpε, ηq, and we also allow for this constant to depend on other inessential
parameters (i.e. not β, N , or K).
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5.6.1 Proof of Proposition 5.9

First, note that (5.23) is a direct consequence of (5.22) along with (5.21) and bounds
contained in Proposition 4.4.

We now prove (5.22). Fix any k1 P r0, Ks. As a consequence of (5.21),

}Uk1}
2
H1´κ ď

288

β2

›

›

›

ż k1

0

J2
k p k ą pV 5k ` g

5
kqqdk

›

›

›

2

H1´κ
` 2}Rk1}

2
H1´κ . (5.48)

By Minkowski’s integral inequality, Bernstein’s inequality (1.6), the multiplier
estimate on Jk (1.13), the paraproduct estimate (1.8), and the 5-estimates (4.19),

›

›

›

ż k1

0

J2
k p k ą pV 5k ` g

5
kqqdk

›

›

›

H1´κ
À

ż k1

0

}J2
k p k ą pV 5k ` g

5
kqq}H´1´2κ

xkyκ
dk

À

ż k1

0

} k ą pV 5k ` g
5
kq}H´1´2κ

xky1`κ
dk

À

˜

ż k1

0

} k}B´1´2κ
4,8

xky1`κ
dk

¸

}VK ` gK}L4 .

Hence, by Cauchy-Schwarzwith respect to the finitemeasure dk
xky1`κ

, the potential
bound (5.9), and Young’s inequality,

1

β2

›

›

›

ż k1

0

J2
k p k ą pV 5k ` g

5
kqqdk

›

›

›

2

H1´κ

À
1

β2

˜

ż k1

0

} k}B´1´2κ
4,8

xky1`κ
dk

¸2

}VK ` gK}
2
L4

À
1

β2

˜

ż k1

0

} k}
2
B´1´2κ

4,8

xky1`κ
dk

¸

}VK ` gK}
2
L4

À

ż k1

0

} k}
2
B´1´2κ

4,8

xky1`κ
dk

˜

´

ş

TN
VβpVK ` gKqd̄x

¯
1
2

β
3
2

`
1

β

¸

ď
1

β

ż k1

0

} k}
2
B´1´2κ

4,8

xky1`κ
dk `

1

4ε

˜

ż k1

0

} k}
2
B´1´2κ

4,8

xky1`κ
dk

¸2

`
ε

β3

ż

TN
VβpVK ` gKqd̄x.

(5.49)
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For the remaining term in (5.48), note that by the trivial embeddingH1 ãÑ H1´κ

and the bound (4.18) applied to Rk1 ,

}Rk1}
2
H1´κ À

ż K

0

ż

TN
r2
kd̄xdk. (5.50)

Inserting (5.49) and (5.50) into (5.48) establishes (5.22).

5.6.2 Proof of (5.45)

We start with the first integral in R
a,1
K . Fix κ ą 0 and let q be such that p1` κq´1 `

q´1 “ 1. Then, by Young’s inequality (and remembering β ą 1),

ˇ

ˇ

ˇ

ż

TN

2

β
~KV

3
K d̄x

ˇ

ˇ

ˇ
ď Cε

ż

TN
|~K |

qd̄x` ε

ż

TN

´ VK
?
β

¯2`2κ

|VK |
1`κd̄x. (5.51)

Adding and subtracting gK into the second term on the righthand side and using the
pointwise potential bound (5.8),

ż

TN

´

|VK |
?
β

¯2`2κ

|VK |
1`κd̄x

À

ż

TN

´

|VK ` gK |
4

β2

p 1`κ
2
q

`
ˇ

ˇ

gK
?
β

ˇ

ˇ

2`2κ
¯

|VK |
1`κd̄x

À

ż

TN

˜

´VβpVK ` gKq

β

¯
1`κ

2
` 1`

ˇ

ˇ

gK
?
β

ˇ

ˇ

2`2κ

8

¸

|VK |
1`κd̄x

(5.52)

where we recall that | ¨ |8 is the supremum norm.
By the bounds on gK (5.11) and VK (5.23), taking κ ă 1 yields

ż

TN

´

1`
ˇ

ˇ

gK
?
β

ˇ

ˇ

2`2κ

8

¯

|VK |
1`κd̄x

ď Cpε, κ, ηq ` ε}VK}
2
L2

ď C
NΞ
K

N3
` ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

.

(5.53)

Above, we recall that NΞ
K can contain constants C “ Cpηq ą 0.

For the remaining term on the righthand side of (5.52), we reorganise terms and
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iterate the preceding argument:
ż

TN
VβpVK ` gKq

1`κ
2

´

|VK |
?
β

¯1`κ

d̄x

À

ż

TN
VβpVK ` gKq

1`κ
2

˜

ˇ

ˇ

gK
?
β

ˇ

ˇ

1`κ

8
` 1`

VβpVK ` gKq
1`κ

4

β
1`κ

4

¸

d̄x

ď Cpε, κ, ηq ` ε

ż

TN
VβpVK ` gKqd̄x

(5.54)

provided that κ ă 1
4
.

We now estimate the second integral in R
a,1
K . Let κ̃ ą 0 be sufficiently small.

Let q be such that 3´κ̃
4p1`κ̃qp1´κ̃q

` 1
q
“ 1. Moreover, let θ “ 2κ̃p1´κ̃q

p1`κ̃qp1´2κ̃q
. By duality

(1.1), the fractional Leibniz rule (1.2) and interpolation (1.4),

ˇ

ˇ

ˇ

ż

TN

4

β
KU

3
K d̄x

ˇ

ˇ

ˇ
À

1

β
} K}

B
´ 1

2´κ
q,8

}U3
K}

B
1
2`κ

4p1`κ̃qp1´κ̃q
3´κ̃ ,1

À
1

β
} K}

B
´ 1

2´κ
q,8

}UK}
B

1
2`κ

2`κ̃,1

}UK}
2
L4´2κ̃

À
1

β
} K}

B
´ 1

2´κ
q,8

}UK}
1´θ
H1´κ}UK}

2`θ
L4´2κ̃ .

(5.55)

By the change of variables (5.21) in reverse, reorganising terms, Young’s in-
equality, the bound on UK (5.22), and using ε ă 1,

(5.55) ď C
NΞ
K

N3
` ε}UK}

2
H1´κ

` } K}
B
´ 1

2´κ
q,8

}UK}
1´θ
H1´κ

´ 1

β
1

2`θ

}VK}L4´2κ̃

¯2`θ

ď C
NΞ
K

N3
` ε}UK}

2
H1´κ `

1
?
β

8
2`θ

ż

TN
V 4
K d̄x

ď C
NΞ
K

N3
` ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

`
1

?
β

8
2`θ

ż

TN
V 4
K d̄x.

(5.56)

For the last term on the righthand side of (5.56), we iterate the potential bound



130 Phase transitions

(5.8) and bound on gK (5.11) as in the estimate of (5.52):

1
?
β

8
2`θ

ż

TN
V 4
K d̄x “

ż

TN

´

|VK |
?
β

¯
4

1` θ2 |VK |
2θ

2` θ2 d̄x

À

ż

TN

´

ˇ

ˇ

gK
?
β

ˇ

ˇ

4

1` θ2 ` 1
¯

|VK |
2θ

2` θ2 d̄x

`

ż

TN

VβpVK ` gKq
1

1` θ2

β
2

1` θ2

|VK |
2θ

2` θ2 d̄x

À Cpε, ηq `
εη

2

ż

TN
|VK |

2d̄x

`

ż

TN
VβpVK ` gKq

1

1` θ2
|VK |

2θ

2` θ2

β
2

1` θ2

d̄x

À Cpε, ηq ` ε}VK}
2

H
1
2´κ

`

ż

TN
VβpVK ` gKq

1

1` θ2

´

1`
ˇ

ˇ

gK
?
β

ˇ

ˇ

2θ

2` θ2

¯

d̄x

`

ż

TN
VβpVK ` gKq

1

1` θ2

` θ
4`θ
d̄x

ď Cpε, ηq ` ε
´

}VK}
2

H
1
2´κ

`

ż

TN
VβpVK ` gKqd̄x

¯

ď C
NΞ
K

N3
` 2ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

(5.57)

where in the penultimate line we used Young’s inequality and in the last line we
have used (5.23).

Combining (5.51), (5.53), (5.54), (5.56), and (5.57) establishes (5.45).

5.6.3 Proof of (5.46)

For any θ P p0, 1q let 1
p
“ θ

4
` 1´θ

2
and let 1

p1
“ 1 ´ 1

p
. Then, by duality (1.1), the

paraproduct estimate (1.8), the Bernstein-type bounds on the derivatives of the drift
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(4.20), and bounds on the Bkg5k (5.14),

ˇ

ˇ

ˇ

ż

TN

ż K

0

12

β
k ą pBkV

5
k ` Bkg

5
kqUkdkd̄x

ˇ

ˇ

ˇ

À
1

β

ż K

0

} k ą pBkV
5
k ` Bkg

5
kq}H´1`κ}Uk}H1´κdk

À
1

β

ż K

0

} k}B´1`κ
p1,2

}BkV
5
k ` Bkg

5
k}Lp}Uk}H1´κdk

À sup
0ďkďK

}Uk}H1´κ

1

β
}VK ` gK}B3κ

p,1

ż K

0

} k}B´1`κ
p1,2

dk

xky1`3κ

(5.58)

where in the last inequality we have reordered terms.
Then,

(5.58) À sup
0ďkďK

}Uk}H1´κ

1

β
}VK ` gK}

θ
B0

4,8
}VK ` gK}

1´θ
B6κ

2,1

ˆ

ż K

0

} k}B´1´κ
p1,2

dk

xky1`κ

À sup
0ďkďK

}Uk}H1´κ

}VK ` gK}
θ
L4

βθ

´}VK}
1´θ

H
1
2´κ

β1´θ
` 1

¯

ˆ

ż K

0

} k}B´1´κ
p1,2

dk

xky1`κ

ď Cpεq

˜

1`
´

ż K

0

} k}B´1´κ
p1,2

dk

xky1`κ

¯
4

4´θ

¸

`
ε

2

˜

}VK}
2

H
1
2´κ

` sup
0ďkďK

}Uk}
2
H1´κ `

1

β4
}VK ` gK}

4
L4

¸

ď Cpε, ηq
NΞ
K

N3
` ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

(5.59)

where in the first line we have used Bernstein’s inequality (1.5); in the second line
we have used interpolation (1.4); in the penultimate line we used Young’s inequality;
and in the last line we have used the bounds on VK (5.23), Uk (5.22), together with
the potential bound (5.9).

In order to bound the second integrand in R
a,2
K , we use Fubini’s theorem, the

Cauchy-Schwarz inequality, the bounds on V 5k (4.19) and BkV 5K (4.20), and the
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bounds on gK (5.11) to obtain

ˇ

ˇ

ˇ

ż

TN

ż K

0

2γk
β2
pBkV

5
k ` Bkg

5
kqpV

5
k ` g

5
kqdkd̄x

ˇ

ˇ

ˇ

À
1

β2

ż K

0

γk}BkV
5
k ` Bkg

5
k}L2}V 5k ` g

5
k}L2dk

À
1

β2
}VK ` gK}H2κ}VK ` gK}L2

ż K

0

γk
xkyκ

dk

xky1`κ

À

´}VK}H
1
2´κ

β2
`

1

β
3
2

¯

}VK ` gK}L4

(5.60)

where in the last inequality we have used the observation made in Remark 4.3 that
|γk| À logxky.

Thus, by Young’s inequality (applied to each term after expanding the sum), the
potential bound (5.9), and the bound on VK (5.23),

(5.60) ď Cpε, ηq ` ε

˜

}VK}
2

H
1
2´κ

`

´ 1

β8
`

1

β6

¯

}VK ` gK}
4
L4

¸

ď Cpε, ηq
NΞ
K

N3
` ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

.

(5.61)

Combining (5.59) and (5.61) yields (5.46).

5.6.4 Proof of (5.47)

We write Ra,3
K “ I1 ` I2 ` I3, where

I1 “

ż

TN

ż K

0

72

β2

´

Jkp k ą pV 5k ` g
5
kqq

¯2

´

´

Jk k ą pV 5k ` g
5
kq

¯2

dkdx

I2 “

ż

TN

ż K

0

72

β2

´

Jk k ą pV 5k ` g
5
kq

¯2

´

´

`

Jk k ą pV 5k ` g
5
kq
˘

“ Jk k

¯

pV 5k ` g
5
kqdkdx

I3 “

ż

TN

ż K

0

72

β2

´

`

Jk k ą pV 5k ` g
5
kq
˘

“ Jk k

´ pJk k “ Jk kqpV
5
k ` g

5
kq

¯´

V 5k ` g
5
k

¯

dkd̄x.
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Let θ P p0, 1q be sufficiently small and let 1
p
“ θ

4
` 1´θ

2
, 1
q
“ 1´θ

2
and 1

p1
“ 1

2
´ 1

p
,

1
q1
“ 1

2
´ 1

q
. Then,

|I1| À
1

β2

ż K

0

}Jk
`

k ą pV 5k ` g
5
kq
˘

´Jk k ą pV 5k ` g
5
kq}H2κ

ˆ }Jk
`

k ą pV 5k ` g
5
kq
˘

`Jk k ą pV 5k ` g
5
kq}H´2κdk

À
1

β2

ż K

0

} k}B´1´κ
p1,q1

}V 5k ` g
5
k}B4κ

p,q

ˆ

´

}Jk
`

k ą pV 5k ` g
5
kq
˘

}H´2κ ` }Jk k ą pV 5k ` g
5
kq}H´2κ

¯

dk

À
1

β2

ż K

0

} k}B´1´κ
p1,q1

}V 5k ` g
5
k}B4κ

p,q
} k}B´1´2κ

4,2
}V 5k ` g

5
k}L4

dk

xky

(5.62)

where the first inequality is by duality (1.1); the second inequality is by the com-
mutator estimate (1.14) and the triangle inequality; and the third inequality is by the
multiplier estimate (1.13) and the paraproduct estimate (1.8).

Thus,

(5.62) À
1

β2

ż K

0

} k}B´1´κ
p1,q1

}V 5k ` g
5
k}B4κ

p,q
} k}B´1´κ

4,2
}V 5k ` g

5
k}L4

dk

xky1`κ

À
1

β2
}VK ` gK}

1´θ

H
4κ

1´θ
}VK ` gK}

1`θ
L4

ż K

0

} k}B´1´κ
p1,q1

} k}B´1´κ
4,2

dk

xky1`κ

(5.63)

where the first inequality is by Bernstein’s inequality (1.5); and the second inequality
is by the 5-bounds applied to V 5k `g5k (4.19), interpolation (1.4), and the trivial bound
}VK ` gK}B4κθ

4,8
À }VK ` gK}L4 .

By applying Young’s inequality, the potential bound (5.9), and the bound on VK
(5.23), we have

(5.63) ď C
NΞ
K

N3
` ε

˜

}VK ` gK}
2

H
4κ

1´θ
`

1

β
8

1`θ

}VK ` gK}
4
L4

¸

ď C
NΞ
K

N3
` ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

.

(5.64)

Now consider I2. Using the commutator estimate (1.10) with f “ Jk k, g “
V 5k ` g5k and h “ Jk k ą pV 5k ` g5kq, followed by the paraproduct estimate (1.8), we
obtain

I2 À
1

β2

ż K

0

}Jk k}B´2κ
6,8
}V 5k ` g

5
k}H4κ}Jk k ą pV 5k ` g

5
kq}B´2κ

3,2
dk

À
}VK ` gK}H4κ}VK ` gK}L4

β2

ż K

0

} k}
2
B´κ12,2

dk

xky1`2κ
.

(5.65)



134 Phase transitions

By applying Young’s inequality, the potential bound (5.9), and the a priori bound
on VK (5.23),

(5.65) ď Cpε, ηq
NΞ
K

N3
` ε

˜

}VK ` gK}
2
H4κ `

1

β8
}VK ` gK}

4
L4

¸

ď Cpε, ηq
NΞ
K

N3
` ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

.

(5.66)

where the final inequality uses the multiplier estimate (1.13), the 5-bounds applied
to VK ` gK (4.19), and Bernstein’s inequality (1.6).

For I3, we apply duality (1.1), the commutator estimate (1.11)with f “ h “ Jk k

and g “ V 5k ` g
5
k, followed by the 5-bounds applied to VK ` gK (4.19), to obtain

I3 À
1

β2

ż K

0

}
`

Jk k ą pV 5k ` g
5
kq
˘

“ Jk k ´ pJk k “ Jk kqpV
5
k ` g

5
kq}Bκ4

3 ,8

ˆ }V 5k ` g
5
k}B´κ4,1

dk

À
1

β2

ż K

0

}Jk k}
2
B´2κ

8,8
}V 5k ` g

5
k}B5κ

2,8
}V 5k ` g

5
k}L4dk

À
1

β2
}VK ` gK}H5κ}VK ` gK}L4

ż K

0

} k}
2
B´κ8,8

dk

xky1`2κ

ď Cpε, ηq
NΞ
K

N3
` ε

´

ż

TN
VβpVK ` gKqd̄x`

1

2

ż K

0

ż

TN
r2
kd̄xdk

¯

(5.67)

where in the last line we have used Young’s inequality, the potential bound (5.9),
and the bound on VK (5.23) as in (5.66).

Using thatRa,3
K “ I1` I2` I3, the estimates (5.64), (5.66), and (5.67) establish

(5.47).

5.7 A lower bound on the effective Hamiltonian
The following lemma, based on [GJS76b, Theorem 3.1.1], gives a β-independent
lower bound on Heff

K pZKq in terms of the L2-norm of the fluctuation field ZKK “

ZK´ ~ZK , where we recallZK “~K`VK`gK and ~ZKpxq “ ZKp q for x P P BN .
This is useful for us because the latter can be bounded in a β-independent way (see
Section 5.8.1).

Lemma 5.20. There exists C ą 0 such that, for any ζ ą 0 and K P p0,8q,

Heff
K pZKq ě ´CN

3
´ ζ

ż

TN

`

ZKK
˘2
dx (5.68)

provided η ă min
´

1
32
, 2ζ

49

¯

.
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Proof. First, we write

Heff
K pZKq “

ÿ

PBN

ż

1

2
Vβ,N,KpZKq ´

η

2
pZK ´ hq

2
´ log

´

χσp q
`

ZKp q
˘

¯

dx.

Fix x P P BN . Without loss of generality, assume σpxq “ 1 and, hence,
hpxq “

?
β. Define

Ipxq “
1

2
VβpZKpxqq ´

η

2
pZKpxq ´

a

βq2 ´ logχ`p~ZKpxqq.

In order to show (5.68), it suffices to show that, for some C ą 0,

Ipxq ` ζZKKpxq
2
ě ´C.

The fundamental observation is that ZKpxq ÞÑ 1
2
VβpZKpxqq can be ap-

proximated from below near the minimum at ZKpxq “
?
β by the quadratic

ZKpxq ÞÑ
η
2
pZKpxq ´

?
βq2 provided η is taken sufficiently small. Indeed, we

have

1

2
VβpZKpxqq ´

η

2
pZKpxq ´

a

βq2 “
1

2β
pZKpxq ´

a

βq2
´

pZKpxq `
a

βq2 ´ ηβ
¯

which is non-negative provided |ZKpxq `
?
β| ě

?
ηβ. Thus, this approximation is

valid except for the region near the opposite potential well satisfying p´1´
?
ηq
?
β ă

ZKpxq ă p´1 `
?
ηq
?
β (see Figure 3). When ZKpxq sits in this region, we split

ZKpxq “ ~ZKpxq ` Z
K
Kpxq and observe that:

‚ either the deviation to the opposite well is caused by ~ZKpxq, which is penalised
by the logarithm in Ipxq;

‚ or, the deviation is caused by ZKKpxq, which produces the integral involving
ZKK in (5.68).

Motivated by these observations, we split the analysis of Ipxq into two cases.
First we treat the case ZKpxq P Rz

´

´
4
?
β

3
,´2

?
β

3

¯

. Under this condition, we have

1

2
VβpZKpxqq ě ηpZKpxq ´

a

βq2

provided that η ď 1
9
. Since χ`p¨q ď 1, ´ logχ`p¨q ě 0. It follows that Ipxq ě 0.

Now let ZKpxq P
´

´
4
?
β

3
,´2

?
β

3

¯

. Necessarily, either ~ZKpxq ď ´
?
β

3
or

ZKKpxq ď ´
?
β

3
.
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-
?
β

?
β

β
2

1
2 VβpZKpxqq

η
2 pZKpxq ´

?
βq2

Figure 3: Plot of VβpZKpxqq and η
2
pZKpxq ´

?
βq2.

We first assume that ~ZKpxq ď ´
?
β

3
. By standard bounds on the Gaussian

error function (see e.g. [GJS76b, Lemma 2.6.1]), for any θ P p0, 1q there exists
C “ Cpθq ą 0 such that

´ logχ`
`

ZKp q
˘

ě ´θp~ZKpxqq
2
` C.

Applying this with θ P p1
2
, 1q and that, by our assumption, ~ZKpxq ´

?
β ą 4~ZKpxq,

Ipxq ` ζpZKKpxqq
2
ě ´

η

2
pZKKpxq ` ~ZKpxq ´

a

βq2 ´ logχ`
`

ZKp q
˘

` ζpZKKpxqq
2

ě pζ ´ ηqpZKKpxqq
2
´ 16ηp~ZKpxqq

2
´ θ̃p~ZKpxq

2
q ´ C

ě ´C

provided η ă min
´

ζ, 1
32

¯

.

Finally, assume that ZKKpxq ă ´
?
β

3
. Since ZKpxq ´

?
β P

´

´
7
?
β

3
,´´5

?
β

3

¯

,
we have

Ipxq ` ζpZKKpxqq
2
ě ´

49η

18
β ` ζpZKKpxqq

2
ě 0 (5.69)

provided that η ď 2ζ
49
.

5.8 Proof of Proposition 5.3
5.8.1 Proof of the lower bound on the free energy (5.1)

We derive bounds uniform in σ for each term in the expansion (5.10). Since there
are 2N

3 terms, this is sufficient to establish (5.1). Fix σ P t˘1uBN .
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Recall

´ log Z σ
β,N,K “ ´ logENe´Hσβ,N,K ` F σ

β,N,K . (5.70)

Let CP ą 0 be the sharpest constant in the Poincaré inequality (1.15) on unit
boxes. Note that CP is independent of N . Fix ζ ă 1

8CP
and let ε “ 1´ 8CP ζ ą 0.

By Proposition 5.11 and Lemma 5.20 there exists C “ Cpζ, ηq ą 0 such that, for
every v P Hb,K ,

ΨKpvq “ Hσ
β,N,Kp K ` VKq `

1

2

ż

TN

ż K

0

v2
kdkdx

«

4
ÿ

i“1

Ri
K `Heff

K pZKq `
1

2

ż

TN
VβpVK ` gKqdx`

1

2

ż

TN

ż K

0

r2
kdkdx

ě ´CpεqNΞ
K `Heff

K `
1´ ε

2

´

ż

TN
VβpVK ` gKqdx`

1

2

ż

TN

ż K

0

r2
kdkdx

¯

.

ě ´CpζqNΞ
K ´ ζ

ż

TN
pZKKq

2dx

` 4ζCP

´

ż

TN
VβpVK ` gKqdx`

1

2

ż

TN

ż K

0

r2
kdkdx

¯

provided η ă 2ζ
49
ă 1

196CP
.

Note that for any f P L2,
ş

TN
pfKq2dx ď

ş

TN
f 2dx. Therefore, using the

inequality pa1`a2`a3`a4q
2 ď 4pa2

1`a
2
2`a

2
3`a

2
4q and thatZKKpxq “ pVK`gKqKpxq,

we have
ż

TN
pZKKq

2dx ď 4

ż

TN

16

β2

´

K

¯2

`
144

β2

˜

ż K

0

J2
k k ą pV 5k ` gkqqdk

¸2

` pRKKq
2
` pgKKq

2dx.

Arguing as in (5.49),

4

ż

TN

16

β2

´

K

¯2

`
144

β2

˜

ż K

0

J2
k k ą pV 5k ` gkqqdk

¸2

dx

ď Cpζ, CP qN
Ξ
K `

4ζCP
β3

ż

TN
VβpVK ` gKqdx.

By the Poincaré inequality (1.15) on unit boxes,
ż

TN
pRKKq

2dx “
ÿ

PBN

ż

´

RK ´

ż

RKdx
¯2

dx



138 Phase transitions

ď CP
ÿ

PBN

ż

|∇RK |
2dx

ď CP

ż

TN

ż K

0

r2
kdkdx

where in the last inequality we used that
ş

TN
|∇RK |

2dx ď }RK}
2
H1 and Lemma 4.11

(applied to RK).
Similarly, by the Poincaré inequality (1.15) and the (trivial) bound }∇gK}2L2 ď

}∇g̃K}2L2 (5.12),
ż

TN
pgKKq

2dx ď CP

ż

TN
|∇gK |2dx ď CP

ż

TN
|∇g̃K |2dx.

Then, recalling that β ą 1,

EΨKpvq ě E

«

´ CNΞ
K ` 4ζCP

´

1´
1

β3

¯

ż

TN
VβpVK ` gKqdx

`

´

4ζCP ´ 4ζCP

¯

ż

TN

ż K

0

r2
kdkdx´ 4ζCP

ż

TN
|∇g̃K |2dx

ff

ě E

«

´ CNΞ
K ´ 4ζCP

ż

TN
|∇g̃K |2dx

ff

from which, by Proposition 4.7, we obtain

´ logENe´Hσβ,N,K ě ´CN3
´ 4ζCP

ż

TN
|∇g̃K |2dx.

Inserting this into (5.70) and using that F σ
β,N,K ě

1
2

ş

TN
|∇g̃K |2dx (see (5.15))

yields:

´ log Z σ
β,N,K ě ´CN

3
`

´1

2
´ 4ζCP

¯

ż

TN
|∇g̃K |2dx ě ´CN3

which establishes (5.1).

5.8.2 Proof of the upper bound on the free energy (5.2)

We (globally) translate the field to one of the minima of Vβ: this kills the constant
β term. Thus, under the translation φ “ ψ `

?
β,

Zβ,N,K “ ENe´H`β,N,KpψKq
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where

H`
β,N,KpψKq “

ż

TN
V`β pψKq ´

γK
β2

: pψK `
a

βq2 : ´δK ´
η

2
: ψ2

K : dx

and

V`β paq “
1

β
a2
pa` 2

a

βq2 “
1

β
a4
`

4
?
β
a3
` 4a2.

We apply the Proposition 4.7 to Zβ,N,K with the infimum taken over HK . In
order to obtain an upper bound, we choose a particular drift in the corresponding
stochastic control problem (4.13). Following [BG19], we seek a drift that satisfies
sufficient moment/integrability conditions with estimates that are extensive in N3,
as formalised in Lemma 5.21 below. Such a drift is constructed using a fixed point
argument, hence the need to work in the Banach space HK as opposed to Hb,K .

Lemma 5.21. There exist processes Uď ‚ and Uą ‚ satisfying Uďą ‚` Uě ‚ “

‚ and a unique fixed point v̌ P HK of the equation

v̌k “ ´
4

β
Jk k ´

12
?
β
Jk k ´

12

β
JkpUą k ą V̌ 5k q (5.71)

where V̌K “
şK

0
Jkv̌kdk, such that the following estimate holds: for all p P r1,8q,

there exists C “ Cpp, ηq ą 0 such that, for all β ą 1,

E

«

ż

TN
|V̌K |

pdx`
1

2

ż

TN

ż K

0

ř2
kdkdx

ff

ď CN3 (5.72)

where řk “ ´12
β
JkpUď k ą V̌ 5k q.

Proof. See [BG19, Lemma 6]. Note that the key difficulty lies in obtaining the
right N dependence in (5.72). Due to the paraproduct in the definition of (5.71),
one can show that this requires finding a decomposition of k such that Uą k has
Besov-Hölder norm that is uniformly bounded in N3 (see Proposition A.5). Such a
bound is not true for k (see Remark 4.5). This is overcome by defining Uď k to be
a random truncation of the Fourier series of k, where the location of the truncation
is chosen to depend on the Besov-Hölder norm of k.

For v P HK , let

Ψ`
Kpvq “ H`

β,N,Kp K ` VKq `
1

2

ż

TN

ż K

0

v2
kdkdx
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and define R`
K by

Ψ`
Kpvq “ R`

K ´
η

2

ż

TN
V 2
Kdx`

ż

TN
V`β pVKqdx`

1

2

ż

TN

ż K

0

v2
k dkdx.

We observe

Ψ`
Kpvq ď R`

K `

ż

TN
V`β pVKqdx`

1

2

ż

TN

ż K

0

v2
kdkdx. (5.73)

Thus, unlike the lower bound, the negative mass ´η
2

ş

TN
V 2
Kdx can be ignored in

bounding the upper bound on the free energy.
Now fix v̌ as in (5.71). Arguing as in Proposition 5.11, there exists R̃`

K such that

R`
K `

1

2

ż

TN

ż K

0

v̌2
kdkdx « R̃`

K `
1

2

ż

TN

ż K

0

ř2
kdkdx (5.74)

and R̃`
K satisfies the following estimate: for every ε ą 0, there existsC “ Cpε, ηq ą

0 such that, for all β ą 1,

|R̃`
K | ď CNΞ

K ` ε
´

ż

TN
V`β pV̌Kqdx`

1

2

ż

TN

ż K

0

ř2
kdkdx

¯

. (5.75)

Above, we have used that the moment conditions (5.72) are sufficient for conclusions
of Lemma 5.13 to apply to v̌.

Thus, by (5.73), (5.74), and (5.75),

ErΨ`
Kpv̌qs ď CN3

` p1` εqE
”

ż

TN
V`β pV̌Kq `

1

2

ż

TN

ż K

0

ř2
kdkdx

ı

. (5.76)

By Young’s inequality, 1
β
a4 ` 4?

β
a3 ` 4a2 ď 3a4 ` 6a2 ď 9a4 ` 9 for all β ą 1

and a P R. Thus,
ż

TN
V`β pV̌Kqdx ď 9

ż

TN
V̌ 4
Kdx` 9N3.

Inserting this into (5.76) and using the moment estimates on the drift (5.72) yields

ErΨ`
Kpv̌qs ď CN3

` p1` εqE
”

9

ż

TN
V̌ 4
Kdx`

1

2

ż

TN

ż K

0

ř2
kdkdx

ı

ď CN3.

Hence, by Proposition 4.7,

´ log Zβ,N,K “ inf
vPHK

EΨ`
Kpvq ď EΨ`

Kpv̌q ď CN3

thereby establishing (5.2).
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5.9 Proof of Proposition 5.1
We begin with two propositions, the first of which is a type of Itô isometry for
fields under νβ,N and the second of characterises functions against which the Wick
square field can be tested against. Together, they imply that the random variables
in Proposition 5.1 are integrable and that these expectations can be approximated
using the cutoff measures νβ,N,K . Recall also Remarks 3.1 and 3.3.

Proposition 5.22. Let f P H´1`δ for some δ ą 0. For every K P p0,8q, let
φpKq „ νβ,N,K and φ „ νβ,N .

The random variables t
ş

TN
φpKqfdxuKą0 converge weakly as K Ñ 8 to a

random variable

φpfq “

ż

TN
φfdx P L2

pνβ,Nq.

Moreover, for every c ą 0,
@

exp
`

cφpfq2
˘D

β,N
ă 8.

Proof. Let tfnunPN Ă C8pTNq such that fn Ñ f in H´1`δ. We first show that
tφpfnqu is Cauchy in L2pνβ,Nq.

Let ε ą 0. Choose n0 such that, for all n,m ą n0, }fn ´ fm}H´1`δ ă ε
N3 .

Fix n,m ą n0 and let δf “ fn ´ fm. Then,

|φpfnq ´ φpfmq|
2
“ ε ¨

1

ε
φpδfq2 ď εe

1
ε
φpδfq2 . (5.77)

By Proposition 5.3, there exists C “ Cpηq ą 0 such that
A

e
1
ε
φpδfq2

E

β,N
“ lim

KÑ8

1

Zβ,N,K

ENe´Hβ,N,KpφKq`
1
ε
φKpδfq

2

ď eCN
3

lim sup
KÑ8

ENe´Hβ,N,KpφKq`
1
ε
φKpδfq

2

.

We apply Proposition 4.7 to the expectation on the righthand side (with total energy
cutoff suppressed, see Remark 4.8 and the paragraph that precedes it).

For v P Hb,K , define

Ψδf
K pvq “ Hβ,N,Kp K ` VKq ´

1

ε

´

ż

TN
p K ` VKqδfdx

¯2

`
1

2

ż

TN

ż K

0

v2
kdkdx.

Expanding out the second term (and ignoring the prefactor 1
ε
for the moment),

we obtain:

E

«

´

ż

TN
Kδfdx

¯2

`

´

ż

TN
Kδfdx

¯2

`

´

ż

TN
UKδfdx

¯2

ff

. (5.78)
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Consider the first integral in (5.78). By Parseval’s theorem, the Fourier coeffi-
cients of K (see (4.2)), and Itô’s isometry,

E
”

ż

TN
Kδfdx

ı2

“
1

N6

ÿ

n,m

ErFKpnqFKpmqsFδfpmqFδfpnq

À
1

N3

ÿ

n

|Fδfpnq|2

xny2
À N3

}δf}2H´1`δ

(5.79)

where sums are taken over frequencies ni P pN´1Zq3. Above, the N dependency
in the last inequality is due to our Sobolev spaces being defined with respect to
normalised Lebesgue measure d̄x.

For the second term in (5.78), by Parseval’s theorem, Itô’s isometry, and the
Fourier coefficients of K (see (4.6)), we obtain

E
´

ż

TN
Kδfdx

¯2

“
1

N6
E
´

ÿ

n

F KpnqFδfpnq
¯2

“
1

N6

ÿ

n

|Fδfpnq|2E
ˇ

ˇ

ˇ
F Kpnq

ˇ

ˇ

ˇ

2

À
ÿ

n

|Fδfpnq|2

xny4
À N6

}δf}2H´1`δ .

(5.80)

For the final term in (5.78), by duality (1.1)
´

ż

TN
UKδfdx

¯2

ď N6
}δf}2H´1`δ}UK}

2
H1´δ . (5.81)

Therefore, using that }δf}2
H1´δ ď

ε2

N6 , the estimates (5.79), (5.80), and (5.81)
yield:

E

«

1

ε

´

ż

TN
p K ` VKqδfdx

¯2

ff

ď CpηqN6
pN´3

` 1q
}δf}2

H´1`δ

ε

` CpηqN6 }δf}
2
H´1`δ

ε
E
”

}UK}
2
H1´δ

ı

ď CpηqεpN´3
` 1` E}UK}2H1´δq.

(5.82)

Using arguments in Section 5.8.1, it is straightforward to show that there exists
C “ Cpη, βq ą 0 such that, for ε sufficiently small,

EΨδf
K pvq ě ´CN

3
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for every v P Hb,K (note that β dependence is not important here).
Inserting this into Proposition 4.7 gives

lim sup
KÑ8

xe´Hβ,N,KpφKq`
1
ε
φKpδfq

2

yβ,N,K ď eCN
3

. (5.83)

Taking expectations in (5.77) and using (5.83) finishes the proof that tφpfnqu is
Cauchy in L2pνβ,Nq.

Similar arguments can be used to show exponential integrability of the limiting
random variable, φpfq and that,

sup
Ką0

|x|φpKqpfnq ´ φ
pKq
pfq|yβ,N,K Ñ 0 as nÑ 8.

Wenow show thatφpKqpfq convergesweakly toφpfq asK Ñ 8. LetG : RÑ R
be bounded and Lipschitz with Lipschitz constant |G|Lip, and let ε ą 0. Choose n
sufficiently large so that

sup
Ką0

|x|φpKqpfnq ´ φ
pKq
pfq|yβ,N,K ă

ε

2|G|Lip

and

x|φpfnqq ´ φpfq|yβ,N ă
ε

2|G|Lip
.

Then,

|xGpφpKqpfqqyβ,N,K ´ xGpφpfqqyβ,N ď sup
Ką0

|xGpφpKqpfnqq ´Gpφ
pKq
pfqqyβ,N,K |

` |xGpφpKqpfnqqyβ,N,K ´ xGpφpfnqqyβ,N |

` |xGpφpfnqq ´Gpφpfqqyβ,N |

ď |xGpφpKqpfnqqyβ,N,K ´ xGpφpfnqqyβ,N | ` ε.

The first term on the righthand side goes to zero asK Ñ 8 since fn P C8. Thus,

lim
KÑ8

|xGpφpfqqyβ,N,K ´ xGpφpfqqyβ,N ď ε.

Since ε is arbitrary, we have shown that φpkqpfq converges weakly to φpfq.

Proposition 5.23. Let f P Bs
4
3
,1
X L2 for some s ą 1

2
. For every K P p0,8q, let

φpKq „ νβ,N,K and φ „ νβ,N .
The random variables t

ş

TN
: pφpKqq2 : fdxuKą0 converge weakly asK Ñ 8 to

a random variable

: φ2 : pfq “

ż

TN
: φ2 : fdx P L2

pνβ,Nq.

Moreover, for c ą 0,
@

exp
`

c : φ2 : pfq
˘D

β,N
ă 8.
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Proof. The proof of Proposition 5.23 follows the same strategy as the proof of
Proposition 5.22, so we do not give all the details. The only real key difference is
the analytic bounds required in the stochastic control problem. Indeed, these require
one to tune the integrability assumptions on f in order to get the required estimates.

It is not too difficult to see that the term we need to control is the integral
ż

TN
Kf ` 2 KVKf ` V

2
Kfdx. (5.84)

Strictly speaking, we need to control the above integral with f replaced by δf “
fn´ fm, where tfnunPN Ă C8pTNq such that fn Ñ f in Bs

3
4
,1
XL2, but the analytic

bounds are the same.
Note that E

ş

TN Kfdx “
ş

TN
E Kfdx “ 0. Moreover by Young’s inequality

and the additional integrability assumption f P L2, for any ε ą 0 we have
ż

TN
V 2
Kfdx À

1

ε

ż

TN
f 2dx` ε

ż

TN
V 4
Kdx

which can be estimated as in the proof of Proposition 5.22. Thus, we only need to
estimate the second integral in (5.84). Note that the product Kf is a well-defined
distribution from a regularity perspective asK Ñ 8 since f P Bs

4
3
,1
for s ą 1

2
. The

difficulty in obtaining the required estimates comes from integrability issues.
We split the integral into three terms by using the paraproduct decomposition

f “ ąf` “f` ăf . The integral associated to ăf is straightforward to estimate,
so we focus on the first two terms. Since f P L2 and K P C´

1
2
´κ, by the paraproduct

estimate 1.8 we have ą f P H´ 1
2
´κ. Thus, the integral

ş

TN
p K ą fqVKdx can be

treated similarly as in the proof of Proposition 5.22. Note that, in this proposition
the use of Hölder-Besov norms is fine because we are not concerned with issues
of N dependency. Moreover, note that if we just used that f P Bs

4
3
,1
the resulting

integrability of K ą f is not sufficient to justify testing against VK , which can be
bounded in L2-based Sobolev spaces. For the final integral, by the resonant product
estimate (1.9) we have K “ f P L

4
3 . Hence, we can use Young’s inequality to

estimate
ş

TN
p K “ fqVKdx and then argue similarly as in the proof of Proposition

5.22.

Without loss of generality, we assume a0 “ a “ 1 in Proposition 5.1 and we
split its proof into Lemmas 5.24, 5.25, and 5.26.

Lemma 5.24. There exists β0 ą 1 and CQ ą 0 such that, for any β ą β0,

´
1

N3
log

A

ź

PBN

expQ1p q

E

β,N
ě ´CQ.
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Proof. For any K P p0,8q, define

H
Q1

β,N,KpφKq “

ż

TN
: VQ1

β pφKq : ´
γK
β2

: φ2
K : ´δK ´

η

2
: φ2

K : dx

where

V
Q1

β paq “ Vβpaq ´
1
?
β
pβ ´ a2

q ´
1

4
“

1

β

˜

a2
´

´

β `

?
β

2

¯

¸2

.

Then, by Propositions 5.23 and 5.3, there exists C “ Cpηq ą 0 such that
A

ź

PBN

expQ1p q

E

β,N
“ lim

KÑ8

A

exp
´ 1
?
β

ż

TN
β´ : φ2

k : dx
¯E

β,N,K

ď e
1
4
N3

lim
KÑ8

1

Zβ,N,K

ENe´H
Q1
β,N,KpφKq

ď e

`

C` 1
4

˘

N3

lim sup
KÑ8

ENe´H
Q1
β,N,KpφKq

where
Therefore, we have reduced the problem to proving Proposition 5.3 for the

potential V
Q1

β instead of Vβ . The proof follows essentially word for word after
two observations: first, the same γK and δK works for both Vβ and V

Q1

β since the

quartic term is unchanged. Second, since
b

β `
?
β

2
“
?
β ` op

?
βq as β Ñ 8, the

treatment of β-dependence of the estimates in Section 5.6 is exactly the same.

Lemma 5.25. There exists β0 ą 1 and CQ ą 0 such that, for any β ą β0,

´
1

N3
log

A

ź

PBN

expQ2p q

E

β,N
ě ´CQ. (5.85)

Proof. By Propositions 5.22, 5.23, and 5.3, there exists C “ Cpηq ą 0 such that,
for β sufficiently large,
A

ź

PBN

expQ2p q

E

β,N
“ lim

KÑ8

A

exp
´ 1
?
β

ÿ

PBN

φKp q
2
´

1
?
β

ż

TN
: φ2

K : dx
E

β,N,K

ď eCN
3

lim sup
KÑ8

ENe´H
Q2
β,N,KpφKq

where

H
Q2

β,N,KpφKq “ Hβ,N,KpφKq `
1
?
β

ÿ

PBN

φKp q
2
´

1
?
β

ż

TN
: φ2

K : dx.
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As in Section 5.2, we perform the expansion

´ logENe´H
Q2
β,N,KpφKq “

ÿ

σPt˘1uBN

e´F
σ
β,N,KENe´H

Q2,σ
β,N,KpφKq (5.86)

where F σ
β,N,K is defined in (5.15) and

H
Q2,σ
β,N,KpφKq “ H

Q2

β,N,KpφK ` gKq ´
ÿ

PBN

log
´

χσp q
`

pφK ` gKqp q
˘

¯

Fix σ P t˘1uBN . For v P Hb,K , define

ΨQ2

K pvq “ ΨKpvq `
1
?
β

ÿ

PBN

´

ż

K ` VK ` gKdx
¯2

(5.87)

´
1
?
β

ż

TN
: p K ` VK ` gKq

2 : dx

where ΨK “ Ψσ
K is defined in (5.17).

We estimate second term in (5.87). First, note that

1
?
β

ÿ

PBN

´

ż

K ` VK ` gKdx
¯2

ď
ÿ

PBN

2
?
β

´

ż

Kdx
¯2

`
2
?
β

´

ż

VK ` gKdx
¯2

.

By a standard Gaussian covariance calculation, there exists C “ Cpηq ą 0 such that
ÿ

PBN

E
´

ż

Kdx
¯2

“
ÿ

PBN

ż ż

Er Kpxq Kpx1qsdxdx1 ď CN3.

For the other term, by the Cauchy-Schwarz inequality followed by bounds on the
potential (5.8) and gK (5.11), the following estimate holds: for any ζ ą 0,

2
?
β

ÿ

PBN

´

ż

VK ` gKdx
¯2

ď

ż

TN

2
?
β
pVK ` gKq

2dx

ď Cpζ, CP qN
3
` ζCP

ż

TN
VβpVK ` gKqdx

where CP ą 0 is the Poincaré constant on unit boxes (1.15).
We now estimate the third term in (5.87). Since E K “ Er KgKs “ 0,

1
?
β

ż

TN
: p K ` VK ` gKq

2 : dx «
1
?
β

ż

TN
2 KVK ` pVK ` gKq

2dx. (5.88)
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For the first integral on the righthand side of (5.88), by change of variables
(5.21), and the paraproduct decomposition (1.7), we have

1
?
β

ż

TN
2 KVKdx “

ż

TN
´

8

β
5
2

p K ă K ` K ` K ą Kq `
2
?
β

KUKdx.

Hence, by (5.88), Proposition 4.4, duality (1.1), the potential bounds (5.8), and the
bounds on UK (5.22), for any ε ą 0 there exists C “ Cpε, ηq ą 0 such that
ˇ

ˇ

ˇ

1
?
β

ż

TN
2 KVKdx

ˇ

ˇ

ˇ
ď CNΞ

K ` ε
´

ż

TN
VβpVK ` gKqdx`

1

2

ż

TN

ż K

0

r2
kdkdx

¯

.

For the second integral on the righthand side of (5.88), again by (5.8) and (5.11),
there exists an inessential constant C ą 0 such that

ż

TN

1
?
β
pVK ` gKq

2dx ď CN3
` ζCP

ż

TN
VβpVK ` gKqdx.

Arguing as in Section 5.8.1 and taking into account the calculations above, the
following estimate holds: let ζ ă 1

8CP
and ε “ 1 ´ 8CP ζ ą 0 as in Section 5.8.1.

Then, provided η ă 1
196CP

and β ą 1,

EΨQ2

K pvq ě E

«

´ Cpε, ζ, ηqNΞ
K `

´1´ ε

2
´

4CP ζ

2β3
´ 2CP ζ

¯

ż

TN
VβpVK ` gKqdx

`

´1´ ε

2
´ 4ζCP

¯

ż

TN

ż K

0

r2
kdkdx´ 4ζCP

ż

TN
|∇g̃K |2dx

ff

ě ´CN3
´ 4ζCP

ż

TN
|∇g̃K |2dx.

Hence, by Proposition 4.7 applied with the Hamiltonian H
Q2,σ
β,N,KpφKq with total

energy cutoff suppressed (see Remark 4.8),

F σ
β,N,K ´ logENe´H

Q2,σ
β,N,K ě ´CN3

`

´1

2
´ 4ζCP

¯

ż

TN
|∇g̃K |2dx ě ´CN3

This estimate is uniform in σ, thus summing over the 2N
3 terms in the expansion

(5.86) yields (5.85).

Lemma 5.26. There exists β0 ą 1 and CQ ą 0 such that, for any β ą β0,

´
1

N3
log

A

ź

t , 1uPB

exp |Q3p ,
1
q|

E

β,N
ě ´CQ (5.89)

where B is a set of unordered pairs of nearest-neighbour blocks that partitions BN .
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Proof. By Propositions 5.22 and 5.3 there exists C “ Cpηq ą 0 such that, for β
sufficiently large,
A

ź

t , 1uPB

exp |Q3p ,
1
q|

E

β,N
“ lim

KÑ8

A

exp
´

ÿ

t , 1uPB

ˇ

ˇ

ˇ

ż

φKdx´

ż

1

φKdx
ˇ

ˇ

ˇ

E

β,N,K

ď eCN
3

lim sup
KÑ8

ENe´H
Q3
β,N,KpφKq

where

H
Q3

β,N,KpφKq “ H
Q3

β,N,KpφKq ´
ÿ

t , 1uPB

ˇ

ˇ

ˇ

ż

φKdx´

ż

1

φKdx
ˇ

ˇ

ˇ
.

We expand

´ logENe´H
Q3
β,N,KpφKq “

ÿ

σPt˘1uBN

e´F
σ
β,N,KENe´H

Q3,σ
β,N,K

where F σ
β,N,K is defined in (5.15) and

H
Q3,σ
β,N,KpφKq “ H

Q3

β,N,KpφK ` gKq ´
ÿ

PBN

log
´

χσp q
`

pφK ` gKqp q
˘

¯

.

Fix σ P t˘1uBN . For v P Hb,K , define

ΨQ3

K pvq “ ΨKpvq ´
ÿ

t , 1uPB

ˇ

ˇ

ˇ

ż

K ` VK ` gKdx´

ż

1

K ` VK ` gKdx
ˇ

ˇ

ˇ

where ΨKpvq “ Ψσ
Kpvq is defined in (5.17).

A standard Gaussian calculation yields E| K | ď CN3 for some constant C “

Cpηq ą 0. Hence, by the triangle inequality, Proposition 4.4 and the Cauchy-
Schwarz inequality,

ÿ

t , 1uPB

ˇ

ˇ

ˇ

ż

K ` VK ` gKdx´

ż

1

K ` VK ` gKdx
ˇ

ˇ

ˇ

À CNΞ
K `

1

β2

ˇ

ˇ

ˇ

ż

TN

ż K

0

Jk
`

k ą pV 5k ` g
5
kq
˘

dkdx

`
ÿ

t , 1uPB

ˇ

ˇ

ˇ

ż

pRK ` gKqdx´

ż

1

pRK ` gKqdx
ˇ

ˇ

ˇ
.

The integral with the paraproduct can be estimated as in (5.49) to establish: for any
ζ ą 0,

1

β2

ˇ

ˇ

ˇ

ż

TN

ż K

0

Jk
`

k ą pV 5k ` g
5
kq
˘

dkdx ď Cpζ, CP qN
3
`

2ζCP
β3

ż

TN
VβpVK ` gKqdx
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where CP ą 0 is the Poincaré constant on unit blocks (1.15).
We now estimate the remaining integral. Assume without loss of generality

that 1 “ ` e1. Then, by the triangle inequality and the fundamental theorem of
calculus,

ˇ

ˇ

ˇ

ż

pRK ` gKqdx´

ż

1

pRK ` gKqdx
ˇ

ˇ

ˇ

“

ż

´

RKpxq ´RKpx` e1q ` gKpxq ´ gkpx` e1q

¯

dx

ď

ż 1

0

ż

|∇RKpx` te1q| ` |∇gKpx` te1q|dxdt

ď

ż

Y 1

|∇RK | ` |∇gK |dx.

Hence, by the Cauchy-Schwarz inequality, the bound on the drift (4.18) and the
bound on ∇gK (5.12), we have the following estimate: for any ζ ą 0,
ÿ

t , 1uPB

ˇ

ˇ

ˇ

ż

pRK ` gKqdx´

ż

1

pRK ` gKqdx
ˇ

ˇ

ˇ

ď Cpζ, CP qN
3
` 4ζCP

´

ż

TN
|∇RK |

2dx`

ż

TN
|∇gK |2dx

¯

ď Cpζ, CP qN
3
` 4ζCP

´

ż

TN

ż K

0

r2
kdkdx`

ż

TN
|∇g̃K |2dx

¯

.

Thus, by arguing as in Section 5.8.1, one can show the following estimate: let
ζ ă 1

16CP
and ε “ 1´ 8ζCP ą 0. Then, provided η ă 1

392CP
and β ą 1,

EΨQ3

K pvq ě E

«

´ CNΞ
K `

´1´ ε

2
´

2ζCP
β3

´
2ζCP
β3

¯

ż

TN
VβpVK ` gKqdx

`

´1´ ε

2
´ 4ζCP ´ 4ζCP

¯

ż

TN

ż K

0

r2
kdkdx

´ p4ζCP ` 4ζCP q

ż

TN
|∇g̃K |2dx

ff

ě ´CN3
´ 8ζCP

ż

TN
|∇g̃K |2dx.

Applying Proposition 4.7 with HamiltonianHQ3,σ
β,N,KpφKq, with total energy cutoff

suppressed (see Remark 4.8), yields

F σ
β,N,K ´ logENe´H

Q3
β,N,KpφKq ě ´CN3

`

´1

2
´ 8ζCP

¯

ż

TN
|∇g̃K |2dx ě ´CN3.

This estimate is uniform over all 2N
3 choices of σ, hence establishing (5.89).
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6 Chessboard estimates

In this sectionwe prove Proposition 3.6 using the chessboard estimates of Proposition
6.5 and the estimates obtained in Section 5. In addition, we establish that νβ,N is
reflection positive.

6.1 Reflection positivity of νβ,N
We begin by defining reflection positivity for general measures on spaces of distri-
butions following [Shl86] and [GJ87].

For any a P t0, . . . , N ´ 1u and ti, j, ku “ t1, 2, 3u, let

RΠa,ipxq “ p2a´ xiqei ` ej ` ek

where x “ xiei ` xjej ` xkej P TN and addition is understood modulo N . Define

Πa,i “ tx P TN : RΠa,ipxq “ xu. (6.1)

Note that for any x P Πa,i, xi “ a or a` N
2
. We say that RΠa,i is the reflection map

across the hyperplane Πa,i.
Fix such a hyperplaneΠ. It separatesTN “ T`N\Π\T´N such thatT`N “ RΠT´N .

For any f P C8pTNq, we say f is T`N -measurable if suppf Ă T`N . The reflection
of f in Π is defined pointwise by RΠfpxq “ fpRΠxq. For any φ P S 1pTNq, we say
that φ isT`N -measurable if φpfq “ 0 unless f isT`N measurable, where φpfq denotes
the duality pairing between S 1pTNq and C8pTNq. For any such φ, we define RΠφ
pointwise by RΠφpfq “ φpRΠfq.

Let ν be a probability measure on S 1pTNq. We say that F P L2pνq is T`N -
measurable if it is measurable with respect to the σ-algebra generated by the set of
φ P S 1pTNq that are T`N -measurable. For any such F , we define RΠF pointwise by
RΠF pφq “ F pRΠφq.

The measure ν on S 1pTNq is called reflection positive if, for any hyperplane Π
of the form (6.1),

ż

S1pTN q
F pφq ¨RΠF pφqdνpφq ě 0

for all F P L2pνq that are T`N -measurable.

Proposition 6.1. The measure νβ,N is reflection positive.

6.1.1 Proof of Proposition 6.1

In general, Fourier approximations to νβ,N (such as νβ,N,K) are not reflection positive.
Instead, we prove Proposition 6.1 by considering lattice approximations to νβ,N for
which reflection positivity is straightforward to show.
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Let TεN “ pεZ{NZq3 be the discrete torus of sidelength N and lattice spacing
ε ą 0. In order to use discrete Fourier analysis, we assume that ε´1 P N. Note that
any hyperplane Π of the form (6.1) is a subset of TεN .

For any ϕ P pRqTεN , define the lattice Laplacian

∆εϕpxq “
1

ε2

ÿ

yPTεN
|x´y|“ε

pϕpyq ´ ϕpxqq.

Let µ̃N,ε be the Gaussian measure on RTεN with density

dµ̃N,εpϕq9 exp
´

´
ε3

2

ÿ

xPTεN

ϕpxq ¨ p´∆ε
` ηqϕpxq

¯

ź

xPTεN

dϕpxq

where d~φpxq is Lebesgue measure.
A natural lattice approximation to νβ,N is given by the probability measure ν̃β,N,ε

with density proportional to

dν̃β,N,εpϕq9e
´H̃β,N,εpϕqdµ̃N,εpϕq

where

H̃β,N,εpϕq “ ε3
ÿ

xPTεn

Vβpϕpxqq ´
´η

2
`

1

2
δm2

pε, ηq
¯

ϕpxq2

where 1
2
δm2pε, ηq is a renormalisation constant that diverges as εÑ 0 (see Proposi-

tion 6.19). Note two things: first, the renormalisation constant is chosen dependent
on η for technical convenience. Second, no energy renormalisation is included since
we are only interested in convergence of measures.

Remark 6.2. By embedding RTεN into S 1pTNq, we can define reflection positivity
for lattice measures. We choose this embedding so that the pushforward of ν̃β,N,ε is
automatically reflection positive, but other choices are possible.

For any ϕ P RTεN , we write extεϕ for its unique extension to a trigonometric
polynomial on TN of degree less than ε´1 that coincides with ϕ on lattice points
(i.e. in TεN ). Precisely,

extεpϕqpxq “
ε3

N3

ÿ

n

ÿ

yPTεN

enpy ´ xqϕpyq

where the sum ranges over all n “ pa1, a2, a3q P pN
´1Zq3 such that |ai| ď ε´1, and

we recall enpxq “ e2πin¨x.
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Lemma 6.3. Let ε ą 0 such that ε´1 P N. Denote by extε˚ν̃β,N,ε the pushforward of
ν̃β,N,ε by the map extε. Then, the measure extε˚ν̃β,N,ε is reflection positive.

Proof. Fix a hyperplane Π of the form (6.1) and recall that Π separates TN “

T`N \ Π\ T´N . Write T`N,ε “ T`N X TεN .
Since the measure ν̃β,N,ε is reflection positive on the lattice by [Shl86, Theorem

2.1], the following estimate holds: let F ε P L2pν̃β,N,εq be T`N,ε-measurable - i.e.
F εpϕq depends only on ϕpxq for x P T`N,ε. Then,

ż

F ε
pϕq ¨RΠF

ε
pϕqdν̃β,N,εpϕq ě 0. (6.2)

Let F P L2pextε˚ν̃β,N,εq be T`N -measurable. Then, F ˝ extε P L2pν̃β,N,εq is
T`N,ε-measurable. Using that extε and RΠ (the reflection across Π) commute,
ż

F pφq ¨RΠF pφqdextε˚ν̃β,N,εpφq “
ż

pF ˝ extεqpϕq ¨ pF ˝RΠ ˝ extεqpϕqdν̃β,N,εpϕq

“

ż

pF ˝ extεqpϕq ¨ pF ˝ extεqpRΠϕqdν̃β,N,εpϕq

ě 0

where the last inequality is by (6.2). Hence, extε˚ν̃β,N,ε is reflection positive.

Proposition 6.4. There exist constants 1
2
δm2p‚, ηq such that extε˚~νβ,N,ε Ñ νβ,N

weakly as εÑ 8.

Proof. The existence of a weak limit of extε˚ν̃β,N,ε as ε Ñ 0 was first established
in [Par75]. The fact the lattice approximations and the Fourier approximations (i.e.
νβ,N,K) yield the same limit as the cutoff is removed is not straightforward in 3D
because of the mutual singularity of νβ,N and µN [BG20]. Previous approaches have
relied on Borel summation techniques to show that the correlation functions agree
with (resummed) perturbation theory [MS77].

In Section 6.4 we give an alternative proof using stochastic quantisation tech-
niques. The key idea is to view νβ,N as the unique invariant measure for a singular
stochastic PDE with a local solution theory that is robust under different approxi-
mations. This allows us to show directly that extε˚ν̃β,N,ε converges weakly to νβ,N
and avoids the use of Borel summation and perturbation theory. The strategy is
explained in further detail at the beginning of that section.

Proof of Proposition 6.1 assuming Proposition 6.4. Proposition 6.1 is a direct con-
sequence of Lemma 6.3 and Proposition 6.4 since reflection positivity is preserved
under weak limits.
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6.2 Chessboard estimates for νβ,N
Let B Ă BN be either a unit block or a pair of nearest-neighbour blocks. Recall
the natural identification of B with the subset of TN given by the union of blocks
in B. TN can be written as a disjoint union of translates of B. Let BBN be the set
of these translates; its elements are also identified with subsets of TN . Note that if
B “ P BN , then BBN “ BN .

We say that f P C8pTNq is B-measurable if suppf Ă B and suppf XBB “ H.
We say that φ P S 1pTNq is B-measurable if φpfq “ 0 for every f P C8pTNq unless
f is B-measurable. We say that F P L2pνβ,Nq is B-measurable if it is measurable
with respect to the σ-algebra generated by φ P S 1pTNq that are B-measurable.

Proposition 6.5. Let N P 4N. Let tFB̃ : B̃ P BBNu be a given set of L2pνβ,Nq-
functions such that each FB̃ is B̃-measurable.

Fix B̃ P BBN and define an associated set of L2pνβ,Nq-functions tFB̃,B1 : B1 P

BBNu by the conditions: FB̃,B̃ “ FB̃; and, for any B
1, B2 P BBN such that B1 and B2

share a common face,

FB̃,B1 “ RΠFB̃,B2

where Π is the unique hyperplane of the form (6.1) containing the shared face
between B1 and B2.

Then,
ˇ

ˇ

ˇ

A

ź

B̃PBBN

FB̃

E

β,N

ˇ

ˇ

ˇ
ď

ź

B̃PBBN

ˇ

ˇ

ˇ

A

ź

B1PBBN

FB̃,B1
E

β,N

ˇ

ˇ

ˇ

|B|

N3

.

Proof. This is a consequence of the reflection positivity of νβ,N . The condition
N P 4N guarantees FB̃,B1 is well-defined. See [Shl86, Theorem 2.2].

6.3 Proof of Proposition 3.6
In order to be able to apply Proposition 6.5 to the random variablesQi of Proposition
3.6, we need the following lemma.

Lemma 6.6. Let N P N and β ą 0. Then, for any P BN , expQ1p q, expQ2p q P

L2pνβ,Nq is -measurable.
In addition, for any nearest neighbours , 1 P BN , expQ3p ,

1q P L2pνβ,Nq is
Y 1-measurable.

Proof. The fact that expQ1p q, expQ2p q, expQ3p ,
1q P L2pνβ,Nq follows from

estimates obtained in Proposition 5.22. The and Y 1 measurability of these
observables comes from taking approximations to indicators which are supported
on blocks (e.g. using some appropriate regularisation of the distance function) and
estimates obtained in Proposition 5.22.
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Proof of Proposition 3.6. Let B1, B2 Ă BN and B3 be a set of unordered pairs of
nearest neighbour blocks in BN . Then,

coshQ1pB1q coshQ2pB2q coshQ3pB3q

“ 2´|B1|´|B2|´|B3|
ź

1PB1

ź

2PB2

ź

t 3,
1
3uPB3

´

eQ1p 1q ` e´Q1p 1q
¯

ˆ

´

eQ2p 2q ` e´Q2p 2q
¯´

eQ3p 3,
1
3q ` eQ3p

1
3, 3q

¯

ď 2´|B1|´|B2|
ÿ

B`1 ,B
´
1 ,B

`
2 ,B

´
2

2
ź

i“1

˜

ź

`
i PB

`
i

eQip
`
i q

ź

´
i PB

´
i

e´Qip
´
i q

¸

ˆ
ź

t 3,
1
3uPB3

e|Q3p 3,
1
3q|

(6.3)

where coshQipBiq is defined in (3.7) and the sum is over all partitionsB`1 \B´1 “ B1

and B`2 \B´2 “ B2.
It suffices to prove that there exists C̃Q ą 0 such that, for any B˘1 , B˘2 and B3 as

above,

A

2
ź

i“1

˜

ź

`
i PB

`
i

eQ1p
`
i q

ź

´
i PB

´
i

e´Q2p
´
i q

¸

ź

t 3,
1
3uPB3

e|Q3p 3,
1
3q|
E

β,N

ď eC̃Qp|B1|`|B2|`|B3|q.

(6.4)

Then, taking expectations in (6.3) and using (6.4)

A

coshQ1pB1q coshQ2pB2q coshQ3pB3q

E

β,N

ď 2|B1|`|B2|
ÿ

B`1 ,B
´
1

ÿ

B`2 ,B
´
2

A

2
ź

i“1

˜

ź

`
i PB

`
i

eQ1p
`
i q

ź

´
i PB

´
i

e´Q2p
´
i q

¸

ź

t 3,
1
3uPB3

e|Q3p 3,
1
3q|
E

β,N

ď eC̃Qp|B1|`|B2|`|B3|q

which yields Proposition 3.6 with CQ “ C̃Q.
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To prove (6.4), first fix B˘1 and B˘2 . Then, by Hölder’s inequality,
A

2
ź

i“1

˜

ź

`
i PB

`
i

eQ1p
`
i q

ź

´
i PB

´
i

e´Q2p
´
i q

¸

ź

t 3,
1
3uPB3

e|Q3p 3,
1
3q|
E

β,N

ď
ź

i“1,2

˜

A

ź

`
i PB

`
i

e5Qip
`
i q
E

1
5

β,N

A

ź

´
i PB

´
i

e5Qip
´
i q
E

1
5

β,N

¸

ˆ

A

ź

t 3,
1
3uPB3

e5|Q3p 3,
1
3q|
E

1
5

β,N
.

(6.5)

Let i “ 1, 2. Without loss of generality, we use Proposition 6.5 to estimate
A

ź

PB`i

e5Qip q
E

β,N
.

DefineF “ e5Qip q if P B`i and 1 otherwise. For each P BN , we generate the
family of functions tF , 1 : 1 P BNu as in Proposition 6.5. Note that for , 1 P BN
such that and 1 are nearest-neighbours,

Re5Qip q “ e5Qip
1q.

whereR is the reflection across the unique hyperplane containing the shared face of
and 1. Thus, we have F , 1 “ e5Qip

1q for every P B`i and 1 P BBN . If R B`i ,
we have F , 1 “ 1 for every 1 P BN .

Lemma 6.6 ensures that F P L2pνβ,Nq is -measurable for every P BN .
Hence, by Proposition 6.5, we obtain

A

ź

PB`i

e5Qip q
E

β,N
ď

ź

PB`i

A

ź

1PBN

e5Qip
1q
E

1
N3

β,N
.

Therefore, by Proposition 5.1, there existsC 1Q ą 0 such that, for all β sufficiently
large,

A

ź

PB`i

e5Qip q
E

β,N
ď eC

1
Q|B

`
i |. (6.6)

For the remaining term involving Q3, partition B3 “
Ť6
k“1B

pkq
3 such that each

B
pkq
3 is a set of disjoint pairs of nearest neighbour blocks, all with same orientation.

Then, by Hölder’s inequality,
A

ź

t , 1uPB3

e5|Q3p , 1q|
E

β,N
ď

6
ź

k“1

A

ź

t , 1uPB
pkq
3

e30|Q3p , 1q|
E

1
6

β,N
. (6.7)
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Assuming that we have established that there exists C 1Q ą 0 such that
A

ź

t , 1uPB
pkq
3

e30|Q3p , 1q|
E

β,N
ď eC

1
Q|B

pkq
3 |

for every k P t1, . . . , 6u, then (6.7) yields
A

ź

t , 1uPB3

e5|Q3p , 1q|
E

β,N
ď e

C1Q
6
|B3|.

Hence, without loss of generality, we may assume B3 is a set of disjoint pairs of
nearest neighbour blocks, all of the same orientation.

Define FB “ e5|Q3p , 1q| for any B “ t , 1u P B3 and 1 otherwise. Note that for
any two pairs of nearest-neighbour blocks, t , 1u, t˜, ˜1u Ă BN ,

Re5|Q3p , 1q| “ e5|Q3p˜,˜
1
q|

where R is the reflection across the unique hyperplane containing the shared face
of Y 1 and ˜ Y ˜1. Thus, for any B “ t , 1u P B3 and B1 “ t˜, ˜1u P BBN , we
have FB,B1 “ e5|Q3p˜,˜

1
q|. If B R B3, then we have FB,B1 “ 1 for all B1 P BBN .

Lemma 6.6 ensures that expp|Q3p ,
1q|q is Y 1-measurable. Thus, applying

Propositions 6.5 and 5.1, there exists C 1Q ą 0 such that, for all β sufficiently large,
A

ź

B“t , 1uPB3

e5|Q3pt , 1uq|
E

β,N

ď
ź

B“t , 1uPB3

A

ź

B1“t˜,˜1uPBBN

e5|Q3p˜,˜
1
q|
E

2
N3

β,N

ď e2C1Q|B3|.

(6.8)

Inserting (6.6) and (6.8) into (6.5), and taking into account (6.7), yields (6.4)
with C̃Q “

C1Q
15
, thereby finishing the proof.

6.4 Equivalence of the lattice and Fourier cutoffs
This section is devoted to a proof of Proposition 6.4 using stochastic quantisation
techniques. In Section 6.4.1, we give a rigorous interpretation to (1.3) via the
change of variables (6.14). Subsequently, in Section 6.4.2, we establish that νβ,N is
the unique invariant measure of (1.3), see Proposition 6.18. In Section 6.4.3, we first
establish that local solutions of spectral Galerkin and lattice approximations to (1.3)
converge to the same limit (see Propositions 6.13 and 6.19); these approximations
admit unique invariant measures given by νβ,N,K and ν̃β,N,ε, respectively. Then,
using the global existence of solutions and uniqueness of the invariant measure
of (1.3), we show that both of these measures converge to νβ,N as the cutoffs are
removed.
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6.4.1 Giving a meaning to (1.3)

Let ξ be space-time white noise on TN defined on a probability space pΩ,Pq. This
means that ξ is a Gaussian random distribution on Ω satisfying

ErξpΦqξpΨqs “
ż 8

0

ż

TN
ΦΨdxdt

where Φ,Ψ P C8pR` ˆ TNq and E denotes expectation with respect to P. We use
the colour blue here to distinguish between the space random processes defined in
Section 4 and the space-time random processes that we consider here.

We interpret (1.3) as the limit of renormalised approximations. For every K P

p0,8q, the Glauber dynamics of νβ,N,K is given by the stochastic PDE

pBt ´∆` ηqΦK “ ´
4

β
ρKpρKΦKq

3

`

´

4` η `
12

β K `
2γK
β2

¯

ρ2
KΦK `

?
2ξ.

(6.9)

Above, ρK is as in Section 2 and we recall ρ2
K ‰ ρK ; K is defined in (2.1); and

γK “ ´42 ¨ 3 K , where K is defined in (4.4).

Remark 6.7. Recall that theGlauber dynamics for themeasure ν with formal density
dνpφq9e´Hpφq

ś

xPTN dφpxq is given by the (overdamped) Langevin equation

BtΦptq “ BφHpΦptqq `
?

2ξ

where BφHdenotes the functional derivative of H.

For fixedK, the (almost sure) global existence and uniqueness of mild solutions
to (6.9) is standard (see e.g. [DPZ88, Section III]). Moreover, νβ,N,K is its unique
invariant measure (see [Zab89, Theorem 2]). The approximations (6.9), which
we call spectral Galerkin approximations, are natural in our context since νβ,N is
constructed as the weak limit of νβ,N,K as K Ñ 8.

The difficulty in obtaining a local well-posedness theory that is stable in the limit
K Ñ 8 lies in the roughness of the white noise ξ. The key idea is to exploit that the
small-scale behaviour of solutions to (6.9) is governed by the Ornstein-Uhlenbeck
process

“ pBt ´∆` ηq´1
?

2ξ.

This allows us to obtain an expansion of ΦK in terms of explicit (renormalised)
multilinear functions of , which give a more detailed description of the small-scale
behaviour ofΦK , plus a more regular remainder term. Given the regularities of these
explicit stochastic terms, the local solution theory then follows from deterministic
arguments.
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Remark 6.8. We are only concerned with the limit K Ñ 8 in (6.9). We do not try
to make sense of the joint K,N Ñ 8 limit.

Weuse the paracontrolled distribution approach of [MW17b], which is modifica-
tion of the framework of [CC18] (both influenced by the seminal work of [GIP15]).
In this approach, the expansion of ΦK is given by an ansatz, see (6.10), that has sim-
ilarities to the change of variables encountered in Section 5.4.1. See Remark 6.10.
There are also related approaches via regularity structures [Hai14, Hai16, MW18]
and renormalisation group [Kup16], but we do not discuss them further.

For every K P p0,8q, define

K “ ρK

K “
2
K ´ K

K “
3
K ´ 3 K K

K “ pBt ´∆` ηq´1ρK K

K “ pBt ´∆` ηq´1ρK K

K “ K “ ρK K

K “ K “ ρK K ´
2

3
K

K “ K “ ρK K ´ 2 K K .

We recall that the colour blue is used to distinguish between the above space-time
diagrams and the space diagrams of Section 4.1.1.

For any T ą 0, the vector ΞK “

´

K , K , K , K , K , K

¯

is space-time
stationary and almost surely an element of the Banach space

XT “ Cpr0, T s; C´
1
2
´κ
q ˆ Cpr0, T s; C´1´κ

q

ˆ

´

Cpr0, T s; C
1
2
´κ
q X C

1
8 pr0, T s; C

1
4
´κ
q

¯

ˆ Cpr0, T s; C´κq ˆ Cpr0, T s; C´κq ˆ Cpr0, T s; C´
1
2
´κ
q

where the norm on XT is given by the maximum of the norms on the components.
Above, for any s P R, Cpr0, T s; Csq consists of continuous functions Φ : r0, T s Ñ
Cs and is a Banach space under the norm suptPr0,T s } ¨ }Cs . In addition, for any α P
p0, 1q, Cαpr0, T s; Csq consists of α-Hölder continuous functions Φ : r0, T s Ñ Cs

and is a Banach space under the norm } ¨ }Cpr0,T s;Csq ` | ¨ |α,T where

|Φ|α,T “ sup
0ăsătăT

}Φptq ´ Φpsq}Cs

|t´ s|α
.

Proposition 6.9. There exists a stochastic process Ξ “ p , , , , , q such that,
for every T ą 0, Ξ P XT almost surely and

lim
KÑ8

E}ΞK ´ Ξ}XT “ 0.



Phase transitions 159

Proof. The proof follows from [CC18, Section 4] (see also [MWX17] and [Hai14,
Section 10]). The only subtlety is to check that the renormalisation constants K and

K , which were determined by the field theory νβ,N , are sufficient to renormalise
the space-time diagrams appearing in the analysis of the SPDE. Precisely, it suffices
to show Er 2

Kpt, xqs “ K and E
”

KρK Kpt, xq
ı

“ 2
3 K for every pt, xq P

R` ˆ TN .
There exists a set of complex Brownian motions tW np‚qunPpN´1Zq3 defined on

pΩ,Pq, independent modulo the conditionW np‚q “ W´np‚q, such that

ξpφq “
1

N3

ÿ

nPpN´1Zq3

ż

R
Fpφqpt, nqN

3
2dW n

ptq

for every φ P L2pRˆ TNq.
For t ě 0 and n P pN´1Zq3, let Hpt, nq “ e´txny

2 be the (spatial) Fourier
transform of the heat kernel associated to pBt ´ ∆ ` ηq. For any K ą 0, define
HKpt, nq “ ρKpnqHpt, nq. We extend both kernels to t P R by setting Hpt, ¨q “
HKpt, ¨q “ 0 for any t ă 0. Then

FKpt, nq “
?

2N
3
2

ż

R
HKpt´ s, nqdW

n
psq.

By Parseval’s theorem and Itô’s isometry,

E 2
Kpt, xq

“
2

N3

ÿ

n1,n2PpN´1Zq3
E

«˜

ż

R
HKpt´ s, n1qdW

n1psq

¸˜

ż

R
HKpt´ s, n2qdW

n2psq

¸ff

“
2

N3

ÿ

nPpN´1Zq3
ρ2
Kpnq

ż t

´8

e´2pt´sqxny2ds “ K

for all pt, xq P R` ˆ TN . With this observation the convergence of K , K , K and
K follows from mild adaptations of [CC18, Section 4].
For the remaining two diagrams, one can show from arguments in [CC18, Section

4] that

ρK K “ K ´ E
”

ρK K K

ı

and ρK K “ K ´ 3E
”

ρK K K

ı

K

converge to well-defined space-time distributions.
Writing

pt, xq “
1

N3

ÿ

n1,n2PpN´1Zq3
en1`n2pxq

ż

R2

HKpt´ s, n1qHKpt´ r, n2qdW
n1psqdW n2prq
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we have, by Parseval’s theorem and Itô’s isometry,

E
”

KρK pt, xq
ı

“
8

N6
E

«

ÿ

n1,n2,n3,n4PpN´1Zq3
n1`n3“n2`n4“0

en1`n2`n3`n4pxqρKpn3 ` n4q

ˆ

ż

R5

HKpt´ s, n1 ` n2qHKps´ u1, n1qHKps´ u2, n2qHKpt´ u3, n3q

ˆHKpt´ u4, n4qdW
n1pu1qdW

n2pu2qdW
n3pu3qdW

n4pu4qds

ff

“
8

N6

ÿ

n1,n2,n3,n4PpN´1Zq3
n1“´n3,n2“´n4

ρKpn3 ` n4q

ż

R3

HKpt´ s, n1 ` n2qHKps´ u1, n1q

ˆHKps´ u2, n2qHKpt´ u1, n1qHKpt´ u2, n2qdu1du2ds

“
8

N6

ÿ

n1,n2PpN´1Zq3
ρ2
Kpn1 ` n2qρ

2
Kpn1qρ

2
Kpn2q

ż

R
Hpt´ s, n1 ` n2qHpt´ s, n1q

ˆHpt´ s, n2q

ż

R2

Hp2ps´ u1q, n1qHp2ps´ u2q, n2qdu1du2ds

“
2

N6

ÿ

n1,n2PpN´1Zq3

ρ2
Kpn1qρ

2
Kpn2qρ

2
Kpn1 ` n2q

xn1y
2xn2y

2pxn1 ` n2y
2 ` xn1y

2 ` xn2y
2q
.

By symmetry,

2

N6

ÿ

n1,n2PpN´1Zq3

ρ2
Kpn1qρ

2
Kpn2qρ

2
Kpn1 ` n2q

xn1y
2xn2y

2pxn1 ` n2y
2 ` xn1y

2 ` xn2y
2q

“
2

3N6

ÿ

n1`n2`n3“0

ρ2
Kpn1qρ

2
Kpn2qρ

2
Kpn3q

xn1y
2 ` xn2y

2 ` xn3y
2

ˆ

´ 1

xn1y
2xn2y

2
`

1

xn2y
2xn1 ` n2y

2
`

1

xn1 ` n2y
2xn1y

2

¯

“
2

3
K

thereby completing the proof.

We return now to the solution theory for (1.3)/(6.9). Fix K P p0,8q. Using the
change of variables

ΦK “ ´
4

β
K `ΥK `ΘK (6.10)
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we say that ΦK is a mild solution of (6.9) with initial data φ0 P C´
1
2
´κ if pΥK ,ΘKq

is a mild solution to the system of equations

pBt ´∆` ηqΥK “ FKpΥK ,ΘK ; ΞKq

pBt ´∆` ηqΘK “ GKpΥK ,ΘK ; ΞKq
(6.11)

where

FKpΥK ,ΘK ; ΞKq “ ´
4 ¨ 3

β
ρK

!

K ą ρKpΦK ´ q

)

GKpΥK ,ΘK ; ΞKq “ ´
4 ¨ 3

β
ρK

!

K “

´

´
4

β
ρK K ` ρKpΥK `ΘKq

¯)

´
4 ¨ 3

β
ρK

!

K ă ρKpΦK ´ q ` K

`

ρKpΦK ´ q
˘2
)

´
4

β
ρK

`

ρKpΦK ´ q
˘3
`

´

4` η `
2γK
β2

¯

ρKΦK

with initial data pΥKp0, ¨q,ΘKp0, ¨qq “
´

0, φ0 `
?

2p0q ´ 4¨p
?

2q3

β Kp0q
¯

.
We split GKpΥK ,ΘK ; ΞKq “ G1

KpΥK ,ΘK ; ΞKq `G
2
KpΥK ,ΘK ; ΞKq,

G1
KpΥK ,ΘK ; ΞKq “

42 ¨ 3

β2
ρK

!

K ` 3 KρKpΦK ´ q

)

`G1,a
K pΥK ,ΘK ; ΞKq `G

1,b
K pΥK ,ΘK ; ΞKq

G2
KpΥK ,ΘK ; ΞKq “ ´

4 ¨ 3

β
ρK

!

K “ ρKΘK ` K ă ρKpΦK ´ q

` K

`

ρKpΦK ´ q
˘2
)

´
4

β
ρK

`

ρKpΦK ´ q
˘3
` p4` ηqρKΦK

where G1,a
K pΥK ,ΘK ; ΞKq and G2,a

K pΥK ,ΘK ; ΞKq are commutator terms defined
through the manipulations

´
4 ¨ 3

β
ρK

!

K “ ρKΥK

)

“
42 ¨ 32

β2
ρK

!

K “ ρKpBt ´∆` ηq´1
`

ρKt K ą ρKpΦK ´ qu
˘

)

“
42 ¨ 32

β2
ρK

!

K “ ρK

´

K ą ρKpΦK ´ q

¯)

`G1,a
K

“
42 ¨ 32

β2
ρK

!´

K “ ρK K

¯

ρKpΦK ´ q

)

`G1,a
K `G1,b

K .

(6.12)

The precise choice of the splitting of ΦK´ ` 4
β K into ΥK and ΘK is explained

in detail in [MW17b, Introduction]. For our purposes, it suffices to note that ΥK
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captures the small-scale behaviour of this difference. On the other hand,ΘK captures
the large-scale behaviour: the term G2

K contains a cubic damping term in ΘK (i.e.
with a good sign). Finally, we note that there is a redundancy in the specification of
initial condition: any choice such that ΥKp0, ¨q `ΘKp0, ¨q “ φ0 ` p0q ´ 4

β
p0q is

sufficient. Our choice is informed by Remark 1.3 in [MW17b].

Remark 6.10. Rewriting (6.10) as

ΦK “ ´
4

β
K ´

4 ¨ 3

β
pBt ´∆` ηq´1ρK

!

K ą ρKpΦK ´ q

)

`ΘK

we note the similarity between the change of variables for the stochastic PDE given
above and for the field theory in (5.21).

Formally taking K Ñ 8 in (6.11) leads us to the following system:

pBt ´∆` ηqΥ “ F pΥ,Θ; Ξq

pBt ´∆` ηqΘ “ GpΥ,Θ; Ξq
(6.13)

where

F pΥ,Θ; Ξq “ ´
4 ¨ 3

β
ą

´

´
4

β
`Υ`Θ

¯

GpΥ,Θ; Ξq “ G1
pΥ,Θ; Ξq `G2

pΥ,Θ; Ξq

G1
pΥ,Θ; Ξq “

42 ¨ 3

β2

˜

` 3
´

´
4

β
`Υ`Θ

¯

¸

`G1,a
pΥ,Θ; Ξq `G2,b

pΥ,Θ; Ξq

G2
pΥ,Θ; Ξq “ ´

4 ¨ 3

β

˜

“ Θ` ă

´

´
4

β
`Υ`Θ

¯

¸

´
4 ¨ 3

β

´

´
4

β
`Υ`Θ

¯2

´
4

β

´

´
4

β
`Υ`Θ

¯3

` p4` ηq
´

1´
4

β
`Υ`Θ

¯

and G1,a and G1,b are commutator terms defined analogously as in (6.12).
For every T ą 0, define the Banach space

YT “
”

Cpr0, T s; C´
3
5 q X Cpp0, T s; C

1
2
`2κ
q X C

1
8 pp0, T s;L8q

ı

ˆ

”

Cpr0, T s; C´
3
5 q X Cpp0, T s; C1`2κ

q X C
1
8 pp0, T s;L8q

ı
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equipped with the norm

}pΥ,Θq}YT

“ max

#

sup
0ďtďT

}Υptq}
C
´ 3

5
, sup

0ătďT
t

3
5 }Υptq}

C
1
2`2κ , sup

0ăsătďT
s

1
2
}Υptq ´Υpsq}L8

|t´ s|
1
8

,

sup
0ďtďT

}Θptq}
C
´ 3

5
, sup

0ătďT
t

17
20 }Θptq}C1`2κ , sup

0ăsătďT
s

1
2
}Θptq ´Θpsq}L8

|t´ s|
1
8

+

.

Remark 6.11. The choice of exponents in function spaces in YT , as well as the
choice of exponents in the blow-up at t “ 0 in } ¨ }YT , corresponds to the one made
in [MW17b]. It is arbitrary to an extent: it depends on the choice of initial condition,
which must have Besov-Hölder regularity strictly better than ´2

3
.

The local well-posedness of (6.13) follows from entirely deterministic argu-
ments, so we state it with Ξ replaced by any deterministic Ξ̃.

Proposition 6.12. Let Ξ̃ P XT0 for any T0 ą 0, and let pΥ0,Θ0q P C´
3
5 ˆ C´

3
5 .

Then, there exists T “ T p}Ξ̃}XT0
, }Υ0}

C
´ 3

5
, }Θ0}

C
´ 3

5
q P p0, T0s such that there is a

unique mild solution pΥ,Θq P YT to (6.13) with initial data pΥ0,Θ0q.
In addition, let Ξ̃,Ξ1 P XT0 such that }Ξ̃}XT0

, }Ξ1}XT0
ď R for some R ą 0,

and let pΥ1
0,Θ

1
0q, pΥ

2
0,Θ

2
0q P C´

3
5 ˆ C´

3
5 . Let the respective solutions to (6.13) be

pΥ1,Θ1q P YT1 and pΥ2,Θ2q P YT2 and define T “ minpT1, T2q. Then there exists
C “ CpRq ą 0 such that

}pΥ1,Θ1
q ´ pΥ2,Θ2

q}YT ď C
´

}Υ1
0 ´Υ2

0}C´
3
5
` }Θ1

0 ´Θ2
0}C´

3
5
` }Ξ̃´ Ξ1}XT0

¯

.

Proof. Proposition 6.12 is proven in Theorem 2.1 [MW17b] (see also Theorem 3.1
[CC18]) by showing that the mild solution map

pΥ,Θq ÞÑ
´

pBt ´∆` ηq´1Υ0, pBt ´∆` ηq´1Θ0

¯

`

´

pBt ´∆` ηq´1F pΥ,Θ; Ξ̃q, pBt ´∆` ηq´1GpΥ,Θ; Ξ̃q
¯

is a contraction in the ball

YT,M “

!

pΥ̃, Θ̃q P YT : }pΥ̃, Θ̃q}YT ďM
)

provided that T is taken sufficiently small and M is taken sufficiently large (both
depending on the norm of the initial data and of }Ξ̃}XT0

).
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We say that Φ P Cpr0, T s; C´
1
2
´κq is a mild solution to (1.3) with initial data

φ0 P C´
1
2
´κ if

Φ “ ´
4

β
`Υ`Θ (6.14)

where pΥ,Θq P YT is a solution to (6.13) with Ξ as in Proposition 6.9 and initial
data

´

0, φ0 ` p0q ´ 4
β
p0q

¯

.

Proposition 6.13. For any φ0 P C´
1
2
´κ, let Φ P Cpr0, T s; C´

1
2
´κq be the unique

solution of (1.3) with initial data φ0 up to time T ą 0. In addition, for any
K P p0,8q, let ΦK P CpR`; C´

1
2
´κq be the unique global solution of (6.9) with

initial data ρKφ0.
Then,

lim
KÑ8

E}Φ´ ΦK}Cpr0,T s;C´
1
2´κq

“ 0.

Proof. It suffices to show convergence of pΥK ,ΘKq to pΥ,Θq as K Ñ 8. This
follows from Proposition 6.9 andmild adaptations of arguments in [MW17b, Section
2].

Proposition 6.13 implies that ΦK Ñ Φ in probability in Cpr0, T s; C´
1
2
´κq.

Local-in-time convergence is not sufficient for our purposes.
The following proposition establishing global well-posedness of (1.3).

Proposition 6.14. For every φ0 P C´
1
2
´κ let Φ P Cpr0, T ˚q; C´

1
2
´κq be the unique

solution to (1.3) with initial condition φ0 and where T ˚ ą 0 is the maximal time of
existence. Then T ˚ “ 8 almost surely.

Proof. Proposition 6.14 is a consequence of a strong a priori bound on solutions to
(6.13) established in [MW17b, Theorem 1.1].

An immediate corollary of Proposition 6.14 is a global-in-time convergence
result sufficient for our purposes.
Corollary 6.15. For every φ0 P C´

1
2
´κ, let Φ P CpR`; C´

1
2
´κq be the unique

global solution to (1.3) with initial condition φ0. For every K P p0,8q, let ΦK P

CpR`; C´
1
2
´κq be the unique global solution to (6.9) with initial condition ρKφ0.

For every T ą 0,

lim
KÑ8

E}ΦK ´ Φ}
Cpr0,T s;C´

1
2´κq

“ 0.

Remark 6.16. The infinite constant in (1.3) represents the renormalisation constants
of the approximating equation (6.9) going to infinity as K Ñ 8. Note that there
is a one-parameter family of distinct nontrivial "solutions" to (1.3) corresponding
to taking finite shifts of the renormalisation constants. However, the use of Ξ in the
change of variables (6.14) fixes the precise solution.
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6.4.2 νβ,N is the unique invariant measure of (6.14)

Denote by BbpC
´ 1

2
´κq the set of bounded measurable functions on C´

1
2
´κ and by

CbpC
´ 1

2
´κq Ă BbpC

´ 1
2
´κq the set of bounded continuous functions on C´

1
2
´κ.

Let Φp¨; ¨q be the solution map to (1.3): for φ0 P C´
1
2
´κ and t P R`, Φpt;φ0q

is the solution at time t to (1.3) with initial condition φ0. For every t ą 0, define
P
β,N
t : BbpC

´ 1
2
´κq Ñ BbpC

´ 1
2
´κq by

pP
β,N
t F qpφ0q “ EF pΦpt;φ0qq

for F P BbpC
´ 1

2
´κq, φ0 P C´

1
2
´κ, and t P R`.

Proposition 6.17. The solution Φ to (1.3) is a Markov process and its transition
semigroup pPβ,N

t qtě0 satisfies the strong Feller property, i.e. Pt : BbpC
´ 1

2
´κq Ñ

CbpC
´ 1

2
´κq.

Proof. See [HM18b, Theorem 3.2].

Proposition 6.18. The measure νβ,N is the unique invariant measure of (1.3).

Proof. By Proposition 2.1 the measures νβ,N,K converge weakly to νβ,N as K Ñ

8. Hence, by Skorokhod’s representation theorem [Bil08, Theorem 25.6] we can
assume that there exists a sequence of random variables tφKuKPN Ă C´

1
2
´κ defined

on the probability space pΩ,Pq, independent of the white noise ξ, such that φK „
νβ,N,K and φK converges almost surely to a random variable φ „ νβ,N .

For every K P p0,8q, recall that the unique invariant measure of (6.9) is
νβ,N,K . Let ΦK denote the solution to (6.9) with random initial data φK . Hence,
ΦKptq „ νβ,N,K for all t P R`.

Denote by Φ the solution to (1.3) with initial condition φ. By Proposition 6.14,
ΦKptq converges in distribution to Φptq for every t P R, which implies Φptq „ νβ,N .
Thus, νβ,N is an invariant measure of (1.3). As a consequence of the strong Feller
property in Proposition 6.17, we obtain that νβ,N is the unique invariant measure of
(1.3).

6.4.3 Proof of Proposition 6.4

The Glauber dynamics of ν̃β,N,ε is given by the system of SDEs

d

dt
Φ̃ “ ∆εΦ̃´

4

β
Φ̃3
` p4` δm2

pε, ηqqΦ̃`
?

2ξε (6.15)

Φ̃p0, ¨q “ ϕp¨q

where Φ̃ : R`ˆTεN Ñ R, ϕ P RTεN , and ξε is the lattice discretisation of ξ given by

ξεpt, xq “
43

ε3

ż

TN
ξpt, x1q1|x´x1|ď ε

4
dx1.
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Note that the integral above means duality pairing between ξpt, ¨q and 1|x´¨|ď ε
4
.

For each ε ą 0, the global existence and uniqueness of (6.15), as well as the fact
that ν̃β,N,ε is its unique invariant measure, is well-known.

The following proposition establishes a global-in-time convergence result for
solutions of (6.15) to solutions of (1.3).

Proposition 6.19. For every ε ą 0, denote by Φ̃ε the unique global solution to (6.15)
with initial data ϕε P RTεN . In addition, denote by Φ the unique global solution to
(1.3) with initial data φ P C´

1
2
´κ.

Then, there exists a choice of constants δm2pε, ηq Ñ 8 as ε Ñ 0 such that, for
every T ą 0,

lim
εÑ0

E}Φ´ extεΦ̃ε
}
Cpr0,T s;C´

1
2´κq

“ 0

provided that

lim
εÑ0

}φ´ extεϕε}
C
´ 1

2´κ
“ 0 (6.16)

almost surely.

Proof. See [ZZ18b, Theorem 1.1] or [HM18a, Theorem 1.1].

The next proposition establishes that the lattice measures are tight.

Proposition 6.20. Let δm2p‚, ηq be as in Proposition 6.19. Then, extε˚ν̃β,N,ε con-
verges weakly to a measure ν as εÑ 0.

Proof. See [Par75, BFS83, GH18].

Proof of Proposition 6.4. For every ε ą 0, let ϕε „ ν̃β,N,ε be a random variable
on pΩ,Pq and independent of the white noise ξ. By Proposition 6.20 and in light
of Skorokhod’s representation theorem [Bil08, Theorem 25.6], we may assume that
extεϕε converges almost surely to φ „ ν as εÑ 0. Reflection positivity is preserved
by weak limits hence, by Lemma 6.3, ν is reflection positive.

Denote by Φ̃ε the solution to (6.15) with initial data ϕε. Since ν̃β,N,ε is the
invariant measure of (6.15), Φ̃εptq „ ν̃β,N,ε for every t P R`.

Denote by Φ the (global-in-time) solution to (1.3) with initial data φ. For every
t ą 0, extεΦ̃εptq Ñ Φptq in distribution as ε Ñ 0 as a consequence of Proposition
6.19. Hence, Φptq „ ν for every t ą 0. Thus, ν is an invariant measure of (1.3). By
Proposition 6.17 the invariant measure of (1.3) is unique. Therefore, ν “ νβ,N .
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7 Decay of spectral gap

Proof of Corollary 1.3. The Markov semigroup pPβ,N
t qtě0 associated to (1.3) is

reversible with respect to νβ,N (see [HM18a, Corollary 1.3] or [ZZ18a, Lemma
4.2]). Thus, one can express λβ,N as the sharpest constant in the Poincaré inequality

λβ,N “ inf
FPDpEβ,N q

Eβ,NpF, F q

xF 2yβ,N ´ xF y2β,N
ą 0 (7.1)

where Eβ,N is the associated Dirichlet form with domainDpEβ,Nq Ă L2pνβ,Nq. See
[ZZ18a, Corollary 1.5].

The proof of Corollary 1.3 amounts to choosing the right test function in (7.1)
and then using the explicit expression for Eβ,N for sufficiently nice functions due to
[ZZ18a, Theorem 1.2].

Let Cyl be the set of F P L2pνβ,Nq of the form

F p¨q “ f
´

l1p¨q, . . . , lmp¨q
¯

wherem P N, f P C1
b pRmq, l1, . . . , lm are real trigonometric polynomials, and lip¨q

denotes the (L2) duality pairing between li and elements in C´
1
2
´κ. For anyF P Cyl,

let BliF denote the Gâteaux derivative of F in direction li. Let ∇F : C´
1
2
´κ Ñ R

be the unique function such that BliF pφq “
ş

TN
∇F pφqlidx for every φ P C´

1
2
´κ.

In other words, ∇F is the representation of the Gâteaux derivative with respect to
the L2 inner product. Then, for any F,G P Cyl,

Eβ,NpF,Gq “
A

ż

TN
∇F∇Gdx

E

β,N
.

Now we choose a test function in Cyl to insert into (7.1). Take any ζ P p0, 1q and
m P r0, p1 ´ ζq

?
βq. Let χm : R Ñ R be a smooth, non-decreasing odd function

such that χmpaq “ ´1 for a ď ´m and χmpaq “ 1 for a ě m. Define

F pφq “ χmpmNpφqq.

Then, F P Cyl and xF yβ,N “ 0. Moreover, its Fréchet derivative DF is supported
on the set tmN P r´m,msu.

Thus, inserting F into (7.1), we obtain

λβ,N ď
Eβ,NpF, F q

xF 2yβ,N
ď

›

›

›

ş

TN
|∇F |2dx

›

›

›

L8pνβ,N q

xF 2yβ,N
νβ,NpmN P r´m,msq. (7.2)
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For any g P L2pTNq and ε ą 0, by the linearity of mN and the Cauchy-Schwarz
inequality,

F pφ` εgq ´ F pφq

ε
ď |χ1m|8

ˇ

ˇ

ˇ

mNpφ` εgq ´mNpφq

ε

ˇ

ˇ

ˇ

ď |χ1m|8

ş

TN
gdx

N3
ď |χ1m|8

´

ş

TN
g2dx

¯
1
2

N
3
2

where χ1m is the derivative of χm and | ¨ |8 denotes the supremum norm. Note that
this estimate is uniform over φ P C´

1
2
´. Then, by duality and the definition of∇F ,

›

›

›

›

›

ż

TN
|∇F |2dx

›

›

›

›

›

L8pνβ,N q

“

›

›

›

›

›

´

sup
gPL2:

ş

TN
g2dx“1

ż

TN
∇Fgdx

¯2

›

›

›

›

›

L8pνβ,N q

ď
|χ1m|

2
8

N3
.

(7.3)

For the other term in (7.2), using that F 2 is identically 1 on t|mN | ě mu,

xF 2
yβ,N “ νβ,Np|mN | ě mq ` xF 21mNPp´m,mqyβ,N

ě 1´ νβ,NpmN P p´m,mqq.
(7.4)

We insert (7.3) and (7.4) into (7.2) to give

λβ,N ď
|χm|

2
8

N3

νβ,NpmN P r´m,msq

1´ νβ,NpmN P p´m,mqq
.

By Theorem 1.2, there exists C “ Cpζ, ηq ą 0 and β0 “ β0pζ, ηq ą 0 such that, for
all β ą β0,

λβ,N ď
|χ1m|

2
8

N3

e´C
?
βN2

1´ e´C
?
βN2

from which (1.4) follows.

A Analytic notation and toolbox

A.1 Basic function spaces on the torus
Let TN “ pR{NZq3 be the 3D torus of sidelength N P N. Denote by C8pTNq the
space of smooth functions on TN and by S 1pTNq the space of distributions. For
φ P S 1pTNq and f P C8pTNq, we write

ş

TN
φfdx to denote their duality pairing.
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For any p P r1,8s, let LppTNq “ LppTN , d̄xq denote the Lebesgue space with
respect to the normalised Lebesgue measure d̄x “ dx

N3 .
Let Fdenote the Fourier transform, i.e. for any f P C8pTNq and n P pN´1Zq3,

Ffpnq “

ż

TN
fe´ndx, f “

1

N3

ÿ

nPpN´1Zq3
Ffpnqen

where enpxq “ e2πin¨x.
For any ρ : R3 Ñ R, let Tρ be the Fourier multiplier with symbol ρp¨q defined

on smooth functions via

Tρf “
1

N3

ÿ

nPpN´1Zq3
ρpnqFfpnqen.

When clear from context, we simply write ρf instead of Tρf .
For s P R, the inhomogeneous Sobolev space Hs is the completion of f P C8

with respect to the norm

}f}Hs “ }x¨y
sf}L2

where x¨y “
a

η ` 4π2| ¨ |2 for a fixed η ą 0 (see Section 2). The norms depend on
η but they are equivalent for different choices.

A.2 Besov spaces
In this section, we introduce Besov spaces on TN and give some useful estimates.
All of the results can be found in [BCD11, Section 2.7] stated for Besov spaces on
R3, but can be adapted to TN .

Let Bpx, rq denote the ball centred at x P R3 of radius r ą 0 and let A denote
the annulus Bp0, 4

3
qzBp0, 3

8
q. Let ∆̃,∆ P C8c pR3; r0, 1sq be radially symmetric and

satisfy

‚ suppχ̃ Ă Bp0, 4
3
q and suppχ Ă A;

‚
ř

kě´1 χk “ 1, where χ´1 “ χ̃ and χkp¨q “ χp2´k¨q for k P NY t0u.

Identify ∆k with its Fourier multiplier.
t∆kukPNYt´1u are called Littlewood-Paley projectors. For f P C8pTNq, we have

f “
ÿ

kě´1

∆kf.

For k ě 0, ∆kf contains the frequencies of f order 2k. ∆´1 contains all the low
frequencies (i.e. of size less than order 1).
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For s P R, p, q P r1,8s, we define the Besov spaces Bs
p,qpTNq to be the

completion of C8pTNq with respect to the norm

}f}Bsp,q “
›

›

›

´

2ks}∆kf}Lp
¯

kě´1

›

›

›

lq

where lq is the usual space of q-summable sequences, interpreted as a supremum
when q “ 8. Note that these spaces are separable. Besov-Hölder spaces are denoted
Bs
8,8pTNq “ CspTNq and are a strict subset of the usual Hölder spaces (which are

not separable) for s P R`zN. Moreover, the Bs
2,2pTNq “ HspTNq and their norms

are equivalent.

Proposition A.1 (Duality). Let s P R and p1, p2, q1, q2 P r1,8s such that 1
p1
` 1

p2
“

1
q1
` 1

q2
“ 1. Then,

ˇ

ˇ

ˇ

ż

TN
fgd̄x

ˇ

ˇ

ˇ
ď }f}B´sp1,q1

}g}Bsp2,q2 (1.1)

for f, g P C8pTNq.

Proof. See [GOTW18, Lemma 2.1].

PropositionA.2 (Fractional Leibniz estimate). Let s P R, p, p1, p2, p3, p4, q P r1,8s
satisfy 1

p
“ 1

p1
` 1

p2
“ 1

p3
` 1

p4
. Then, there exists C “ Cps, p1, p2, p3, p4, q, ηq ą 0

such that

}fg}Bsp,q ď C}f}Bsp1,q}g}L
p2 ` }f}Lp3 }g}Bsp4,q (1.2)

for f, g P C8pTNq.

Proof. See [GOTW18, Lemma 2.1].

Proposition A.3 (Interpolation). Let s, s1, s2 P R such that s1 ă s ă s2,
p, p1, p2, q, q1, q2 P r1,8s and θ P p0, 1q satisfy

s “ θs1 ` p1´ θqs2 (1.3)
1

p
“

θ

p1

`
1´ θ

p2

1

q
“

θ

q1

`
1´ θ

q2

.

Then, there exists C “ Cps, s1, s2, p, p1, p2, q, q1, q2, θ, ηq ą 0 such that

}f}Bsp,q ď C}f}θ
B
s1
p1,q1

}f}1´θ
B
s2
p2,q2

(1.4)

for f P C8pTNq.
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Proof. See [BM18, Proposition 5.7].

Proposition A.4 (Bernstein’s inequality). For R ą 0, denote Bf pRq “ tn P

pN´1Zq3 : |n| ď Ru. Let s1, s2 P R such that s1 ă s2, p, q P r1,8s. Then,
there exists C “ Cps2, s2, p, q, ηq ą 0 such that

}f}Bs2p,q ď CRs2´s1}f}Bs1p,q (1.5)
}g}Bs1p,q ď CRs1´s2}g}Bs2p,q (1.6)

for f, g P C8pTNq such that supppFfq Ă Bf pRq and supppFgq Ă

pN´1Zq3zBf pRq.

Proof. See [BCD11, Lemma 2.1] for a proof on R3.

A.3 Paracontrolled calculus
Let f, g P C8pTNq. Define the paraproduct

f ą g “
ÿ

lăk´1

∆kf∆lg

and the resonant product

f “ g “
ÿ

|k´l|ď1

∆kf∆lg.

Then,

fg “ f ă g ` f “ g ` f ą g. (1.7)

Proposition A.5 (Paraproduct estimates). Let s P R and p, p1, p2, q P r1,8s be such
that 1

p
“ 1

p1
` 1

p2
. Then, there exists C “ Cps, p, p1, p2, q, ηq ą 0 such that

}f ą g}Bsp,q ď C}f}Bsp1,q}g}L
p2 (1.8)

for f, g P C8pTNq.

Proof. See [BCD11, Theorem 2.82] for a proof on R3.

Proposition A.6 (Resonant product estimate). Let s1, s2 P R such that s “ s1 `

s2 ą 0. Let p, p1, p2, q P r1,8s satisfy 1
p
“ 1

p1
` 1

p2
. Then, there exists C “

Cps1, s2, p, p1, p2, q, ηq ą 0 such that

}f “ g}Bsp,q ď C}f}Bs1p1,8
}g}Bs2p2,q

(1.9)

for f, g P C8pTNq.
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Proof. See [BCD11, Theorem 2.85] for a proof on R3.

We now state some useful commutator estimates.

PropositionA.7. Let s1, s3 P R, s2 P p0, 1q such that s1`s3 ă 0 and s1`s2`s3 “ 0.
Moreover, let p, p1, p2, q1, q2 P r1,8s satisfy 1

p
` 1

p1
` 1

p2
“ 1 and 1

q1
` 1

q2
“ 1. Then,

there exists C “ Cps1, s2, s3, p, p1, p2, q1, q2, ηq ą 0 such that
ˇ

ˇ

ˇ

ż

TN
pf ą gqh´ pf “ hqgd̄x

ˇ

ˇ

ˇ
ď C}f}Bs1p,8}g}B

s2
p1,q1

}h}Bs3p2,q2
(1.10)

for f, g, h P C8pTNq.

Proof. This is a modification of [GUZ20, Lemma A.6]. See [BG19, Proposition
7].

PropositionA.8. Let s1, s3 P R, s2 P p0, 1q such that s1`s3 ă 0 but s1`s2`s3 ą 0.
Morover, let p, p1, p2, p3 P r1,8s satisfy 1

p
“ 1

p1
` 1

p2
` 1

p3
. Then, there exists

C “ Cps1, s2, s3, p, p1, p2, ηq ą 0 such that

}pf ą gq “ h´ pf “ hqg}
B
s1`s2`s3
p,8

ď C}f}Bs1p1,8
}g}Bs2p2,8

}h}Bs3p3,8
(1.11)

for f, g, h P C8pTNq.

Proof. This is a modification of [GIP15, Lemma 2.4]. See [BG19, Proposition
6].

A.4 Analytic properties of Jk
The family of operators tJkukě0 defined in Section 4.1 satisfies the following esti-
mate: for every multi-index α P N3, there exists C “ Cpα, ηq such that

ˇ

ˇ

ˇ
B
αJkpxq| ď

C

xky
1
2 p1` |x|q1`|α|

. (1.12)

Proposition A.9. Let s P R, p, q P r1,8s. Then, there exists C “ Cps, p, qq ą 0
such that

}Jkf}Bs`1
p,q
ď

C

xky
1
2

}f}Bsp,q (1.13)

for every f P C8pTNq

Proof. This follows from (1.12) and [BCD11, Proposition 2.78].

We now state another useful commutator estimate.



Phase transitions 173

Proposition A.10. Let s1 P R, s2 P p0, 1q, p, p1, p2, q, q1, q2 P r1,8s such
that 1

p
“ 1

p1
` 1

p2
and 1

q
“ 1

q1
` 1

q2
. Then, for any κ ą 0, there exists

C “ Cps1, s2, p, p1, p2, q, κ, ηq ą 0 such that

}Jkpf ą gq ´Jkf ą g}
B
s1`s2´κ
p,q

ď C}f}Bs1p1,8
}g}Bs2p2,8

(1.14)

for f, g P C8pTNq.

Proof. This follows from (1.12) and [BCD11, Lemma 2.99].

A.5 Poincaré inequality on blocks
Proposition A.11. There exists CP ą 0 such that, for any N P N and Ă TN a
unit block, the following estimate holds for all f P C8pTNq:

ż

`

f ´ fp q
˘2
dx ď CP

ż

|∇f |2dx (1.15)

where fp q “
ş

fdx.

Proof. See [GT15, (7.45)].

A.6 Bounds on discrete convolutions
Lemma A.12. Let d ě 1 and α, β P R satisfy

α ` β ą d and α, β ă d.

Then, there exists C “ Cpd, α, βq ą 0 such that, uniformly over n P pN´1Zqd,

1

N3

ÿ

n1,n2PpN´1Zqd
n1`n2“n

1

xn1y
αxn2y

β
À

1

xnyα`β´d

Proof. Follows from [MWX17, Lemma 4.1] and by keeping track ofN dependence.
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Epilogue

We end Part III with a sketch proof of phase transition for φ4
3 using Glimm, Jaffe,

and Spencer’s modification of Peierls’ argument as in [GJS75].
The starting point is contour bounds νβ,N . Recall that BN is the natural dis-

cretisation of TN into unit boxes. For φ „ νβ,N , let σφ P t˘1uBN be defined
by

Bσφp q “

#

`1, if φp q ą 0

´1, otherwise.

As in the case of Ising, each configuration σφ is in bĳection with a configuration of
connected contours, and the set of contours Bσφ is called the phase boundary.

Proposition. There exists β0 ą 0 such that the following holds: let Γ be a fixed
contour. Then, there exists C “ Cpβ0q such that, for all β ą β0,

νβ,NpΓ Ă Bσ
φ
q ď e´C

?
β|Γ|

where |Γ| is the number of faces in Γ.

Proof. Each face in Γ occurs as the common face between two nearest-neighbour
blocks. We therefore identify Γ with the set of all such pairs of nearest-neighbours.
Note that any single block may appear in at most 6 different pairs.

Using this identification, we write

1ΓĂBσφ “
ź

t , 1uPΓ

´

1φp qą01φp 1qď0 ` 1φp qď01φp 1qą0

¯

.

We split 1φp qą01φp 1qď0 into three events:

1. φp q is localised near the potential barrier (Figure 4a);

2. φp 1q is localised near the potential barrier (Figure 4b);

3. both φp q and φp 1q are localised away from the potential barrier, but are of
opposite spin (Figure 4c).

Thus, we can write

1φp qą01φp q ď 1
|φp q|ďβ

2
` 1

|φp 1q|ďβ
2
` 1φp qąβ

2
1φp qďβ

2
.

The rest of the proof follows from arguing as in Lemma 3.4 and Proposition 3.2,
and then applying the Q-bounds of Proposition 3.6.
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Figure 4
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(c) Possibility 3

We define infinite volume states by x¨yβ “ limNÑ8x¨yβ,N . Note that the (sub-
sequential) limit can be shown to exist by using reflection positivity. See [Shl86,
Theorem 3.1]. With care, one can show contour bounds for x¨yβ . Then, by arguing
similarly as in the case of Ising, one can show the existence of long range order, i.e.
establish the following theorem.

Theorem A.13. Provided β is sufficiently large,

|x1σφp q“11σφp 1q“´1yβ ´ x1σφp q“1yβx1σφp 1q“´1yβ| ě
1

8
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uniformly over unit boxes and 1.

We now show that the φ ÞÑ ´φ symmetry of x¨yβ is broken for sufficiently
large β, which can be upgraded to show spontaneous magnetisation. We do this by
introducing an external field h P R. Define

Vβ,hpφpxqq “ Vβpφpxqq ´ hφpxq

and denote by νβ,h,N the correspondingφ4 measure onTN associated to this potential.
Note that these measures are reflection positive, thus we can define infinite volume
states as x¨yβ,h “ limNÑ8x¨yβ,h,N as before.

The following theorem establishes symmetry breaking.
Theorem. Provided β is taken sufficiently large,

lim
hÓ0
x1φp qą0yβ,h ě 0.8 ą

1

2
“ x1φp qą0yβ,0

for any unit block .

Proof. For any h ą 0, the Lee-Yang theorem [SG73] implies

|x1φp qą01φp 1qă0yβ,h ´ x1φp qą0yβ,hx1φp 1qă0yβ,h| Ñ 0

as the distance between and 1 goes to infinity.
However, one can show that

x1φp qą01φp 1qď0yβ,h ď
1

8

provided β is sufficiently large. This follows by developing contour bounds for
νβ,h,N . One can show that for |h| ă 1

β
, the external field can be interpreted as an

Op1q shift of the minima of the potential Vβ provided β is sufficiently large. This
is sufficient to extend our analysis, in particular the Q-bounds of Proposition 3.6, to
this case.

Thus, by translation invariance,

x1φp qą0yβ,hx1φp 1qă0yβ,h “ x1φp qą0yβ,hx1φp qă0yβ,h

ď x1φp qą0yβ,hp1´ x1φp qą0yβ,hq ď
1

8
.

A (physically possible) solution of this necessarily satisfies x1φp qą0yβ,h ą 0.8.
Hence, the limit of this quantity as h Ó 0, which exists due to correlation inequal-
ities [GRS75, Section V], is strictly greater than 1

2
, thereby establishing symmetry

breaking.

To use this result to show spontaneous magnetisation, it suffices to establish
xφp qyβ,h is of order βx1φp qą0yβ,h ´ βx1φp qď0yβ,h, i.e. that φp q localises near the
minima of the potential wells. This can be done by using arguments in Proposition
3.7.



IV. Future directions

In summary, in this thesis we have addressed two problems concerning the statistical
mechanics of Euclidean field theories in three dimensions. Our first contribution has
been to establish quasi-invariance of Gaussian measures under the dynamics of the
nonlinear wave equation. Our second contribution has been to establish a surface
order large deviation estimate for the average magnetisation of low temperature φ4,
and use it to show that the relaxation times of its Glauber dynamics explode in the
infinite volume limit. The common theme between these two contributions has been
the development of the variational approach to ultraviolet stability ofφ4

3 of Barashkov
and Gubinelli [BG19] within the context of statistical mechanics arguments.

To conclude, we discuss future directions of our research. There are many
interesting open problems, ranging from trivial improvements to science fiction. We
restrict our attention to two problems that are fascinating but seem within reach.
They both concern the φ4

3 model in the phase coexistence regime and are natural
extensions of the work [CGW20].

1 Boundary conditions and Dobrushin states for φ4
3

Due to the presence of phase transition, one expects that φ4
3 is sensitive to boundary

conditions at low temperatures. Specifically, one would want to define the analogue
of νβ,N on boxes with inhomogeneous Dirichlet boundary conditions and look at
the effect of this choice in the infinite volume limit. However, there are already
nontrivial technical difficulties in finite volumes. For one, our analysis relies heavily
on Fourier analytic techniques which requires working on a torus.

The more serious concern, however, is allowed boundary conditions given the
negative regularity of φ4 fields. From the point of view of statistical mechanics,
the interesting boundary conditions are functions that are piecewise continuous on
blocks. Indeed, these are natural analogs of boundary conditions for lattice spin
systems. There are some works in this direction in the case of φ4

2 [Gid79], but none
that we know of for φ4

3.
One particularly interesting boundary condition of the above type is` on the top

of the box and´ on the bottom. These are so-called Dobrushin boundary conditions
and arewell-studied for the Isingmodel. Indeed, for Ising, these boundary conditions
generate an interface between` and´ spins in finite volumes. In d “ 3, Dobrushin
[Dob72] established that this interface exists in the infinite volume limit in some
sense: in particular, one obtains a non-translation invariant limit. This is in contrast
to d “ 2, where Aizenman [Aiz80] and Higuchi [Hig79], independently, showed
that the interface disappears in the infinite volume limit and translation invariance
is recovered. It would be interesting to explore this phenomenon for φ4.
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2 A full low temperature expansion for φ4
3

Glimm, Jaffe, and Spencer established a second, more quantitative proof of phase
transition for φ4

2 by explicitly constructing two distinct infinite volume measures in
[GJS76a, GJS76b]. Their proof combines the Peierls’ bounds of [GJS75] with the
cluster expansion techniques of [GJS74], resulting in a low temperature expansion
for φ4

3.
The two measures that they construct arise as infinite volume limits of mea-

sures with a version of ` and ´ boundary conditions, respectively, and satisfy the
Osterwalder-Schrader axioms. In order to show that they are distinct, they show that
their respective magnetisations do not agree. In fact, they obtain an explicit series
(in β) for the spontaneous magnetisation, and obtain corrections due to probabilis-
tic/quantum fluctuations about the classical magnetisation (i.e. ˘

?
β, corresponding

to the minima of Vβ). Moreover, they show that these two measures are pure states,
in that they exhibit exponential decay of correlations. This implies a mass gap in
the corresponding quantum field theories associated to these measures.

Extending the results of [GJS76a, GJS76b] to d “ 3 would be of great interest.
Indeed, results so far have concentrated on high temperatures [FO76]. Thus, gaining
a better understanding of the low temperature regime would be a first step towards
obtaining a more complete picture of the phase diagram for φ4

3.
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