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Abstract. The Representational Power (RP) of an example-based model
is its capability to depict a new 3D face for a given 2D face image. In
this contribution, a novel approach is proposed to increase the RP of the
3D reconstruction PCA-based model by deforming a set of examples in
the training dataset. By adding these deformed samples together with
the original training samples we gain more RP. A 3D PCA-based model
is adapted for each new input face image by deforming 3D faces in the
training data set. This adapted model is used to reconstruct the 3D face
shape for the given input 2D near frontal face image. Our experimental
results justify that the proposed adaptive model considerably improves
the RP of the conventional PCA-based model.

Keywords: Representational Power, Statistical facial modeling, 3D face
reconstruction, PCA, TPS.

1 Introduction

Reconstruction of 3D face images from single 2D images is an open problem in
the field of computer vision. The need for 3D face reconstruction has grown in
applications such as virtual reality simulations, face recognition [8,9], and plastic
surgery [6]. For example, in biometric identification, it has been shown that face
recognition rate could be significantly improved by incorporating 3D face shapes
with 2D face images [11]. The objective of 3D facial reconstruction systems is
to recover the three dimensional shape of individuals from their 2D pictures or
video sequences. However, accurate reconstruction of a person’s 3D face model
from his/her 2D face images still remains as a challenge.

There are many approaches for the reconstruction of 3D faces from sin-
gle images. One of such early techniques being utilized is Shape-from-Shading
(SFS) [1,23], which capitalizes the idea that the depth information is related to
the intensity of a face image acquired through a given/chosen reflectance model.
It has been shown that SFS suffers from poor global shape control.

Recently, Kemelmacher-Shlizerman and Basri proposed an approach that com-
bines shading information with generic shape information derived from a single
reference model by utilizing the global similarity of faces [13]. In this method the
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involved fitting process requires boundary conditions and parameters to be ad-
justed during the reconstruction process. However, a 3D reference model which
keeps shape similarities with the input image has not been considered in this
method. Owing to this, inaccurate 3D shape estimation might be possible.

There are also conventional learning-based methods, such as neural networks
[16] and typical statistical learning-based methods such as 3D Morphable Model
(3DMM) [4]. The advancement of 3D scanning technology has led to the creation
of more accurate 3D face exemplar models [18]. Example-based modeling allows
more realistic face reconstruction than other methods [15]. However, the quality
of face reconstruction using such models is affected by the chosen examples. For
example, Kemelmacher-Shlizerman and Basri [13] have emphasized that learn-
ing a generic 3D face model requires large amounts of 3D faces. Furthermore,
analytical results in [20] show that in many cases the representational power of
the model may vary if the model is trained with a different sample though the
same sample size is retained.

The PCA-based model proposed by Blanz et al. with relatively small sample
size (100 faces) which was used for face recognition has obtained reasonable re-
sults [3]. Although in some statistical modeling methods both shape and texture
are modeled separately using PCA (e.g. 3DMM), it has been suggested that
shapes are more amenable than texture, as textures are subject to vast variation
when compared to shape based features [12]. Therefore, the model we intend to
propose in this contribution is based on modeling of shapes. When shapes are
considered, the reconstruction of 3D face from 2D images using shape models
is relatively simple. A popular method is a regularization based reconstruction
where a few feature points are selected as the observations for reconstruction
[12].

This study addresses the problem of increasing the Representational Power
(RP) of the PCA-model to improve its capability in depicting a new 3D face
from a given input face image. A 3D face shape modeling scheme is proposed
to handle the vital model adaptation part of the PCA-based model. There are
other methods that intend to create synthetic views in training sets for face
recognition. These synthetic views includes different pose and expression [17].
However, this work is different and novel in the context of deforming 3D faces
using the given input face for 3D face reconstruction.

The rest of the paper is organized as follows: Section 2 demonstrates the
representational power of PCA model. Section 3 describes the methodology of
the proposed adaptive 3D face shape modeling approach. Section 4 deals with
the experimental evaluation and associated discussions. Section 5 concludes our
research.

2 Representational Power of PCA Model

In this study, we define the RP of the PCA-based model as its capability in
depicting a new 3D face of a given input face image. The capability of the PCA
model can be measured by evaluating the quality of a reconstruction (with re-
spect to its ground-truth). The most obvious and appropriate choice to compare
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two 3D surfaces is the Euclidean distance. The sum of the Euclidean distances
over all vertices of the shapes weighted by the number of vertices is our measure:

Edw =

∑n
i=1

√
(si − sri)2

n
, (1)

where Edw is the weighted Euclidean distance, s is the probe face shape, sr
is the reconstructed face shape, n is the number of vertices of the face shape.

As an example, Fig. 1 demonstrates the advantage of RP in terms of evaluating
the quality of reconstruction. An original testing face shape is projected to PCA-
based models learned from different training set sizes. As one can see in Fig. 1,
the projection (representation) gets more realistic and more closer to the ground
truth when Edw decreases, which means that the PCA model that represent a
new 3D face with less Edw has more RP. In the next section, we propose a novel
method that is able to improve the RP of the PCA model for the same training
data set by reducing the Euclidean distance.

Fig. 1. Projecting the leftmost face shape to PCA models trained with different sample
sizes. The RPs that represent the quality of projected face are shown below the shapes.
PCA10 means the training set has 10 examples, PCA30 means the training set has 30
examples and so on

3 Adaptive 3D Face Shape Modeling

Fig. 2 shows the bird’s eye view of the proposed scheme. It shows how a given
input face gets reconstructed via a deformation synthesis mechanism.

Similar to Farkas [10] as referred by Knothe et al. [14] firstly we chose land-
marks over facial regions such as eyes, nose, mouth and chin for the purpose of
face alignment and deformation.

The input feature points are aligned using a standard algorithm called Pro-
crustes Analysis. The concept of the Procrustes Analysis is similar to Iterative
Closest Point (ICP) [2].

3.1 Deforming 3D Exemplar Faces

We use TPS to establish the mapping and interpolation for the deformation pro-
cess. TPS is a commonly used basis function for representing coordinatemappings
from rigid to nonrigid deformations. It is used for estimating a deformation func-
tion between two surfaces [17]. Let g0 and g1 be two 2D/3D shapes, and P = (p1,
p2, ..., pm)⊂ g0 and V = (v1, v2, ..., vm)⊂ g1 be the correspondences (landmarks)
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Fig. 2. Proposed scheme of the deformation model for 3D face shape reconstruction

between the two shapes, where m is the number of corresponding points. A warp-
ing function F that warps point set P to V is given by the following condition:

F (pj) = vj , j = 1, 2, ...,m (2)

For the two corresponding sets of landmarks P and V , F is unique and has a
minimal bending energy [7]. A TPS can minimize the following energy function

Eλ =
1

m

m∑

i=1

|vi − F (pi)|+ λJ , i = 1, ...,m (3)

where vi represents the ith 2D/3D point (landmark) of the input face (base
points) and pi = (pi1, ..., pid) is the ith point given in d-dimensions (in our case
d could be 2D or 3D, pi represent the set of points used to warp an image), m
is the total number of corresponding points, J is a smoothness penalty function
in d-dimensions, and λ is the smoothness parameter [24]. For the approximating
case, minimizing Eq. (3) leads to the following matrix form.

PA+ (K +mλI)W = V, PTW = 0, (4)

which actually performs the standard QR decomposition. Obviously, a QR
decomposition of the matrix P produces an orthogonal matrix Q and an upper
triangular matrix R such that P = QR [24].

As an example, for the case d = 2 (2-dimension), the interpolation map is
form R2 to R2, where pi = (xi, yi) and vi = (x′

i, y
′
i). Let rij = |pi − pj | be the

distance between points i and j. Define matrices

K =

⎡

⎢
⎢
⎣

0 U(r12) ... U(r1m)
U(r21) 0 ... U(r2m)

... ... ... ...
U(rn1) U(rm2) ... 0

⎤

⎥
⎥
⎦ , m×m (5)
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P =

⎡

⎢
⎢
⎣

1 x1 y1
1 x2 y2
... ... ...
1 xm ym

⎤

⎥
⎥
⎦ , m× 3 (6)

and

L =

[
K P
PT O

]

, (m+ 3)× (m+ 3) (7)

where O is a 3× 3 matrix of zeros. Let Y = (V |0 0 0)T , a column vector of
length n+3 and W = (w1, w2, ..., wm). For the interpolating case, TPS provides
a linear system of equations [5] which is given by

L−1Y = (W |a1 ax ay)
T , (8)

The element of L−1Y are used to define a function F (x, y) everywhere in the
plane:

F (x, y) = a1 + axx+ ayy +

m∑

i=1

wiU(|pi − (x, y)|), (9)

For simplifying, F can be written in the following matrix form:

F (p) = p.A+KW , (10)

where p ∈ g0, A = (a1 ax ay) is an affine transformation, W is a fixed
m-dimensional column vector of non-affine warping parameters constrained to
PTW = 0 and K is m-dimensional row vector with Kij = U(|pi − pj |).

Some typical deformed 3D faces registered with reference to three typical 2D
images using TPS are shown in Fig. 3.

3.2 Deformable Model Construction

Usually, each synthesized 3D model captures only some characteristics from its
corresponding input face. This leads to a 3D morphable model that is a linear
combination of 3D face shapes, some of which are obtained as a result of a
deformation transfer mechanism from one input face to the neutral 3D example
face shapes. The linear combination is controlled by shape parameters α where
a new 3D shape can be generated using:

s = s0 +

m∑

i=1

αiei , (11)

where s0 is the mean 3D shape, ei represent the i
th eigenvector of the covariance

matrix, αi is the coefficient of the shape eigenvector ei and m is the number of
significant eigenvectors. The coefficient of a face shape s can be calculated using
the following equation

α = ET (si − s0) , (12)

where E = [e1, e2, ..., em] are the eigenvectors of the covariance matrix. The
projected new face shape can be precisely represented by applying Equation (11).
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Fig. 3. Typical 3D-2D registration scheme based on the proposed deformation model.
The top row shows three 2D face images. Column 1 (left most) shows original two 3D
faces. The corresponding deformed faces are shown in columns 2, 3 and 4 (right most).

3.3 3D Face Reconstruction Based on Regularization

After training the 3D face model with the new training set (original training
face shapes and deformed 3D face shapes), the well known regularized algorithm
has been used for 3D face shape reconstruction. The regularized algorithm has
been categorized as one of the existing four core methods for 3D facial recon-
struction [15]. The manually selected feature points have been used to compute
the 3D shape coefficients of the eigenvectors using equation (13). Then, these
coefficients were used to reconstruct the 3D face shape using equation (11). Let
t be the number of feature points that can be selected from the input 2D face
image, Sf = (p1, p2, ..., pt) ∈ R2t be the set of selected points on the 2D face
image, whereas every point pi has 2 axes viz., x and y, Sf0 ∈ R2t be the t cor-
responding points on S0 (the average 3D face shape) and Ef ∈ R2t×m be the t
corresponding columns on E ∈ R3n×m (the matrix of row eigenvectors) where
m and n respectively represent the first potential eigenvectors and the number
of vertices of the eigenvectors. Then the coefficient α of a new 3D face shape can
be derived as

α = (ET
f Ef + λΛ−1)−1ET

f (Sf − Sf0)) , (13)

where Λ is a diagonal m×m matrix with diagonal elements being the eigen-
values and λ being the weighting factor. Then α is applied to equation (11) to
obtain the whole 3D face shape.

4 Experiments and Discussion

In this section we intend to report the experimental evaluation aspects of the
proposed adaptive PCA-based model in comparison to the standard PCA-based
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model. We have systematically categorized our experimental study in terms of
two phases: In the first phase, the adaptive PCA-based model is evaluated quan-
titatively in comparison to the standard PCA-based model. In the second phase
the model is qualitatively evaluated pertaining to the visualization aspect of
the reconstructed faces from their 2D face images. The USF Human ID 3D
Face database [4] which contains 100 3D faces has been used. The 100 3D face
shapes were divided into two sets; 80 face shapes have been used for training
and deforming purposes and the remaining 20 3D face shapes have been used
for testing. Further to visually evaluate the accuracy of 3D reconstruction from
single 2D images, the CMU-PIE database [22] has been used.

4.1 Representational Power (RP) of the Adaptive Model

As an example of 40 deformed faces, the adaptive PCA model has been trained
with 120 3D face shapes which include 80 original training 3D face shapes and
the 40 deformed face shapes while the standard PCA model has been trained
with 80 original 3D face shapes. Fig. 4 shows the representation errors (Edw)
found by the standard PCA-based model and the adaptive PCA-based model
for 20 probe face shapes. We perceive that Edw of the new face shape actually
represents the accuracy of representation. It can be seen that the adaptive PCA-
based model reduces the representative errors when compared to the standard
PCA-based model for all probe faces.

Moreover, the statistical t-Test has been applied to compare the two models.
The α-value of the t-Test (level of significance) has been chosen to be 0.05 which
means that the two models have been compared at a 95% confidence level. The
average results of the 20 probe face shapes shown in Table 1 indicates that the
adaptive PCA-based model outperforms the standard PCA-based model with a
95% confidence level, whereas the P-value of the t-Test corresponding to the two
models is less than α = 0.05 (level of significance). This indicates that there is
a statistically significant difference between the representation errors of the two

Fig. 4. Comparison between the standard-PCA and the adaptive-PCA in terms of
Representational Power
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Table 1. Comparative results between the representation errors of standard PCA-
based model and the adaptive PCA-based model

Model Mean Error Std. Dev. P-value of t-test

Standard Model 2.59× 10−3 4.07 × 10−4

1.07 × 10−8

Adaptive Model 2.15× 10−3 3.02 × 10−4

models and justifies that the proposed method yields better RP than that of the
standard PCA-based model.

Three typical representations of probe face shapes represented using both
models are visualized in Fig. 5. The represented 3D face models for some typical
face images shown in Fig. 5 clearly demonstrate that sharp features of the facial
components (eg. nose, lips) are well retained by the proposed adaptive PCA-
based model when compared to the standard PCA-based model.

Fig. 5. Visual comparison of represented 3D face shapes using the standard PCA-
based model and the adaptive PCA-based model

4.2 3D Face Shape Reconstruction from 2D Image

As an example, the adaptive PCA model has been trained with 90 3D face
shapes including 80 original training 3D face shapes and the 10 deformed face
shapes while the standard PCA model has been trained with 80 original 3D
face shapes. This number of training faces was potentially suitable for building
a 3D face reconstruction model where only limited number of feature points was
used for 3D face reconstruction. The CMU-PIE database [22] have been used
for testing the visual effects of the proposed model. We intend to reconstruct
3D models for the 2D images of CMU-PIE database. The comparisons between
some typical 2D face images and their 3D reconstructions using standard PCA
model and the adaptive PCA model are illustrated in Fig. 6. From the results



308 A.Y.A. Maghari et al.

Fig. 6. Visual comparison. (a) Typical input 2D images; (b) 3D reconstruction using
normal PCA-based model; (c) 3D reconstruction using adaptive PCA-based model.

in Fig. 6(c), one could notice some visual improvements in the reconstructed 3D
face shapes. For example, in the middle face image of Fig. 6(c), the reconstructed
3D face shape has retained some expression of the input image (Fig. 6(a)) such
as the facial grimace, chin features, and lips expressions. In the right most face
image of the same figure, the 3D face shape has been reconstructed from the
2D image without losing the smile expression. This means that the capability of
the model to depict a new 3D face can be improved when 3D exemplar training
faces are deformed with the guidance of the input 2D image. However, in addition
to the number of feature points used for 3D face shape reconstruction [19], the
accuracy of reconstruction can be affected by the number and position of feature
points used for deformation modeling, and proportion of deformed faces vs. the
original faces in the training data.

Interestingly the proposed model is capable of reconstructing 3D faces from
2D face images by retaining facial expressions though the training samples what
we have used contain only neutral expression. By this way we don’t impose
that the training samples should contain a variety of expressions as imposed by
certain recent approaches (eg. Shu-Fan and Shang-Hong [25]).

All experiments were implemented on a workstation with processor Intel(R)
Xeon(R) CPU E5620 @ 2.40GH. Assuming that the feature points are available,
our MATLAB implementation of the algorithm (including deforming 10 faces,
rebuilding the PCA-model and reconstructing the complete face shape vector)
takes approximately 72 seconds. Compared with other methods, the proposed
method is able to outperform those proposed in [3] and [25] in terms of efficiency.
It is also comparably comparative with others such that proposed in [21] and [13].

5 Conclusion and Future Work

In this paper, a novel approach for the problem of 3D face reconstruction from
single 2D face images have been proposed. A 3D deformable PCA-based model
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has been adapted for a given input 2D face image by deforming 3D faces in the
training data set so as to gain significant RP. Then, the adapted PCA-based
model is used to reconstruct a 3D face shape from the given input 2D image
using a number of feature points. The experimental results demonstrate that
the proposed deformation model scheme increases the representational power of
the PCA-based model for any given input face image. However, deforming 3D
face shapes using TPS tends to increase the computational cost of the proposed
scheme compared to the standard PCA-based model. Hence, deformation tech-
niques other than TPS would be considered for the future work to improve the
deformation synthesis. Furthermore, we will study the effect of deformed faces
number on the reconstruction accuracy.
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