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Abstract

Despite using a variety of comprehensive prevenseeurity measures, the Robust Secure
Networks (RSNs) remain vulnerable to a number taicis. Failure of preventive measures to address
all RSN vulnerabilities dictates the need for erdimagy the performance of Wireless Intrusion
Detection Systems (WIDSs) to detect all attackfRR&MNs with less false positive and false negative
rates.

This research performs an analytical study for g® intrusion detection techniques (WIDTSs) for
detecting attacks on IEEE 802.11i RSNs.

The research also verifies the effectiveness of WWDTSs in detecting MAC spoofing Denial of
Service (DoS) attacks. These WIDTs are Receivedabigtrength Detection Technique (RSSDT) and
Round Trip Time Detection Technique (RTTDT) whicancrun in passive mode, do not require
protocol or hardware modifications, and they anapotationally inexpensive. We do our verification
by applying three new different DoS attacks: TKIBTattack, Channel Switch DoS attack, and Quite
DoS attack; and study the performance of these \WWIMoreover, we study the correlation of the
generated alarms from these WIDTs for greater bitiia and robustness. Finally, we propose an
algorithm to enhance the performance of the cdrogi@f these WIDTs by optimizing the value of the

detection threshold; the proposed algorithm lovileesfalse positive rate.

Keywords: Wireless Intrusion Detection Technique, Wirelegsusion Detection System, Robust Security
Network, IEEE 802.11, Wireless LAN, Received Sig8akngth, Round Trip Time
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Chapter 1 Introduction

A wide variety of radio communication technologe® prevalent in today’s rapid networking
world. The most popular standard is the IEEE 80Zdrily of wireless local area networks
(WLANS). Beside home and small office usage, WLAN®s also become a standard part of the
enterprise networks.

Gartner points out the top three reasons for depdoWLANS in an enterprise which are [6]:

1. To improve productivity through mobility.

2. To provide access to places where wiring is imgesr too expensive to install.

3. To improve efficiency in specific business processeoperations.

Due to the vast interest in WLAN technologies, thesreless networks have matured a lot since
ratification of the first 802.11 standard in 1997][&nce then, several amendments have been made
to the base standdrdout of which most have been to the physical (PHEer to increase the
operating speeds and throughput of WLANs. Howewee, amendment -IEEE 802.11i was ratified in
2004 to address the threats to confidentiality giritye and access control in WLANS.

The security mechanisms provided by the base 80&drddards suffered from a number of
fundamental flaws and could easily be attacked. |Uatification of 802.11i, Layer 3 security
mechanisms such aartual Private Networks (VPNskere used to secure WLAN access. IEEE
802.11i introducefkobust Secure Networks (RSMNsy offers enhanced link layer security where
confidentiality and integrity of WLAN traffic is pretted using strong cryptographic algorithms and
protocols, in addition, access control is implemedntusing 802.1X frameworkExtensible
Authentication Protoco(EAP) framework is used for authenticating peersthvihe ratification of
IEEE 802.11i, and the subsequent availability gilementations of the standard in current hardware,

many of the security concerns surrounding the oailgwireless standards would seem to have been

"http://standards.ieee.org/getieee802/802.11.html



addressed.

Despite enhanced 802.11i WLAN security, unfortulyasecurity vulnerabilities still persist and
RSNs remain vulnerable to a number of attacksuFadf preventative measures to address all WLAN
vulnerabilities suggests that it is a must to camgy monitor WLANSs for security breaches, attacks,
and intrusions to have any confidence in its segcunitd operations. However, there is a lack of
wireless intrusion detection techniques (WIDTs) tten reliably and accurately detect all possible

attacks on IEEE 802.11i RSN WLANSs.
1.1 Research Motivation

Unfortunately, despite ratification of the IEEE 801, 802.11 WLANS still suffer from a number
of security vulnerabilities. These vulnerabiliti@se caused by the existence of a number of
unprotected frames in IEEE 802.11i RSNs such asagement, Control, and EAP frames. These
unprotected frames can easily be forged and uséautech attacks on the RSNs. This problem is
further exacerbated by the fact that almost all WWLAardware permits the user to change its MAC
address; hence permitting the user to spoof any Ma@ress. In addition, the 802.11i EAP
authentication framework does not specify or prevgliidance on which EAP method to use for
authenticating peers. Unfortunately not all EAP loes are suitable to be used in WLANSs [88,91],
and use of an insecure EAP method due to a misewafign or lack of knowledge can defeat RSN
security all together. The impact of misconfigurasioon WLAN security is underlined by this
statement from Gartner:

“...Even with the newest standards in place, WLAAI® individual systems can become
vulnerable to attack through misconfigurations, anexpected and unwanted connections. Through
2010, 90% of WLAN security incidents will be thesult of misconfigured systems (0.8
probability)...” [40]

Failure of preventative measures to address all R#erabilities makes it imperative to augment

these measures with a monitoring framework whichamby detects attacks and intrusions, but also



provides security policy compliance checking. Monitg of security policy compliance is of
particular importance to high assurance and highr#g environments such as control systems and
government facilities [88].

Such a monitoring system can be implemented usiNiiraless Intrusion Detection System
(WIDS) that monitors the airwaves constantly. Unfaately, the currently available WIDTs are not
very robust and reliable and are not able to detibattacks on RSNs. The motivation for this work
was to enhance the performance of WIDTs that canonty reliably detect RSN attacks and
intrusions; but are also capable of security paticgnpliance monitoring.

1.2 Scope

All work in this dissertation is based on the IEB&2.11 infrastructure WLANgsee Section
2.2). The research is focused specifically on validties, attacks and WIDTs for IEEE 802.11i
RSNs. Pre-RSN vulnerabilities and attacks are ddressed in this work. No intrusion response
techniques or mechanisms have been reviewed arssied as part of this work. The sole focus of this
dissertation is wireless intrusion detection fOEEE802.11i RSNs. The work in this dissertationise a
not based on statistical or mathematical modeling.

1.3 Research Aims

The aim of this research is to enhance the perfoceaf wireless intrusion detection techniques
that are capable of detecting all attacks on RSiiscan also detect violations of the site security
policy. In summary, this dissertation aims to:

* Review security vulnerabilities that still existWiLANSs secured using IEEE 802.11i

(specifically RSNs).

» Identify drawbacks and limitations of currently dable wireless intrusion detection

techniques and investigate if they are capablelathly detecting attacks that exploit various

outstanding RSN vulnerabilities.

*This includes all ratified amendments to the basedstrd

3



* Enhance the performance of wireless intrusion diet@techniques that address the gap left by
current detection techniques in reliably detectfigattacks on RSNs.
1.4 Research Outcomes

The outcomes of this research have made contrimitmeach of the aims described above. These
outcomes specifically are:

* A comprehensive review of the outstanding vulnditss and attacks in IEEE 802.11i RSNs.

» A comprehensive review of the wireless intrusiotedgon techniques currently available for

detecting attacks on RSNs.

* ldentifying the drawbacks and limitations of theremtly available wireless intrusion

detection techniques in detecting attacks on RSNs.
* Enhancing the performance of wireless intrusioect&in techniques those detect RSN
attacks.
1.5 Thesis Structure

This dissertation has been divided into five majapters, which are structured around the aims
of the research (as detailed in Section 1.3).

Chapter 2 provides background material regardingElEB02.11 WLANS, their operation and
security. It discusses the security threats for WkAand provides a discussion on weaknesses of
Pre-RSN WLAN security measures. It also providdaiteel background in IEEE 802.11i security and
provides a comprehensive review of the attacksvaihterabilities still relevant to RSNs.

Chapter 3 studies the relationship between thed¢ Rinerabilities and analyses the current
WIDTs in light of these relationships and dependencThis chapter then provides insight into
differences between wired and wireless intrusiorec®n. It then reviews the current WIDTs and
identifies drawbacks and limitations of these integhof detecting attacks on RSNs. This chapter the
identifies the requirements of an ideal WIDS whilkised in Chapter 4.

Chapter 4 studies two anomaly based WIDTs to d&Mé&«@ spoofing activity -th&eceived Signal



Strength Based Intrusion Detection Technig@&SDT) and thé&kound Trip Time Based Intrusion
Detection TechniquéRTTDT). The usability and reliability of these keuques is tested using
experimentation. This chapter also studies a catiogl engine to correlate the detection resulthef
RTTDT and the RSSDT and hence enhance their rifyalitmpirical evidence is then discussed to
test the usability of the correlation engine. Hynahe enhancement of the performance of these
WIDTs is presented via a threshold optimizatioroatgm.

Finally conclusions and directions for future re@sbaare discussed in Chapter 5.



Chapter 2 Security of 802.11 WLANSs

The inherently broadcast nature of the wirelessiomednakes WLAN security significantly
different from the security of the wired networRgcess to the physical medium is restricted byesbl
and buildings; however no such restrictions applthe wireless medium. The broadcast nature of the
medium exposes WLANS to passive eavesdroppingraffcctanalysis.

The WLAN standards acknowledge the security threa¥¥LANs and provide link layer security
mechanisms to address these. However, early adeatptuch mechanisms failed to address the
security threats effectively and the WLAN secuntgchanisms have had to go through a number of
revisions to get to their current robust and rééiatate. Unfortunately, they still suffer from anmber
of vulnerabilities that can potentially be expldit® launch a number of attacks against WLANS.

This chapter provides a background in WLAN operatiand reviews the evolution of WLAN
security. It also reviews all outstanding secuisgsues and attacks that can be used against WLANs
protected using the latest WLAN security mechanishhss chapter also identifies the common traits
that can be used to detect such attacks usingedessr intrusion detection system.

2.1 History of 802.11 standards

In 1985, the Federal Communications Commission $Albpened several bands of the wireless
spectrum for use without a government license. Wiltddhnologies started originating in 1990 when
products operating in 900 megahertz (MHz) frequenayd started appearing in the market. These
products were proprietary, non-standard based #&eced throughput of just 1 megabit per second
(Mbps). In 1990, IEEE set up a new committee calléd.11 to investigate the development of a
WLAN standard. The 802.11 WLAN standard was radifie 1997 offering a maximum raw data rate
of 2 Mbps [49].

IEEE 802.11 standard is a member of the IEEE 80#yawhich specifies standards for local area
networks (LANSs). All 802 standards focus on the teawest layers of the OSI model -Physical and

Data link. All 802 networks implementMedia Access ContrdMAC) component and a Physical
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(PHY) component; where PHY specifies details of dlsual transmission and reception and MAC
specifies how to access the medium and send dataTme 802.2 standard specifies a common link
layer that can be used by other lower layer 802 Ladtworks -the Logical Link Control (LLC).
IEEE802.11 is one such network that uses 802.2/eh€apsulation. The 802.11 standard contains
specification for the 802.11 MAC and PHY. The PHYfurther subdivided into two sub layers -the
Physical Layer Convergence Procedure (PL@RY thePhysical Medium Dependent (PMDihe
PLCP maps the MAC frames to the wireless mediumtia@dMD transmits these frames.

The 802.11 WLAN standard, ratified in 1997, suppdhree physical layers (PHY), where data
can be transmitted via infrared (IR) signals oelijier Frequency Hopping Spread Spectrum (FHSS)
or Direct Sequence Spread Spectrum (DSSS) in tthestrial Scientific Medical (ISM) frequency
band at 2.4 GHz. IEEE ratified two amendments 0802.11 standard, namely 802.11a and 802.11b
in 1999. These were changes to the802.11 PHY. BEEEL1b offers a theoretical raw data rate of 11
Mbps and operates in the 2.4 GHz ISM band usingdDiSequence Spread Spectrum (DSSS)
Complementary Code Keying (CCK) modulation. Althbugp2.11b divides the 2.4 GHz spectrum
into 14 overlapping channels whose center freqesnere 5 megahertz (MHz) apart, only 3
non-overlapping channels can be used at any oree @n the other hand, 802.11a operates in the
5GHz Unlicensed National Information Infrastruct(iNII) frequency band and uses a 52-subcarrier
orthogonal frequency-division multiplexing (OFDM)itv a maximum raw data rate of 54 Mbps.
IEEE 802.11a offers 12 non-overlapping channets,ghich are dedicated to indoor and 4 to point to
point. Due to differences in physical layer teclaig, 802.11a is not interoperable with 802.11b.

IEEE confirmed another PHY amendment in June 2@802.11g. This standard operates in 2.4
GHz frequency spectrum and uses a mixture of OFDMRSSS modulations to provide a raw data
rate of up to 54 Mbps. IEEE 802.119g is backwardsmatible with 802.11b, however it is not
compatible with 802.11a. IEEE 802.11¢’s divisionlod 2.4 GHz frequency spectrum into channels is

exactly the same as 802.11b.



The 802.11a, 802.11b and 802.11g amendments dlifier the original 802.11 standard only in
the physical layer (PHY) design. Apart from the PHiYese amendments introduce no other changes
and specify the same Media Access Control (MACjqural as the original standard.

2.2 WLAN Network Topologies

Each 802.11 WLAN comprises of multiple network caments which can be arranged in few
different network topologies. The IEEE 802.11 WLARNsNsist of four fundamental architectural
components namely:

* Wireless Medium (WM) -The medium used to transfer 802.11 WLAN framedsvben

WLAN nodes.

» Distribution System (DS)-The logical component used to forward frame$&artdestination.
It is usually implemented as a wired network, sasfan Ethernet backbone.

» Wireless Station (STA)-Any device that accesses the wireless mediurssisrdially an STA.
Usually this term is used to refer to endpoint desisuch as laptops, desktops, mobile phones
and other consumer electronics with 802.11 cajegsili

» Access Point (AP)}An AP is a specialized STA that provides conngtytbetween the various
STAs and between the STAs and the distributioresygDS), which is usually a wired
network.

For simplicity, throughout the dissertation, theteéSTA is used to refer to a non-AP device. The

term WLAN nodes used whenever referring to both APs and puresSTA

Topologically, the basic building block of an 80RWLAN is theBasic Service S€BSS). A BSS
simply represents a group of STAs that can comnaaiwith each other over the wireless medium
and its coverage area is defined by the propagatiaracteristics of the wireless medium. If a etati
moves out of its BSS, it can no longer communieath other members of the BSS. Each BSS is

assigned a BSSID, which is a 48 bit binary ideatithat distinguishes it from other BSSs. BSSs also

*The termWLAN nodés used throughout this dissertation to refer tp\AfLAN entity that is capable of communicating
using 802.11.



have a 32 byte alphanumeric identifier calledSkevice Set Identity (SSICHSID allows another way
of assigning identity to a BSS. BSSs can be dividéal two structural configurations or designs, as
follows:

* Infrastructure BSS: use APs to relay all information between the BE5%\s and the DS and

between the STAs themselves. All communicatiomimnérastructure BSS occurs via an AP.
All the STAs are required to be within the radiaga of the AP; however no restriction is
placed on the distance between the STAs themseéfege, an infrastructure BSS is defined
by the distance from the AP. All STAs must estdidissociatiorwith the AP to obtain
network access. In an infrastructure BSS, all Siay associate with only one AP, however
there is no limit on the number of STAs an AP maywse. In an infrastructure BSS, the BSSID
is the MAC address of the wireless interface ofAle

* Ad-Hoc or Independent BSS has no central control entity such as an AP cbutprises of

STAs in direct communication with each other over wireless medium. STAs in an IBSS
communicate directly with each other and hence mestithin direct radio communication
range. BSSID of IBSS WLANSs is generated using ramd® bits.

While ad-hoc BSSs are typically used for creatimgrslived networks to support meetings or file
transfers etc.; infrastructure BSSs are used daac@ments or extensions of the conventional wired
LAN segments and hence have become integral paheoinformation infrastructure. IEEE 802.11
also allows for creating networks of arbitrarilyyda size by chaining a number of individual
Infrastructure BSSs together with a backbone ndéws®uch a network is called an Extended Service
Set (ESS). The SSID is same for all BSSs in an ESS.

This thesis focuses entirely on Infrastructure BS8=eatfter; all references to WLANS refer to
Infrastructure BSSs.

2.3 WLAN Operations

In a WLAN, all nodes (STAs and APs) are identifsdtheir 48 bit IEEE 802 MAC address and



the frames are delivered based on the MAC addféss section discusses how access to the wireless
medium is managed in WLANs and how WLAN nodes dstiatan association with the AP for data

communication.
2.3.1 Media Access Control

802.11 uses a Carrier Sense Multiple Access (CSBtAeme to control access to the wireless
transmission medium. However, collisions in theelss medium are expensive as they waste
valuable transmission capacity, so rather thani€oi Detection (CSMA/CD), 802.11 uses the
Collision Avoidance technique (CSMA/CA).

Radio transmissions in unlicensed radio frequenagdb are vulnerable to a high level of
interference and noise due to radiations from abmerrof devices operating in that spectrum such as
microwave ovens, cordless phones etc. In additruitipath fading may also lead to frames not being
received at the receiver node because it movedamdead spot. Hence, 802.11 require a positive
acknowledgment (ACK) for every transmitted frameefy frame transmission from the sender node
to the receiver and the receipt of its correspapdi€K from the receiver to the sender issdomic
operation. This means that a transmission is oohsiclered successful if after transmitting a frame,
the sender receives an ACK back from the receiglen@vledging the receipt of the frame. No other
transmissions are permitted during this transactfaither the frame or its ACK is lost, the senbas
to retransmit the frame as it is considered lost.

Both the sender and the receiver WLAN nodes haeasore that a third party node does not gain
control of the network medium during the transactas it would interfere with the operation’s
atomicity. Hence, besides physical carrier senst®@.11 also implementartual carrier sensing
Physical carrier sense mechanism is provided byP#H¥ layer, whereas virtual carrier sense is
provided by the MAC layer. If either of the mechsans detects the medium to be busy, it is considered
busy. To implement virtual carrier sense, every VMLAode has &letwork Allocation VectaiNAV),

which maintains a prediction of future traffic dvetmedium. It is a timer that represents the amofunt
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time the medium will be reserved, in microsecoride WLAN nodes reserve the medium by setting
the durationfield (see Section 2.3.2) in the frame MAC headea tvalue representing the expected
time it would take for the frame’s transmission dhd receipt of its ACK (or any other necessary
frame transmissions) to complete. All nodes th&ae unicast frame on the medium set their NAV
values equal to the duration field of the deteétaohe. The virtual carrier sense mechanism consider
the medium to be busy if the NAV has a non-zera®alA non-zero NAV is decremented every
microsecond and only when NAV value reaches zeresdbe virtual carrier sense mechanism
consider the medium idle. Hence, in this manneptiler nodes besides the communicating nodes
refrain from using the medium for the time periddre transmission.

Besides using tha@urationfield of unicast frames to update NAV, 802.11 a#iows for a special
handshake to reserve the medium before the trassmisommences. This mechanism is called the
RTS-CTS handshak@nce a node has gained access to the mediugestidRequest-to-Sen@RTS)
andClear-to-SendCTS) frames to reserve access to the medium éodtination of its transmission.
The sender sends a RTS frame to the receiver nmatitha receiver responds with a CTS frame after a
SIFS. Theduration field in the MAC headers of both RTS and CTS fraroestains the proposed
duration of the transmission and other nodes whidrhear either RTS, CTS or both, update their
NAVs accordingly and defer access to the mediumtha duration. Hence after the RTS-CTS
handshake, the sender and the receiver can comateingthout any interference from the other
WLAN nodes for the duration of the transmissione RII'S-CTS handshake in itself is also an atomic
operation.

All nodes that detect a RTS or CTS or both on tlediom defer access for the duration contained
in these frames. This ensures that all WLAN nodss/een the sender and the receiver are aware of
the transmission and will not attempt to access mieglium during the transmission. RTS-CTS
handshakes are also useful in areas with multigkrlapping WLANs where a large number of

WLAN nodes contest for access to the medium. Dedyatng on different networks, all nodes on the
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same physical channel would receive the NAV ancc@elefer access appropriately.
2.3.2 Framing Details

IEEE 802.11 frames consist of the following fouelds: a Preamble, a Physical Layer
Convergence Protocol (PLCP) Header, MAC Data, ar@ydic Redundancy Code (CRC). The
Preamble is PHY dependent and contains trainingsédfuence for the antenna, the start frame
delimiter and other synchronization informationeTPLCP header contains logical information that is
used by PHY to decode the frame such as the nuofbbytes contained in the frame, the rate
information and a header error check field. MAC Cieglal contains the transmitted data and the CRC
field contains an error detection checksum for tamé.

MAC Data field of an 802.11 frame (simply referrexd &s the MAC frame) consists of the
following basic components:

* Frame Control: Contains the frame type information and otherticdrinformation.

» Duration/connectionID: When used as duration field, it contains the fimmi-
croseconds; the medium will be allocated for susfcgésransmission of a WLAN MAC
frame. This field is used to update the NAV of WLABUes. In certain Control frames, this
field acts as a connection identifier.

* Addresses The number of address fields and their meaninggdsas per the context.
Address field types are source, destination, tramisigpistation and receiving station.

» Sequence Contral Contains a 12 bit sequence number, which is tsedmber the
frames transmitted between a given transmitterraceiver and a 4 bit fragment number,
which is used for fragmentation and reassemblys Tiid is only present in frames of type
Management and Data.

* Frame Body. The frame body is variable in length and spetdithe frame.

» Frame Check SequenceThe frame check sequence (FCS) contains an IEBE 8yclic
redundancy check (CRC).
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MAC frames used in 802.11 can be divided into tluaegories (types) namely:

« Control: Control frames provide MAC-layer reliability funotis and assist in delivery of

data frames.

* Management These frames implement various services in WLANG manage

communication between STAs and APs.
« Data: Data frames are used to encapsulate upper layanta be exchanged between

WLAN nodes.

The Control frame subtypes are as below:

Power save-poll (PS-Poll)fhis frame requests the AP to transmit buffereché&afor a STA
that has just woken up from power-save mode.

Request to Send (RTShis frame is used in the RTS-CTS handshake mesmay a node to
alert the destination and all other nodes in rahgeit intends to transmit a frame to the
destination.

Clear to Send (CTSThis is the second frame in the RTS-CTS handshaahamism. It is sent
from the destination node to the sender, as ancadkdgment of the RTS frame and to grant
permission to the sender for sending a data frame.

Acknowledgment (ACKT:his frame is sent from the destination to the seadd is used as an
acknowledgment for receiving immediately precedingast data, Management or PS-Poll

frame correctly.

The Management frame subtypes are:

Association Requesthis frame is sent from an STA to an AP for requesassociation with
the AP’s BSS and it contains the STA’s capabilitiprmation.

Association Responseéhis frame is sent from the AP to the STA in regmoto the
Association Requefitame, indicating whether it is accepting the STAguest.

Reassociation Reque&ent to an AP by an STA when it moves from one B&8other BSS
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so that the new AP knows to negotiate with theAd¥dor forwarding old/buffered data frames.
It can also be used to change the associatiobutis while remaining connected to the same
AP.

Reassociation Responskhis frame is returned to the STA by the AP in oese to the
Reassociation Request, indicating whether it iepiteg the STA’s request.

Probe Requestthis frame is sent from an STA to another AP taobinformation about it. It
is usually used to locate a BSS.

Probe Responsé&his frame is sent back to the STA from the ARgsponse to Rrobe
Requesand contains information about the AP.

Beacon:A Beacon is transmitted periodically by an AP, atigang the presence of the BSS
and detailing the AP’s capabilities. It assists#I&As in locating the BSS.
DisassociationThis frame is used to terminate the associatiowdeh an STA and an AP.
This frame can be sent from either WLAN node (STAB).

AuthenticationThese frames are exchanged between an STA and emaRhenticate each
other during establishment of an association.

DeauthenticationThis frame is used to terminate the authentica@ma hence the
association) between an STA and an AP. This fraanébe sent from either WLAN node (STA

or AP).

The data frame subtypes are:

Data: This is the frame that actually performs encapsnatf upper layer data.

Null Function: This frame does not carry any user data and is iesggbwer management.

2.3.3 Network Operation

Every WLAN node keeps two state variables for eaatie it communicates with over the WM,

namely theAuthentication statand theAssociation stateThe values for théuthentication state

variable areunauthenticatechnd authenticated The values for thé\ssociation statevariable are
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unassociated and associateéthese variables create three states locally nade for each remote
node it communicates with over the WM:

» State 1: Initial start state, unauthenticated, soeisted.

» State 2: Authenticated, unassociated.

» State 3: Authenticated, associated.

The current state between a source and destinatidae determines what type of frames can be
exchanged between them. For simplicity, these tistates are referred to as tB@2.11 states
throughout rest of the dissertation. The allowednfes are grouped into classes, which correspond to
states (mentioned above). The frame classes del@s:

* Class 1 framesClass 1 frames are permitted in State 1, StatelZS#ate 3. They provide
basic operations used by 802.11 nodes. Class k$atiow STAs to find a WLAN and
authenticate to it. All STAs start at State 1 amckgssful authentication transitions them to
State 2. Frames that belong to Class 1 are RTS, &lidSACK Control frames ; Probe
Request, Probe Response, Beacon, AuthenticationDexadithentication Management
frames and data frames with ToDS and FromDS fraomgral bits set to O (i.e. IBSS
frames).

* Class 2 framesClass 2 frames are permitted in State 2 and Statdy3 These frames
manage associations between STAs and APs and babeottansmitted after the STA has
successfully authenticated to the network. Sucakeaskociation or reassociation
transitions the STA’s state to State3. Frameslibhking to Class 2 are Association
Request/Response, Reassociation Request/Respa@hBésassociation Management
frames. If an AP receives a Class 2 frame fromraawthenticated STA, it sends a
Deauthentication frame to the STA, hence droppit@ck to State 1.

* Class 3 framesThese frames are permitted only in State 3 i.ervthe STA has

completed both authentication and association sgéaky with the AP. In State 3, the
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STA is permitted to exchange data frames with tBeaDd use power management features
provided by AP. Frames that belong to Class 3 &8l Control frame; Deauthentication
Management frame and any data frames. If an ARvex€lass 3 frames from an STA that
IS not associated, it sends a Disassociation fitzexk to the STA, hence dropping it to
State 2. If the STA is not authenticated, the ARdsea Deauthentication frame, hence
dropping the STA to State 1.

Figure 2-1 shows the 802.11 state diagram wherle MAcAN node transitions from State 1 to
State 3 using Management frames. Once in Sta&a estchange with the DS and other WLAN nodes
can occur. The Deauthentication and Disassocidianagement frames cause transitions to State 1
and State 2 respectively and hence are used tinae S TA-AP associations.

Having discussed WLAN operations, now an overviéehe state of WLAN security is presented

in Section 2.4 and Section 2.5 and Section 2.6.

/7 statet: O\
Class1 | Unauthenticated |
Frames Unassociated
— Deauthentication
Successful Deauthentication Notification
Authentication Notification
‘ State 2: .
Class1 &2 Authenticated |

Frames Unassociated

4

Disassociation
Notification

Successful
(Re)Association

State 3: )

Class1,2&3 w Authenticated 1
Frames C)\Associated/

Figure 2-1: 802.11 State Diagram [48]

2.4 WLAN Security Objectives

Due to the shared nature of the wireless mediumAMN/Eecurity is uniquely different from wired

network security. However, the security objectif@s/VLANs are similar to those of the wired LANs
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and other wireless networks. These are furtheudssd below [74]:

» Confidentiality: The WLAN must provide strong confidentiality protien of the data
transmitted over it. No unauthorized parties shdndcble to read the communication between
two legitimate WLAN nodes.

* Integrity : The WLAN must be able to detect any changestiappen to the data in transit,
both intentional and unintentional. This also imda detecting retransmissions and replay
protection.

* Availability : The WLAN and its resources should be accessib#l individuals and devices
on demand. WLAN should prevent or at least mitigegainst attacks on the usability of the
network such as denial of service (DoS) attacks.

» Access Control The WLAN should restrict the rights of the dew@nd individuals to access
the network and its resources. The identities ofANLnodes should be established and
verified using strong authentication (mutual). Aarikation and access control policies should
be based on the results of such authentication.

However, the security challenges in WLANSs are gretttan those in wired networks due to the
inherent characteristics of WLANS. Unlike wiredwetks, where the network access is provided via a
network jack, the wireless medium is open to evedybwithin the transmission range of the network.
Wired networks can secure their access by usingigdlysecurity measures such as walls, doors, locks
etc., whereas WLANS cannot control visibility ofetmetwork to devices within the transmission
range. Interception of traffic in WLANS is as easy ranning a WLAN compatible device in
promiscuous mode. To launch an attack and injeffidrin a wired LAN, an attacker would have to ei-
ther gain physical access to the network or commesystems on it remotely. However, in WLANS
the attacker simply needs to be within transmissanige of the WLAN. To exacerbate the problem, an
attacker can use high directional antennas to éxtenrange of the WLAN so that he/she is physycall

located miles away from the network and away fratwork administrator’s or security guard’s eyes.
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The mobility of the WLAN nodes also leads to mooenplex trust relationships between network
components in WLANSs as compared to wired networks.
Having discussed WLAN security objectives, the nsettion analyses the threats faced by

WLANS due to their unique PHY and MAC protocol.
2.5 Threats

The threats to 802.11 WLANSs can be divided intoftil®wing main categories [47, 74, 100]:

e Threat 1. Traffic Analysis: Traffic analysis refers to techniques used by aremdry to
monitor the size and frequency of communicatioresWLAN to collect information about the
network communications. This threat is very realMé_ANs as the adversary only requires a
WLAN adapter in promiscuous mode to sniff all trafbin the WLAN. Assuming the WLAN
traffic is encrypted, the adversary can still cdlieformation such as number of nodes in the
network, periods of high network activity, netwddpology and possibly network protocols
used in the WLAN. Specialized radio equipment sashdirectional antennas make traffic
analysis possible from a large distance from theAWLUnprotected Management frames
such asBeaconand Probe Responsealso provide a lot of valuable information abou¢ th
WLAN and assist in easy detection of the WLAN.

» Threat 2. Passive EavesdroppingThe broadcast nature of the wireless medium allaws
adversary to passively collect all WLAN traffic, mgia WLAN adapter in promiscuous mode,
without ever associating with the WLAN or transmnigt any traffic. The captured WLAN
traffic can then be exposed to offline payload amglygich can lead to information leakage or
brute force key discovery attacks.

e Threat 3. Message Modification, Deletion and Intergation: With ready access to the
WLAN medium, an adversary can alter a legitimatssage by deleting it, changing it, adding
to it or reordering it. Message deletion can beeaad by interfering with the packet reception

process on the receiver's antenna, for instancsimgua CRC checksum error. Message
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interception refers to when the adversary captaréame before the intended receiver can.
This can be achieved by using two antennas simediasly, one to cause CRC errors and
collisions on the receiver and the other to caphaaes.

e Threat 4. Message Injection and Active Eavesdroppm Unlike passive eavesdropping,
active eavesdropping involves active traffic injectinto the WLAN. The adversary not only
monitors the WLAN traffic, but also injects traffistdo the WLAN using message injection.
Message injection refers to the traffic generatddassage injection can be easily achieved by
using custom written software and normal off thelSsWLAN hardware. Message injection
can be used for frame spoofing or inserting repldsgdes into the WLAN. An adversary can
send out frames with the spoofed source MAC add&SSID and SSID of a legitimate AP
and be able to lure unsuspecting STAs to assowiditeit. Using active eavesdropping, an
adversary can also learn more about the WLAN bgctmg custom frames and monitoring
WLAN's reactions.

e Threat 5. Unauthorized AccessWired networks require physical access to a ntyack to
obtain network association. However in WLANS, amyversary with a WLAN device can
attempt to circumvent the access control and atittegion mechanisms to obtain access to the
WLAN. The threat of unauthorized access is furthiginanced by the fact that most WLAN
devices readily allow users to change their MACradses and hence change network identity.
If access control checks are based merely on MA@ead filtering, an adversary can easily
obtain unauthorized access to the WLAN by simplyesdropping WLAN traffic and creating
a list of MAC addresses permitted to access the Wlahd then masquerading as those
addresses.

* Threat 6. Man-in-the-Middle: The Management frames used in WLANs to manage
associations between STAs and APs are not protacigdo effort is made to authenticate the

data origin or verify the integrity of these framd$ence, an adversary can use spoofed
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Management frames to disconnect a legitimate SBAnfthe network and then take over its
connection with the AP by spoofing its MAC addreRse adversary now receives all frames
destined for the legitimate STA and sends out feaoreits behalf. The adversary also starts up
another AP with the same SSID as the legitimateoARinother channel. The legitimate STA
establishes a connection with this fake AP and timradversary can see all traffic between the
legitimate STA and the legitimate AP. If the dateryption is weak or not implemented, then
the adversary has full access to the payload ofiréféc too. Unlike message interception,
man-in-the-middle involves the adversary activedytigipating in the communication.

* Threat 7. Session Hijacking Session hijacking is similar to man-in-the-middiewever after
disconnecting the legitimate STA and taking overabnnection with the AP, the adversary
makes sure that the legitimate STA does not readsowith the AP. Hence, the adversary uses
the legitimate STA’s session with the AP long aitdras been forced off the network.

e Threat 8. Message Replaylf no replay protection is used, an adversary rcamitor WLAN
traffic passively and retransmit certain messageslater stage, hence acting as a legitimate
device/user. An example would be when an adversaptures the security association
establishment between a STA and an AP and therrégiklays the messages from the STA to the
AP, hence pretending to be the STA.

« Threat 9. Denial of Service Denial of service (DoS) attacks in WLAN prohitiie normal use
or management of the network and/or network deviddsAN DoS attacks can be launched at
both PHY and MAC layers. An adversary can use R#mang devices to cause interference on
communication channels or simply use Managemenmhdsaof type Deauthentication or
Disassociation to force legitimate WLAN STAs tonténate their network associations. MAC

layer Management frames are not checked for auditgraf origin.

2.6 WLAN Security Evolution

Before ratification of IEEE 802.11i and iRBobust Security Network (RSMamework, IEEE
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802.11 suffered from a number of serious securdgkmesses. This section explains Pre-RSN security

shortcomings and how RSN addresses them.
2.6.1 Pre-RSN Security

To satisfy security objectives and threats idertifie Section 2.5, the original IEEE802.11
specification uses a number of security mechanisingsie 2-2).
2.6.1.1 Data Confidentiality

The Wired Equivalent Privacy (WEP) protocol is usegrotect confidentiality in the Pre-RSN
802.11 WLANS. WEP uses RC4 (Rivest Cipher 4) [8&am cipher algorithm for encryption of data
frames. The WEP standard specifies support for bitAHEP key; however nonstandard extensions
were introduced by vendors to offer keys of up 28 aAnd 256 bits. It also uses a 24 bit value as an
initialization vector (IV) as seed to initialize ghcryptographic key stream. Unfortunately,
cryptographic technique used by WEP has known fldle.40 bit key is too short to prevent brute
force attacks [16, 78]. Even use of a longer kegsdwot prevent the high possibility of keystreansee
due to small size of the IV and a shared static[R8Y. Concatenation of the IV and the shared WEP
key has inherent weaknesses in generating per pkeke and an adversary can discover the key by
eavesdropping 4,000,000 to 6,000,000 data fran®&9R. In 2004, it was shown that a 104 bit WEP
key could be recovered from just 500,000 to 2,000,6aptured frames [77]. Later, in 2005, more
correlations were discovered between the RC4 kegstrand the WEP key which can be used to
discover WEP keys Later, it was shown that it is possible to recoael04 bit WEP key with a
probability of 50% using just 40,000 captured pa&skand a success probability of 95% for 85,000
captured data frames [94].

WEP also provides no replay protection as it im@ata no incrementing counter, timestamp or
other temporal data that could assist in deteatapdayed data. Lack of replay protection in WEP

assists in collecting the required traffic from a Wprotected network in a very short time [21].

*http://cage.ugent.be/klein/RCA4/
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Hence, it has been proved beyond doubt that WERdemiality protection is flawed and should not
be relied upon.
2.6.1. 2 Access Control and Authentication

Pre-RSN WLANSs use two methods for authenticatimgidentities of WLAN devicespen system
authenticatiorandshared key authenticatioheopen system authenticatincompulsory for IEEE
802.11 WLANS, whereas thghared key authenticatios optional.Open system authenticatias
effectively a misnomer as it does not provide aisntity verification. None of the communicating
parties are actually authenticated. THleared key authenticaticscheme is based on a unilateral
challenge response mechanism and uses WEP enarypticesponse computation. Although it was
supposed to be more robust thapen system authenticatioit actually is just as insecure. An
adversary can trivially spoof tlshared key authenticatidoy simply eavesdropping the authentication
session of a legitimate STA [10,16]. In fact usopen system authenticatioan be more secure than
shared key authenticaticas the latter can expose the keystream derived tinerWEP key. During
the shared key authenticatioWEP is used to encrypt the response by XORing iadlenge with a
pseudo-random keystream generated using a WERA\kegdversary can XOR the challenge and the
response to reveal the keystream; which can lateruged to authenticate [74Fhared key
authenticationalso does not implement mutual authentication ffne.AP is not authenticated) and it
only authenticates devices and not users [30, p 91]

The access control mechanisms used in Pre-RSN WLskBIdimited to the knowledge of the
SSID and using MAC address filtering lists. Bothtleése are flawed and can easily be defeated as
SSIDs are visible on the WLAN in clear text and onidy of the WLAN hardware permits users to
change their MAC addresses. An adversary can esesedssion from a legitimate STA and obtain
the SSID and MAC address information. Now the asigrcan obtain access to the WLAN by simply

using the snooped MAC address and the SSID.

A WLAN that requires onlyppen system authenticatiéor authenticating WLAN peers is referred toogpen WLANN
this dissertation.
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2.6.1.3Data Integrity

Pre-RSN WLANs use WEP to perform data integrity obivey. WEP uses a 32 bit cyclic
redundancy check (CRC-32) for protecting the intggyf each payload during transmission. The
payload and the checksum are encrypted using R@tebtansmission. The encrypted CRC-32
checksum is called thimtegrity Check ValugICV). The receiver decrypts them, recomputes the
checksum and compares against the transmitted sin@ck-rame is dropped if checksums do not
match. Unfortunately, ICV is subject to bit flippiragtacks. This means that an adversary can
arbitrarily modify a packet without detection orde a frame with a valid ICV, without the knowledge
of the key stream. Weak integrity protection alssists in plaintext recovery attacks such as indeict
chosen plaintext attacks [9].
2.6.1.4 Availability

Pre-RSN WLANs implement no measures to protecinéteiork against PHY and MAC layer
DoS attacks. An adversary can use PHY Iggermingto render the frequencies unusable for the
WLAN, hence causing a DoS. Tf@mmingcan also be caused unintentionally by other non W&A
devices operating in the same frequency band. AtMMAC layer, the adversary can either inject a
large number of spoofed frames in the WLAN@dINg; causing a DoS or use spoofed Management

frames to degrade the security associations of Whabes.
2.6.2 Interim Security Enhancement -WPA

Section 2.6.1 shows that WEP does not satisfy atlyeosecurity objectives identified in Section
2.4. Hence, |IEEE commenced work on the IEEE 802friéndment. The WiFi Allianéeproposed
WiFi Protected Access (WPA)allow users to take advantage of their existmgP compatible
hardware and to provide an interim solution whil®81i was getting ratified. WPA addresses all
known WEP vulnerabilities without requiring new taare.

Confidentiality protection is achieved in WPA usthg Temporal Key Integrity Protocol (TKIP)

®http://www.wi-fi.org/
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which still uses RC4; however unlike WEP it inclada extended IV space and a key mixing function
to construct per packet keys. For integrity proteGtWPA uses a weak keyed Message Integrity Code
(MIC) computed using th&lichael algorithm. The capabilities of the legacy hardwiamated the
choice of algorithms for WPA. WPA also implemergplay protection by using per packet sequence
numbers.

WPA provides two authentication mechanisms. Irfitise method, possession of a pre-shared key
(PSK) is used to authenticate peers and a 12&biyption key, a 64 bit MIC key is also derivedrfro
the PSK for confidentiality and integrity protectidn the second method, IEEE 802.1X [50] and
Extensible Authentication Protocol (EAP) [1] areeddo provide strong authentication for the peers
and fresh temporal keys are derived for confidatytiahd integrity protection.

WPA however does suffer from some weaknesses, ynané to limitations of the legacy
hardware it was designed for. Although, the TKIF kexing function is an improvement on WEP; it
is possible to find the MIC given one per packet [g8]. This vulnerability discloses that parts of
TKIP are weak on their own. To avoid negatively aogng performance on legacy hardware, Michael

is designed to provide only 20 bits of securityisTmeans that it is possible for an adversary to

construct one successful forgery ever1§/) ackets. Thus countermeasures were implemented in
Michael to limit the number of forgeries. Howevehese countermeasures may lead to DoS
themselves [74]. Furthermore, 802.1X may be vulslerto session hijacking and man-in-the-middle
attacks [67] if mutual authentication and strongrgption is not used [93]. Hence, even TKIP is not
suitable for high assurance environments and wasyal meant to be just an interim solution until

everyone can upgrade to IEEE 802.11i Robust Sgadatworks (RSNs).
2.6.3 RSN Security

IEEE 802.11i was ratified in 2004 and is the sixtheadment to the baseline IEEE 802.11
standard and is designed to be the long term salditir WLAN security issues. The IEEE 802.11i
specification introduces the concept ®@bust Security Network (RSM)RSN is a WLAN security
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network that only permits the creationRdbust Security Network Associations (RSMASNA is a
logical connection between two IEEE 802.11 entitestablished using the IEEE 802.11i key
management scheme called #haVay HandshakgFigure 2-3). Moreover, RSNs achieves the

following security objectives (Figure 2-2):

IEEE &02.11
Security

Classes ,;l Pre-RSH

Robust Security

I h?:ta:;gs Hetworks
|
.
[ Connientiality, Authentication
Objectives iali I Authentication I Data Origin Authentication,
L IConﬁdemlahwl Ir?tegrity s and Key Access Control
Replay Protection Management
By J ‘ IEEE 802.1X
TKIP CCMP Cip Port-based
Ol St Shared Key Access Control
\

Figure 2-2: Taxonomy of 802.11 Security [74]

2.6.3.1 Data Confidentiality and Integrity

IEEE 802.11i defines two RSNA data confidentialitg amtegrity protocols -TKIP and Counter
Mode with Cipher Block Chaining MAC Protocol (CCMPIKIP has already been discussed in
Section 2.6.2, so this section will concentrateC@MP.

Unlike TKIP, which can be implemented on legacy WiaRdware via a software upgrade, CCMP
requires new hardware. Support for CCMP is mangidtorany device claiming RSNA compliance,
whereas TKIP support is optional. CCMP is basetherAdvanced Encryption Standard (AES) [90]
and uses its Counter with CBC-MAC operation modth WR8-bit block size [101]. CCMP uses the
counter mode (CTR) for protecting data confideritiaéind the Cipher Block Chaining Message
Authentication Code (CBC-MAC) for data integrityC®IP protects the integrity of both the packet
data and also portions of the802.11 header. It Gl88sbit session key to protect the duplex data
channel. In addition, CCMP uses 48 bit packet nurtdoeonstruct a nonce to prevent replay attacks.
This construction of the nonce allows for the keybe used for both integrity and confidentiality

protection, without compromising either [57].
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2.6.3.2 Access Control and Authentication

IEEE 802.11i uses the IEEE 802.1X [50] standargrtavide mutual authentication and exercise
access control. IEEE 802.1X is an extensible fraorkwfor authenticating users. The actual
authentication method is implemented using the iSibde Authentication Protocol (EAP) [1]. EAP
provides a framework to use multiple methods fdri@ang authentication. The EAP framework is
specified by the Internet Engineering Task ForcelIEin RFC 3748; however the individual
authentication protocols are not part of this RFCfact, the specific authentication protocols are
specified in individual RFCs. For instance, RFC 2[21&pecifies EAP authentication using transport
layer security (EAPTLS). Numerous other EAP autivatibn methods exist such as EAP-SIM [45],
EAPPOTP [76], and EAP-FAST [18], each specifying aeparate method of achieving authenti-
cation over EAP.

However, not all EAP authentication methods aréable for use in a WLAN environment. RFC
4017 [91] specifies the security requirements of EAd?hods to be used for authenticating peers over
a WLAN.

IEEE 802.1X authentication uses three main compsnasupplicant anauthenticator,and an
authentication server (AShh a WLAN, STAs are thsupplicanf the AP is theauthenticatorand a
RADIUS [83] server is usually used as taethentication serverHereafter, these terms are used
interchangeably. The authenticator merely passi®atication traffic between the supplicant and the
AS. IEEE 802.1X uses port-based access contraritra flow of data between DS and STAs. EAP
authentication occurs via theancontrolled porton the authenticator and non-EAP data frames pass
through the IEEE 802.1Xontrolled port The non EAP traffic is only permitted to pass tigio the
controlled portonce the supplicant has successfully completed I&EE1X authentication with the
AS.

Using this model, IEEE 802.1X blocks unauthorizedess to the WLAN. The EAP over LAN

(EAPoL) protocol is used to pass EAP messages et supplicant and the authenticator over the
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WM and RADIUS [83] is the protocol most commonlydgo exchange EAP messages between the
AS and the authenticator. At the conclusion of eceasful EAP authentication session, the AP’s
controlled port remains blocked. Even though thibentication is successful, the controlled port is
only unblocked once the temporal keys have beentiagd and installed on the STA and the AP
using the4d-Way Handshake

IEEE 802.11i also permits the use of a pre-shassd(RSK) for authentication. If PSK is being
used the EAP authentication does not happen. Hawéw¥ay Handshakes still used to negotiate
temporal keys and unblock the AP’s controlled port.
2.6.3.3 Availability

IEEE 802.11i does not introduce any measures tdateilagainst the PHY and MAC based
WLAN DoS attacks. The Management frames and Coftaates still remain unprotected and hence
can still be used to cause flooding and other sppbfised DoS attacks in WLANSs. To exacerbate the
problem even EAP and EAPoL frames remain unpradeatel can be used to launch DoS attacks

against the WLAN (see Section 2.7.5).

Pre-RSN Security RSN Security

2. TKIP protocol
Data Confidentiality and | 1. WEP Protocol
Integrity 3. CCMP

1. Open System 1. IEEE 802.1X standard
Access Control and
Authentication 2. Pre Shared Key 2. Pre Shared Key

No protection against PHY No protection against PHY

Availability and MAC layer DoS attacksand MAC layer DoS attacks

Table 1: Comparison between RSN and Pre-RSN

Table 1 summarizes the differences between RSNPa&dRSN securities. We note that neither

Pre-RSN nor RSN performs protection against PHYMAG layer DoS attacks.
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2.6.3.4 RSN Key Management and Operations

This section discusses the RSNA establishmenttanldéhe RSNA establishment can be divided

into five distinct phases (Figure 2-3):

Phasel: Discovery During this phase an AP advertises its capadsliand security policy
using the RSN Information Element (RSN IE) in itsaBons and Probe Responses. The STA
uses this information to select an AP to estalaiskcurity association with. During this phase
the STA and the AP negotiate the confidentiality ewelgrity protocols for protecting unicast
traffic, an authentication method for mutual auttoation of the AP and AS, a cryptographic
key management approach and pre-authenticatiorbititipa.

Phase2: Authentication During this phase, the STA and the AS prove tiggntities to each
other. For backward compatibility, thepen system authenticatistep is still performed
before IEEE 802.1X authentication occurs. DuringEs&P session, the authenticator (AP)
does not participate in the authentication itsélmerely passes messages between the STA
and the AS.

Phase3: Key Generation and Distribution During this phase, the AP and the STA perform
several operations to generate and install crypfagc keys on the AP and the STA. During
this phase, messages are passed only between thedARe STA.

Phase4: Protected Data TransferAll data frames exchanged between the AP an&irke

are cryptographically protected using cipher suitegotiated in the discovery phase.
However, no end to end security is provided i.e.ftames are only protected between the AP
and the STA.

Phase5: Connection Termination The security association between the WLAN andSha

is terminated.
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2.6.4 Mixed Mode Networks

As shown in Section 2.6.1 and Section 2.6.3, IEBBE.11i specifies two broad categories to
classify security associations in WLANs: Robust B¢ Network Association (RSNA) and
Pre-RSNA. Pre-RSNA comprises of associations baseWEP while RSNA is established using
802.1X authentication anttWay Handshakdn a Robust Secure Network (RSN), APs do notnallo
associations from Pre-RSN STAs.

To facilitate migration of Pre-RSN networks to RSNEEE 802.11i also allows for the creation of
Pre-RSNAs and RSNAs in the same WLAN. Such a sgcoetwork is called d&ransitional security
network (TSN)A TSN can be identified from the RSN IE in Beacand Probe Responses as such a
network uses WEP as its group cipher. APs in a &M to accept both Pre-RSNAs and RSNAs from
STAs. TSNs are considered less secure than RStheysllow weaker security protocols to operate
simultaneously with more secure protocols and #lyos. The Pre-RSNAs in a TSN can be attacked
by an adversary and exploited to obtain accesseAP and/or other resources in the network (see

Section 2.7.3).

2.7 Outstanding WLAN Security Issues

IEEE 802.11i has been designed to address allise@sues — Except for Availability -related to
Pre-RSN WLANSs (see Section 2.6.1 and Section 2.8&)shown in Section 2.6.3, 802.11i RSNs
fulfill all security objectives identified in Sectid.4.

For the sake of completeness, let's consider treath identified in Section 2.5 in light of IEEE
802.11i RSNs. Traffic analysis is still a valid trdor RSNs as an adversary can still carry out
analysis of traffic on the WLAN even if it is enctgd. However, only MAC layer information is
available as the whole IP packet (including headergncrypted. Such information leakage is
considered less serious than IP layer traffic arali&SNs also only protect the data frames whie th
Management, Control and EAP frames still remairrotgeted. However, use of CCMP in RSNs for

confidentiality protection does address the thréatssive eavesdropping to some extent. RSNs do
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not protect the WLAN against eavesdropping; althouge captured encrypted traffic is not
vulnerable to offline brute force and key discovattpcks. Use of CCMP for integrity protection pro-
tects against the threat of message modificatioitewiessage deletion and message interception can
still occur. The use of packet numbers for replentgrtion will assist the receiver in detectingsthe
attacks. The threats of message injection andeaetivesdropping are addressed in RSNs by the use
of CCMP for confidentiality and integrity protectiofin adversary will have to use the right keys to
decrypt the frame and compute a valid MIC for thjedted data traffic to be accepted by the AP. Mes-
sage injection can still be carried out using utgrted Management, Control and EAP frames. The
threats of unauthorized access, session hijackidgran-in-the-middle have been mitigated in RSN
by using 802.1X based authentication that authatetsccSTAs and APs over EAP. The strength of the
authentication depends directly on the EAP methuzken. A good EAP method should mutually
authenticate both peers using cryptographic medmisall EAP methods are suitable to be used in a
WLAN environment [91]. The threat of message refilag been addressed by using packet numbers
in RSNs; but there is no mitigation for DoS attablksed on PHY jamming or spoofed Management,
Control or EAP frames.

Hence, stronger confidentiality and integrity pratat combined with strong authentication in
RSNs address most of the WLAN threats. However ptiog¢ection is only extended to data frames
while the Management, Control and EAP frames&itiain unprotected. No attempt is made to check
the authenticity of the origin or content of sucanfies. Hence, DoS attacks based on injection of
spoofed Management, Control and EAP frames aleadtireat to RSNs. Such frames also assist in
session hijacking and man-in-the-middle attackSAP methods with insufficient security are used
[11]. Hence, it is still possible to perform trafmalysis, obtain information about the WLAN via
passive eavesdropping, inject frames, spoof idetdigain unauthorized access and cause DoS using
the unprotected Management, Control and EAP frames.

Hence, stronger confidentiality and integrity prtéitet combined with strong authentication in
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RSNs address most of the WLAN threats. However ptiog¢ection is only extended to data frames
while the Management, Control and EAP frames&itiain unprotected. No attempt is made to check
the authenticity of the origin or content of sucanfies. Hence, DoS attacks based on injection of
spoofed Management, Control and EAP frames aleadtiireat to RSNs. Such frames also assist in
session hijacking and man-in-the-middle attackSAP methods with insufficient security are used
[11]. Hence, it is still possible to perform trafmalysis, obtain information about the WLAN via
passive eavesdropping, inject frames, spoof idetdigain unauthorized access and cause DoS using
the unprotected Management, Control and EAP frames.

Having discussed how the majority of the threatgehlaeen addressed in RSNs, the following

sections discuss the attacks that can still becteenh against RSNs
2.7.1 Man-in-the-middle Attacks

RSN relies on EAP for authenticating the commumicgpeers effectively. As mentioned earlier,
not all EAP methods are suitable to be used in WEA&N EAP was originally designed to provide
authentication in wired point-to-point protocol PMmetworks. IETF has produced RFC 4017 [91] to
provide guidance on selecting EAP methods for WLANS

Hence, to ensure security of the RSN, the EAP nietihould be carefully chosen to authenticate
the peers. Most importantly, the authenticationusthde mutual and cryptographically sound. If the
mutual authentication method is not implementedemly [11], the RSN might be vulnerable to
man-in-the-middle attacks. During the man-in-theldle attack, the adversary disconnects the STA
from the network using spoofed Management framesglly Disassociation or Deauthentication)
from the AP. Once the STA is disconnected fromnévork, the adversary can take over the STA’s
association with the AP by simply spoofing STA’'s MA@dress and exploiting vulnerability in the
EAP authentication method. Now the adversary staptsa fake AP with the same SSID as the

legitimate AP on another channel. The legitimaté& STaving been disconnected from the legitimate

"This discussion ignoreEraffic AnalysisandPassive Eavesdroppiras real attacks as RSN protected data frames are
considered secure and success of these attaaksiéstve to what information adversary is lookfog.
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AP, probes for the AP and finally associates withfdke AP. Now the adversary has access to the

traffic to and from the legitimate STA [100]. Usisgch an attack, the adversary can learn the PMK
2.7.2 Session Hijacking Attacks

Due to the existence of unprotected Managementfsagession hijacking attacks are still possible
in a RSN. Even if a strong authentication methodssd for cryptographically authenticating the
peers, an adversary can force a STA to termingteeiturity association with the AP by sending it a
DisassociatiorManagement frame with the spoofed source MAC addvéthe AP. Once the STA is
disconnected from the network, the adversary cke tawer the STA’s association with the AP by
simply spoofing the STA’'s MAC address [67]. Now Huversary can receive all frames destined for
the legitimate STA. However, to be able to dectyyd traffic and transmit traffic on behalf of the
STA, the adversary still requires access to theveelt temporal keys. Hence, at no time is the
confidentiality and integrity of the data compromndise

However, if the mutual authentication method isingtlemented correctly this attack can lead to
more serious information leakage. Now the adversanysuccessfully authenticate to the AP and can
receive and decrypt all communication from the ARhe legitimate STA, while impersonating as the

legitimate STA.
2.7.3 Security Level Rollback Attack

IEEE 802.11i does not permit Pre-RSNA algorithm&wRSNA is being used. That is in a RSN,
APs do not allow associations from Pre-RSN STAsweleer, 802.11i does allow Bransitional
security network (TSNyhere Pre-RSNA and RSNA algorithms can co-exists APa TSN have to
accept both Pre-RSNAs and RSNAs from STAs. Unfatelly, when Pre-RSNA and RSNA
algorithms are both permitted in a WLAN (TSN), alversary can launch security level rollback
attack on WLAN nodes. Such an attack allows theseshry to avoid authentication and even lead to

cryptographic keys being disclosed.

8As an aside, man-in-the-middle attacks in WLANSs a0 be launched using simple ARP poisoning [32]
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A securitylevd rollbadk can be launched by an adversary by impersonatirtijeaguthenticator
and sending forged Beacons and Probe Responsestdatie supplicant indicating that only
Pre-RSNA algorithms are supported. Alternativeyg aidversary can forge the Association Request
frames from the supplicant indicating that the digapt only supports Pre-RSNA algorithms. Hence,
the supplicant and the authenticator can be misigaithto establishing a Pre-RSNA connection;
despite them both being capable of RSNA algorith&isce no cipher suite verification occurs in
Pre-RSNA, this forgery goes undetected and theeatittator and the supplicant do not detect this
attack. Now the adversary can attack the Pre-RSbitection to reveal the cryptographic keys [47].
This attack requires timely injection of the forgethnagement frames as the authenticator or the

supplicant.
2.7.4 Rogue AP

Although RSN requires STA and APs to authenticatheother using EAP, it is still possible for
an adversary to start up a fake AP with the samB &Sa RSN AP and start transmitting Beacons and
Probe Responses. Given that such Management fiem@mes protected, it is possible for the adversary
to easily forge such frames. Rather than a RSNfake AP implements aopen WLANwhich only
requiresopen system authenticatiorhis is done to avoid 802.1X/EAP mutual authattan, another
scenario is that the adversary also implementsi, R&t uses a weak EAP method for authentication
that does not perform mutual authentication anccéean easily be defeated. The STAs for which
signal strength of the fake AP is stronger than ¢fizghe legitimate AP might migrate to the fake.AP
Since the fake AP does not require 802.1X/EAP auitetion, these STAs will associate with the
fake AP without any authentication. Now the adver&an launch various upper layer attacks on the
STAs associated to the fake AP and cause informd¢iakage by convincing the STAs to reveal

sensitive information such as passwords, encryays etc.
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2.7.5 Denial of Service Attacks

Availability is not treated as a primary objectine EEE 802.11i; hence many DoS vulnerabilities
still remain even if the strongest authenticatmmfidentiality and integrity protection is used egb
DoS attacks can be launched at both the PHY and M¢¢r and usually only require standard off the
shelf WLAN hardware. The ease with which thesec&aan be launched makes them a great threat
to normal operations of WLANS. These attacks aseudised in detail now.
2.7.5.1 Algorithm and Protocol Based Attacks

A number of DoS vulnerabilities exist in RSNs dweffaws in RSN security protocols and
algorithms. This section discusses attacks thdb&quch flaws to their advantage.

Michael Algorithm Countermeasures:Due to restrictions of the legacy Pre-RSNA harcbytre
Michael algorithm in TKIP only implements 20 bicseity for data integrity protection. However, the

designers of Michael realized that this was notughosecurity and a successful forgery can be

constructed after just192attempts. Hence, countermeasures were introduceddiace the rate of
successful forgeries for an adversary. All MICdadls are logged and if two MIC failures are detgcte
within 60 seconds, all transmission and receptforeaased for 60 seconds, not allowing any new
associations for STAs using TKIP. All temporal key® erased and must be reinitialized and if
802.1X is being used and the control ports arekeldcThese countermeasures effectively reduce the
adversary’s chances of learning more about the Mickey.

Unfortunately the countermeasures cause an obvbm$ condition where an adversary can
construct two unsuccessful forgeries within 60 sesoand cause the connection to be reset and all
communication to stop for 60 seconds. For addrggsiis DoS attack, the Frame Check Sequence
(FCS), Integrity Check Value (ICV), TKIP Sequenceu@ter (TSC) and MIC are checked
sequentially [47]. A MIC failure security eventasly logged when FCS, ICV and TSC are correct but
only MIC is invalid. This helps in detecting repéaypackets and frame corruption caused by noise. If

TSC is modified by the adversary, the frame will éecryption and MIC failure will not be logged.
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Therefore, the DoS attack can be made more diffipulthecking FCS, ICV, TSC and MIC in strict
order. However, these measures still do not stopdwersary from launching a DoS using message
interception, where the adversary intercepts a agestr a recipient and forces the recipient tgpdro
the same message (see Section 2.5), hence alloinengdversary to replay frames with valid TSC
value. The adversary can forge a frame with vas€nd an invalid MIC and adjust the FCS and ICV
using weaknesses in the ICV algorithm. Now the eshry has a valid frame that will pass the FCS,
ICV and TSC check but will fail the MIC check. Thdversary can use these frames to cause a DoS
[47].
RSN IE Poisoning: The RSN Information Element (RSN IE) contains mfation about the
capabilities and the cipher suites used in the RBM. RSN IE is used by an authenticator and a
supplicant to negotiate security policy detailshtsas authentication and key management protocols
and cipher suites for data confidentiality and intggprotection. An authenticator inserts its sugpd
RSN IE in the Beacons and Probe Response framds,asupplicant inserts its chosen RSN IE in the
Association/Reassociation Request frame. In pdaticRSN |IE contains authentication and pairwise
key cipher suite selectors, an RSN Capabilitiesl figroup key cipher suite selector, the Pairwise
Master Key Identifier (PMKID) count and the PMKI3i

To protect the authenticator and the supplicardsfsecurity rollback attacks, where they are
tricked into using weaker Pre-RSNA algorithms witenth of them would otherwise use stronger
RSNA security; the4-Way Handshakeerifies the RSN IE selected by the supplicant drel t
authenticator. The supplicant is required to ineldde same RSN IE in Message 2 of dhi@&/ay
Handshakes was present in the Association/Reassociationé&drame. The authenticator bit-wise
compares both these RSN IEs to confirm that thethareame. Similarly, the authenticator is required
to send the same RSN IE in Message 3 ofith¥ay Handshakas was included in the Beacon frame
and the Probe Response Frame. The supplicant $#-wompares these RSN IEs from the

authenticator to check if they match exactly. & RSN IE checks fail for the supplicant or the
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authenticator, thé-Way Handshakmils and both the authenticator and the supplideauthenticate
each other and log a security event [20].

Unfortunately, in Message 3 of tdeWay Handshakehe RSN IE comparison is done before the
MIC verification. Hence, an adversary can modify BR®N IE in Message 3 to cause th&Vay
Handshaketo fail. This causes a DoS condition, where a singlodified message causes the
authenticator and the supplicant to deauthentieatlé other [47]. He and Mitchell [47] point outttha
even if this order was corrected and MIC was chedlefore the RSN IE, an adversary can still cause
the 4-Way Handshakeo fail by injecting forged Beacons into the WLAMd poisoning the
supplicant’s record of the authenticator's RSNTRese modified Beacon frames will be exactly the
same as those of the legitimate authenticator; iem@me “insignificant” bits will be changed sottha
the 4-Way handshake commences but the bit-wisekdads when the supplicant compares the RSN
IEs for the authenticator. This DoS attack is gy to launch and requires minimum effort from the
adversary while causing a lot of work for the sl
4-Way Handshake Blocking In a 4-Way Handshakethe supplicant and the authenticator both
generate nonces and send them to each other; at@arsed in combination with the MAC addresses
of the peers and the PMK to generate the PTK. Tipplgant’'s nonce is contained in Message 2,
while Message 1 and Message 3 contain the nongetfre authenticator. Unlike other messages in the
4-Way HandshakeMessage 1 (from the authenticator) is unprotected in clear text. Also the
supplicant must accept all Message 1s generatethebyauthenticator to cater for frame loss and
retransmissions. This allows an adversary to sevéssage 1 to the supplicant with a random nonce
value and hence corrupting the PTK calculationthersupplicant. This causes a DoS condition as the
supplicant can no longer communicate with the antbator as they do not share the same PTK [46,
47].

He and Mitchell [47] point out that this attack dag addressed if the supplicant stores all nonce

values and their corresponding PTKs until Messaggl!8a valid MIC is received, confirming which
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nonce (and hence PTK) to use. However, this exptieesupplicant to memory exhaustion DoS
attacks as the adversary can send a very largearushiforged Message 1s in a short interval. This

attack is very easy to launch and requires vettg ktork on the adversary’s part.

2.7.5.2 EAP and EAPoL Based DoS Attacks

EAP is used in RSNs to provide authentication betwéhe peers, however just like the
Management and the Control frames, the EAP and EARMes are transmitted in clear text and are
not cryptographically protected. These frames @unded to cause a DoS by flooding the network with
forged frames or negatively impact already esthblisor in progress security associations between
peers.

Security Association Deterioration Attacks EAPoL-Stat frame is sent from the supplicant to the
authenticator to commence authentication. An adwgrsan send a forged EAPoL-Staame to the
authenticator on behalf of the supplicant. Thisnieawill reset the 802.1X state machine for the
supplicant and hence cause a DoS. Similarly, an-BAgtes frame is sent from the authenticator to
the supplicant on successful completion of the entthation. An adversary can cause confusion and
block the security establishment by sending forgaé-Succesframes to the supplicant while it is
still undergoing EAP authentication for instancAFBL-Logoff frame is sent to the authenticator by
the supplicant to indicate that the supplicant esshio logoff from the network and the frame
EAP-Failue is sent from the authenticator to the supplicant wrsuccessful completion of
authentication. Both EAPoL-Logbénd EAP-Failue frames can be forged by an adversary to cause a
supplicant to be disconnected from the network §41,

EAP ID Exhaustion Attack: EAP frames use 8 bit field in their headers catle®l EAP ID as a
session identifier. EAP ID assists in matching retpiand responses in an EAP session. Given its
small size, a flooding attack of forged EAP framas exhaust the EAP ID space and hence prevent
new EAP sessions from commencing [47].

* Management Frame Based DoS Attacks
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IEEE 802.11i makes no effort to protect the confiddity or integrity of the 802.11 Management
frames and nor does it attempt to authenticatertigen of such frames [47]. Recall from Section.2.3
that such frames are used by the 802.11 state neahd control the associations between STAs and
APs. The Management frames are used to transhrongh the 802.11 state machine (from State 1 to
State 3) and data exchanges can only happen ia St&eauthentication frames cause transition to
State 1 from any state and Disassociation framasectransition to State 2 if already authenticated
(see Figure 2-1). This presents a very serious d&erability where forged Management frames
(Deauthentication and Disassociation) can be usetkgatively impact associations between STAs
and APs [15]. To exacerbate the problem, these NtEmant frames can also be sent to a broadcast
destination MAC address. Hence a forged Deauthardit frame with spoofed source MAC address
of the AP and destination MAC address set to brastdwill force all STAs in the BSS to terminate
their associations and transition to State 1. Hltiack is particularly serious as it requires joisé
forged frame to cause a DoS condition in the wB3&.

Besides using Management frames to cause statativas, forged Management frames can also
be used to cause DoS via flooding attacks wherayalage number of frames are injected in the
WLAN causing the AP to exhaust its resources. Manant frames that can be used to launch such
flooding attacks on the AP arkuthentication RequesiAssociation Requesind Reassociation
RequestDoS attacks based on forged Management framésspdofed source MAC address of the
STA or the AP can be launched using commerciaih&ffshelf WLAN hardware and software.

» Control Frame Based DoS Attacks

Control frames are used for requesting and comgpdccess to the wireless medium and provide
MAC-layer reliability functions. Like Managementafmes, 802.11 Control frames are also
unprotected and can be easily forged by an adwef4d}.

Before transmitting a frame, all nodes performemcthannel assessment on the medium to check

if it is busy. This check is performed by usingtbphysical and virtual carrier sensing (NAV). An
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adversary can forge Control frames and set tthefation field to an unusually high value so that
virtual carrier sensing mechanism of all other reoiddhe WLAN sense the medium to be busy for that
period (see Section 2.3.1). By repeatedly injec@ogtrol frames (such as RTS, CTS and ACK) with
very highduration fieldvalues, an adversary can render the medium udelesi$ other WLAN nodes

as it will always appear busy to them [15]. Suclat@ack is referred to as thigtual jammingattack as

it uses the virtual carrier sensing mechanism &msmg the DoS.

Another DoS attack can be launched by using theepsave mode of 802.11. IEEE802.11
permits a STA to enter a power saving (PS) modate battery life. During this mode, all the traffic
destined to the dozing STA is buffered on the ARe PS-Poll Control frame is used by the dozing
STA when it wakes up from power-save mode to infoine AP to release its buffered frames. An
adversary can also send a forged PS-Poll frameeté\P on behalf of the dozing STA and cause the
AP to release all buffered frames for that STA befd has actually woken up. Hence, when the
legitimate STA wakes up; it finds no frames buffei@dt on the AP [15].

» Carrier Sense Based DoS Attacks

In 802.11, all nodes carry out carrier sensing teeftarting transmission to confirm that the
medium is idle. This is achieved by using physead virtual carrier sensing. However, the carrier
sensing mechanism can be tricked using techniguell'd and MAC layer by an adversary, to cause
a DoS.

Radio Jamming Attacks Radio jamming DoS attacks involve using radioipoent to transmit
enough noise on the communication channel to reihdeeless for data transfer. Due to the level of
noise on the medium, the physical carrier sensiogjavalways conclude the medium to be busy. This
is usually achieved by using specialized radio gaeint that is capable of injecting noise in theesam
spectrum which the WLAN operates in. However, Wuleet al. [107] showed that radio jamming
could be achieved by using commercial off the sSWdlfAN equipment. They used a primitive of the

physical layer management entity (PLME) that alld@82.11b WLAN adapters to be placed in a test
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mode (PLME-DSSSTESTMODE) which made the WLAN adeptentinuously transmit a specified
bit pattern on a particular channel. These contisucansmissions rendered the medium uselesd for al
other nodes in the BSS and caused a DoS.
NAV Based Attacks As discussed in Section 2.7.5, an adversaryrognthe virtual carrier sensing
mechanism by injecting Control frames such as RITES and ACK with very higlduration field
values. All WLAN nodes that receive these framedatp their NAVs and defer from accessing the
medium accordingly. The same effect can be achibyedorging the duration field values of unicast
data frames. This is referred tovagual jamming

Although the impact of this attack can be quiteadgating, the real effects of this attack rely on
how the WLAN nodes in their virtual carrier sensmgchanism are protocol compliant. Bellardo and
Savage [15] reported that WLAN equipment they usedxperiments completely ignored virtual

carrier sensing and hence virtual jamming DoS radffect on them.
2.7.6 Dictionary Attacks

IEEE 802.11i either uses 802.1X and EAP, or a nijpe Shared Key (PSK) to negotiate the
PMK between the authenticator and the supplicaié FSK is 256 bits long and might be derived
from a passphrase. A weak passphrase can exposydteen to offline dictionary attacks on the
passphrase, which in turn would result in disclesafrthe PMK. IEEE 802.11i WLANS that operate in
PSK mode should make sure that a good quality paase is always used or even better, a random
256 bit value is used as PSK. If an adversary nbtaccess to the PSK, he/she can compute the PMK
and the PTKs for all data encrypted using that RStie past (given he/she also has access to the
respective 4-Way Handshakes). Hence, unlike IEEEIB0EAP authentication, PSK does not pro-
vide perfect forward secrecy. This makes choosingoad passphrase for the PSK even more

important.
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2.7.7 Software Implementation Based Attacks

Besides factors such as protocol security flawsamasights, vulnerabilities can also exist in
WLANSs as a result of insecure software implemeatei Privileged software components such as
WLAN device drivers are not usually written by seguprofessionals, so their primary goal usually
tends to be functionality and not security. Giveattmost drivers run as privileged processes in the
operating system, any software vulnerabilitieden, if exploited, can potentially be catastroghbic
the security of not only the WLAN node running théver but also the whole WLAN. An adversary
with privileged access to a WLAN node via vulneli#pin its driver code can gain access to sensitiv
information such as the cryptographic keys andemnittbation credentials. Now the adversary cannot
only masquerade as the victim node but also peatigntise the system as a means to launch upper
layer attacks on the WLAN infrastructure and othM&LAN nodes. Such attacks on software
implementations have been demonstrated to be cpalestic [66, 69] and in fact repositories have
been established to catalog and address softwaes baulnerabilities in WLANs [108]. Given that
techniques have been developed to determine theedeviver of the WLAN node by simply
monitoring its traffic [31, 34], the threat of vuhable WLAN device drivers being used to
compromise WLAN security becomes even more real.

Beside driver based vulnerabilities, vulnerabifitie complex software systems such as RADIUS
servers can also be exploited using unprotected EAPoL frames. An adversary can inject forged
EAP/EAPoL frames that contain a payload to exptalherability in the RADIUS server software of
the WLAN. This attack is particularly dangerousoage successful, the adversary has access to not
only authentication credentials of all nodes on\WieAN, but he/she can use the RADIUS server to
launch further attacks on the wired side of thevoei.

To further exacerbate the problem, in order to @adgts and simplify the hardware design,
components of MAC implementations in WLAN hardware being moved to software [80]. Where

hardware usually hides the MAC implementations fpging eyes; software implementation exposes
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them to reverse engineering attacks, where an sawecan modify the MAC to cheat the 802.11
protocol and gain unfair advantage over other canpWLAN nodes [82]. For instance, an adversary
can modify the MAC implementation to ignore virtgakrier sensing and always choose the minimum
value for the contention window in DCF. This casisisan adversary in modifying the MAC such that
he/she can easily launch a number of attacks @s@oS attacks) on other WLAN nodes; but at the
same time protect himself/herself from similar ektaby being non-compliant to the protocol. For
instance, an adversary can easily avoid being @nvicf virtual jamming and Management frame
based DoS attacks by simply ignoring such framefiw@re modifications to the MAC can also be

used by an adversary for stealth purposes anddidgiher tracks [17].
2.7.8 RSN Vulnerabilities

Figure 2-4 shows taxonomy of all the RSN attadksubsed above. It shows how RSNs have
improved the level of WLAN security over Pre-RSNwerks. Unfortunately, as demonstrated by
various attacks discussed in Section 2.7, RSNk stifer from multiple vulnerabilities which
negatively impact their security. Figure 2-4 aleows the vulnerabilities that allow various attattks
manifest in a RSN (labeled as Cause). These vdiitities are as below:

* MAC Spoofing

It refers to the capability of the adversary teatjframes using the MAC address of another
WLAN node. Almost all WLAN hardware permits the use change the MAC address to any
arbitrary value.

In this dissertation, the terspoofinghas been used to describe a scenario when anattack
injects frames in the WLAN with the source addresanother node, and the temasquerading
has been used as a specialization of the $pofing A masquerading attack is a spoofing attack,
where the victim node is not active in the WLAN atlpnger. Hence, when an attacker
masqueradeas another node, it is the only node communicatiitig that identity (MAC address)

in the WLAN. However, when an attackgpoofsas another node, there is no guarantee that the
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attacker is the only node using that identity i WLAN.
* Improper EAP Authentication

It describes the scenario when the EAP method imsealithenticating peers in a RSN is not
robust enough.
» Unprotected Management Frame

It refers to the lack of confidentiality, integrigyd replay protection for 802.11 Management
frames. These frames are also not checked for aiithy of data origin.
* Unprotected Control Frame

It refers to the lack of confidentiality, integréamd replay protection for 802.11 Control frames.
» Unprotected EAP/EAPoOL Frames

It refers to the lack of confidentiality, integrignd replay protection for EAP and EAPoL
frames.
» Software Vulnerabilities

It describes vulnerabilities caused by softwaregiheand implementation.
e Mutable and Unprotected Duration Field

It describes how thdurationfield in the MAC frame header can be set to anytiayi value
by a WLAN node and negatively impacts the virtuadrier sensing in the WLAN.
* Weak Passphrase

It refers to selecting a weak passphrase for géngrine PSK used for securing a RSN.
* Michael MIC Weakness

It refers to the weakness in Michael Algorithm wahealid MICs can be forged.
* Unprotected Message 1 of the 4-Way Handshake

This vulnerability refers to the unprotected autfeator’'s nonce in Message 1 of theNay
Handshake which can be forged to cause the supplicant toulzie different PTK than the

authenticator.
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» Shared Nature of the Wireless Medium

This refers to the inherent broadcast nature ofwtineless medium where the bandwidth is
limited and has to be shared by all WLAN nodes ajpeg. Excessive transmissions on the
medium can consume most of the bandwidth and rehdseless for other WLAN nodes.

Out of all the vulnerabilities mentioned aboMAC Spoofings the most exploited one in all RSN
attacks (see Figure 2-4). This vulnerability pesmihe adversary to inject forged frames
(Management, Control, EAP) with the identity (MAQdaess) of any legitimate WLAN node. An
adversary can easily forge frames that are unpextes a WLAN. However, without MAC Spoofing,
most of the unprotected frame vulnerabilities Wwal useless in terms of an exploit. A forged frame i
only effective if it is injected using the MAC adhs of some other WLAN node (usually an AP). Also
exploiting unprotected MAC framdurationfield to cause a DoS is only possible in combinatwith
MAC SpoofingSoftware Implementation Based Attaeks also launched when an adversary injects
forged frames into the WLAN using the MAC addresamother WLAN node. These frames contain
the payload to exploit the software vulnerability the target system. Henc®IAC Spoofingin
combination with unprotected frames (Managemennt®y EAP/EAPoL) and unprotected MAC
frame fields (duration) is responsible for majodfythe attacks on RSNs. Even attacks that do ret us
MAC Spoofinglirectly would use it to launch further attackstbe WLAN. For instance, after an
adversary has successfully obtained key materiaigushe dictionary attack it would useMAC
Spoofingo authenticate to the WLAN using the key matearad the MAC address of the victim node.

Another notable vulnerability is that of impraodeAP authentication. The security of a RSN relies
directly on the strength of the EAP authenticatisethod implemented to authenticate communicating
peers. Even though a wide variety of EAP methodswaailable, not all are suitable to be implemented
in a WLAN [91]. If not implemented correctly, theemingly secure EAP methods could become
vulnerable to attacks such a Man-in-the-middle [Hénce, it is absolutely imperative to select the

EAP method carefully to ensure security of a RSN.

45



Denial of Man-In-The-] | Session Rogue | [Security Level| | Dictionary Im : :mn:na::ﬁon
Service Middle | [Hiacking AP Rollback Attacks | | Based Attacks
Cause: lepropor EAP Authentication
) Cause: Weak ‘fﬂlﬂu S:b'f':”’
) uinera and
v s MAC Spoofing

Cause: Unprotected
Management Frames

Algorithm and and MAC Spoofing
Protocol Based
Michael }Caua-; Michael MIC Weakness and
Countermeasures MAC Spoofing
RSN IE Poisoning Cause: Unprotected Management
Frames and MAC Spoofing
4-Way Hamke Cause: Unprotected Message 1
Blocking of the 4-Way Handshake
and MAC Spoofing
EAP/EAPoL Based
DoS Attacks
Security Association
Deterioration Attacks

Cause: Unprotected EAP/EAPoL
Frames and MAC Spoofing

EAP ID Exhaustion
Attack

Management Frame
Cause: Unprotected Management
Based DoS Aftacks } Frames and MAC Spoofing

W"&g’:&“x”e" } Cause: Urprotected Control
S Frames and MAC Spoofing

Carrier Sense Based

DoS Attacks
Radio Ja:lsm'ng } Cause: Shared Nature of WM
Cause: Mutable & Unprotected
NAV Based Attacks Duration field and MAC Spoofing

Figure 2-4: Taxonomy of RSN attacks
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Chapter 3 Existing Intrusion Detection Techniques for 802.1IWLANSsS

As discussed in Chapter 2, despite recent enhamterneetheir preventative security measures,
WLAN:Ss still suffer from a number of security vuldilities and attacks. Hence, it has become \otal t
use wireless intrusion detection systems (WIDSsgdostantly monitor air waves for detecting
attempts to exploit these vulnerabilities and afteon-compliance to the WLAN security policy.
Wireless intrusion detection systems act as setayed of defense to WLAN preventative security
measures and help provide assurance that no maditiaffic or unauthorized activity is taking place
on the network. Even sites witio wirelesspolicy require WIDSs to monitor compliance to such
policy at all times.

This chapter provides a review of all the curremelgss intrusion detection techniques (WIDTS)
that have been academically published or have beed in open source WIDSs. This chapter then
discusses the limitations of the current WIDTsamts of their reliability and robustness. Finahist
chapter identifies the need for new WIDTs to addtessgap left by the current WIDTs and the
requirements of an ideal WIDS.

The termsecurity policyhas been used throughout this dissertation to tefdre components of
the security policy specific to WLAN deployment arshge such as WLAN authentication method(s),
algorithms for cryptographic protection of confidahty and integrity of WLAN data and key

management algorithms.

3.1 Intrusion Detection

Computer systems and networks can be monitorechtoysion detection systems (IDSs) for
security events. These security events can bekweiln attacks, abnormal activity or security policy
violations. The reliability and robustness of IDiSsusually measured using the following three
characteristics:

» False Positive Rate:The relative frequency of alerts incorrectly rdisr benign and
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non-security related events.

 True Positive Rate The relative frequency of alerts correctly raided corresponding

security events.

* False Negative RateThe relative frequency at which the IDS failsd@se an alert for security

events.

In this dissertation, the tersecurity events used to describe both attacks and security yolic
violations and arntrusion is defined to be a security event. The tewent of interests used
throughout the dissertation to describe the euviatisan intrusion detection technique or systens use
to detect security events. For the same securgntedifferent intrusion detection techniques might
have different event(s) of interest.

The IDSs can be divided into two categories baseith® data source used for detecting intrusions:

* Network Intrusion Detection Systems (NIDS) These analyze network events to detect

intrusions.

* Host-Based Intrusion Detection Systems (HIDS)These use events produced at the host

computer(s) to detect intrusions.

The work presented in this dissertation is basedrat a NIDS.

The intrusion detection systems can be divided twtmw main categories depending on how their
events of interest are established [12, 27, 38]:

* Misuse-Based IDSsRequire that patterns representing security evieatexplicitly defined.

This pattern is usually referred to assignature The IDS monitors computer systems and

networks looking for these signatures and raisesem when it finds a match. The signatures are

derived from known attacks or vulnerabilities aedresent characteristics of the attack that must
be present for the attack to succeed. These sigizatan be provided to the IDS for detecting
events of interest in two manners:

o Simple Signature€vents of interest for a misuse-based IDS can beatkas simple
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bit patterns [19] or regular expressions [79] agged with malicious code or exploit
tool. These signatures are based on well-knownuenitharacteristics of particular
security events/attacks.

o State Transition Model&vents of interest for a misuse-based IDS canlastefined
as state transition models that occur when a pdati@ttack is carried out. The state
transition model provides a sequence of eventsaclenistic to a particular attack or
security event. The modeling and analysis of stedasitions as a technique for
defining events of interest for misuse-based IDSdlean described by llgehal.[52]
and implemented as a tool called theate Transition Analysis Tool (STABTAT
represents intrusions as signature actions, whielstate transitions required for the
intrusive activity to succeed. The misuse-based U38s these signature actions to
detect security events.

A misuse-based IDS is able to detect only thosesidns and security events that it has been
provided signatures for. It assumes that all ottadfic and events are non-malicious. Hence, the
major drawback of the misuse-based IDSs is thgtibguire the system to have prior knowledge
of characteristics of a particular attack or intvasactivity in the form of a signature. This limit
the capabilities of misuse-based IDSs to the deteaif only known attacks [27]. Thialse
negativerate of the misuse-based IDS is inversely propogiido the comprehensiveness and
completeness of the attack signatures provided to i

As a result of signature based detection, misuseébaystems are highly accurate. Whenever
an alert is raised by a misuse-based IDS, it isliaignlikely for it to be dalse positive.e. an alert
raised incorrectly in response to non-maliciouffittaFalse positives in a misuse-based IDS only
occur when the signatures used to describe theigeewents are not expressive enough to
uniquely identify the attack. Misuse-based systemst be updated as new attacks or variants of

existing attacks emerge, increasing the ongoing agement complexity of misuse-based
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systems.
* Anomaly-Based IDSs Anomaly-based IDSs on the other hand, do not iregexplicit
signatures of security events. They use expectedoormalicious behavior and raise any
deviations from this behavior as security even@nd¢, events of interest to an anomaly-based
IDS are deviations from the expected or normal beha of the monitored system, with
intrusions defined as these deviations.

The events of interest for anomaly-based IDSs eatieined in two ways:

o Statistical ModelsThe statistical modeling approach is widely useaiémtify events
of interest in anomaly-based systems. Variableschadacteristics are measured over
certain time scales by the IDS and statisticalbfifgd to develop a baseline of normal
or expected behavior of the monitored computeresysir network. Divergence from
this baseline exceeding a threshold will resulamnalert being raised. This approach
requires a certain training period for the IDS &velop an understanding of what is
expected or normal behavior of the monitored enfitgsence of security events during
this training phase can lead to the IDS treatirgnesecurity events as normal behavior
and hence increase the number of false negatidsctidig the right variables and
characteristics to profile is usually a dauntingtasd choosing the wrong attributes
can lead to a high false positive rate.

o0 Specification-Based Modelén recognition of the difficulty and room for error
training anomaly-based IDSs based on statisticalaiso another approach has been
suggested called thepecification based modf86, 97, 98, 38]. Specification based
anomaly detection does not rely on a learning pbasellecting statistics representing
the correct behavior of the monitored system owoeX. Instead the expected correct
behavior is explicitly provided in a declarative nmar. This is referred to as a

specification Deviations from this specification are treatedtby IDS as security
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events. A specification can be based on state ti@msihat would occur during normal
behavior and/or specify correct behavior basedhensecurity policy in a declarative
fashion. Sekaet al. [86] combine state machine protocol modeling withtistical
techniques to develop an anomaly-based IDS.

The major strength of the anomaly-based IDSs i$ iy are capable of detecting both
existing and novel attacks without having to beordigured or updated in any manner [27]. The
statistical model based systems tend to suffer fxdngher rate of false positives, which depends
directly on the accuracy of the model, the charattes profiled and the quality of the training
phase. Thefalse negativerate of an anomaly-based IDS is directly propodioto the

comprehensiveness and completeness of the sttistoxlels or the specification used.

Misuse-based IDS Anomaly-based IDS

deviations from the expecteg
Used method to identify
Signatures behaviors of the monitored
Intrusions
system

Simple signatures — State | Statistical models —
Detection models
transition models Specification models

Rate of false positives | Very low High

Proportional to the
Proportional to the
Rate of false negatives | completeness of attack
completeness of training
signatures

Table 2: Comparison between IDS categories

Table 3-1 summarizes the main differences betweemwo IDS categories. Figure 3-1 presents a
summary of the IDSs and the models they use farctiagy intrusions and other security events. The

intrusion detection techniques used by a misuseebaystem are referred to assuse-based
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techniguesand those used in an anomaly-based system arel eatanaly-based techniqueshe

anomaly based and misuse-based techniques ardydedh wired and wireless intrusion detection
systems for detecting intrusions and maliciousvagtiWireless intrusion detection systems however
do specialize in detecting WLAN specific securityeets. These differences between wired and

wireless intrusion detection systems are discusstdte next section.

Intrusion

Detection
Systems (IDSs)
Misuse-Based Anomaly-Based
IDSs IDSs

[—»--—uses—---—---—--uses—--—---ﬂ:

T uses uses—— i Il
Simple State Transition Statistical Specification-
Singnatures Models Models Based Models

Figure 3-1: Intrusion Detection Systems (IDSs)

3.2 Wireless vs. Wired Intrusion Detection

Intrusion detection systems in wired networks argeqdifferent from WIDSs. Although both of
them are designed to detect security events ofasitethey both operate at different OSI layerg.[26
While wired IDSs mostly concentrate on OSI layei®N8twork and above; the WIDS specialize in
detecting attacks exploiting protocols and mechmasist the lower two layer$liysicaland Data
Link). The remainder of this section discusses otlféerdnces between wired and wireless intrusion
detection systems. They are as below:

* Wired IDSs can be strategically placed at chokengoin the network so that they have a

complete view of the network. Given the naturehefwireless medium and radio communication,

a WIDS sensor can only capture traffic in its radioge. Hence to obtain a complete picture of the

WLAN, a WIDS has to use multiple sensors stratdlyigalaced through the WLAN. Within

themselves, the sensors should be able to capluk&L#AN traffic. To further explore the
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problem, different 802.11 PHY layers tend to operat different frequencies and permit the
existence of a number of radio communication chisnfoe the WLAN nodes to communicate
over. Hence to be able to capture all traffic onMiHeAN, dedicated sensors have to be deployed
for monitoring each channel and frequency througtieWLAN or the sensors have to use some
sort of sampling algorithm where the sensor pecaltli switches between different channels and
frequencies. One technique is where each chanoekerved for an equal, predetermined length
of time. Another sampling strategy weights the tispent on each channel according to the
number of frames observed on that channel [29].08ing the wrong channel sampling strategy
for the WIDS sensors can lead to loss of traffictfer WIDS [110].

* Wired IDSs cannot see the Management and Con#awids in a WLAN. They also do not see
the EAP frames exchanged between the STAs and s Hence a wired IDS cannot detect
attacks based on these unprotected frames (seéerS2at and Figure 2.3). All data traffic within
the WLAN (one STA to another) is also switched diebetween the two communicating STAs
via the AP. Hence, any malicious payload delivefiedhese data frames from one peer to another
would go undetected by a wired IDS.

* Wired IDSs also cannot detect PHY and MAC layeredgamming attacks. Both radio and
virtual jamming are DoS attacks against the shaiegless medium, which result in other WLAN
nodes not being able to access the medium.

Unlike WIDSs, the wired IDSs cannot assist in idgmtg the physical location of an
unauthorized node, rogue AP or an adversary witienWLAN [73]. WIDSs provide this feature by
using the distributed nature of their sensors thhout the WLAN. Depending on which sensor raised
the alert, the offending WLAN node can be placetha@here near the physical location of that
sensor. If multiple sensors raise the alert, tudatipn of the received signal strengths can be
performed to calculate more accurate location patars of the offending node.

MAC spoofing is the root of all injection attacksSWLANSs (see Section 2.7). A wired IDS does
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not have access to any information regarding theAWInode to make a decision about whether a
particular frame has come from the legitimate nodan adversary spoofing its MAC address.
Hence, WIDSs have a unique part to play in therstyoof WLANS. They can be used along with
wired IDSs in a complementary manner, where WID®ats intrusions at MAC and PHY layers and
wired IDS monitors for upper layer intrusions. T@Bl2 summarizes the capabilities of Wired IDSs

versus WIDSs.

Wired IDS WIDS

Operates at OSI layer 3 (network) anQperates at OSI layer 1 (Physical) and

above layer 2 (Data Link)

Usually placed at choke points in th&lses multiple (dedicated) radio sensprs

network for maximum network visibility | for complete network coverage

Unable to detect attacks based on 802.Chpable of detecting attacks based|on

unprotected frames 802.11 unprotected frames

Cannot detect PHY and MAC layer base@apable of detecting PHY and MAC layer

jamming attacks based jamming attacks

Unable to assist in identifying the physicalVIDSs provide this feature by using the
location of an unauthorized node, rougdistributed nature of their sensor

AP, or an adversary within the WLAN | throughout the WLAN

Unable to monitor the WLAN activity for Has complete visibility of such violations
securing policy compliance violations

(EAP method, weak ciphers etc.)

Unable to determine if a WALN node €Capable of MAC spoof detection for

MAC spoofed WLAN nodes

Table 3: Wired IDS versus WIDS
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WIDS usually use a centralized-distributed designsuch a design, sensors are distributed
throughout the WLAN, which silently capture all WhAtraffic and pass their captured traffic to the
centralized components of the WIDS for intrusiorteddon. Some examples of the commercial
WIDSs are AirDefense [53], AirMagnet [54] and Aight Networks [71]. Some open source WIDS
have also been developed such as Snort-Wirelesan@]WIDZ [64]. This dissertation does not
discuss the commercial WIDSs and uses academiccptibhs for its discussions. Even though a
number of different WIDTs and WIDSs have been psagglan academic research, many of them have
not actually been implemented in an open sourdesyslhe next section discusses all current WIDTs

based on academic publications and open sourcensyst

3.3 Wireless Intrusion Detection -State of the Art

As discussed in Section 2.7.8, the IEEE 802.11i K@dnot address all vulnerabilities that can be
exploited in a WLAN to launch an attack. To be ableetect all possible attacks on a RSN, a WIDS
should employ intrusion detection techniques thatavare of these vulnerabilities and are capdble o
recognizing when these vulnerabilities are being@ted in a WLAN.

Figure 3-2 shows the relationship between all tB&IRulnerabilities discussed in Section 2.7.8.
The RSN vulnerabilities have been hierarchicallgmaged in Figure 3-2, which shows that almost all
RSN vulnerabilities depend on tMAC Spoofingulnerability to be exploited. This means that adtno
all attacks that exploit RSN vulnerabilities use ®1Apoofing to carry out the exploit. Use of CCMP
for confidentiality and integrity protection in RSKas removed the threat of eavesdropping based
passive attacks such as brute force and other isepwkry attacks on the captured WLAN traffic.
Hence, all attacks in RSNs (see Section 2.7) parawtive injection of forged frames into the WLAN
using spoofed identity (MAC address) of another VILAode. Hence, almost all RSN vulnerabilities
rely directly on the MAC Spoofing vulnerability te lexploited.

The vulnerabilities that depend on MAC spoofing &odxploited can be broken into two main

categoriesProtocol Limitations,and Security Policy ViolationsThese categories are based on the
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nature of the vulnerabilities themselves.

The Protocol Limitations category contains vulnerabilities which result froimitations,
oversights and flaws in protocols and algorithmse Thlnerabilities categorized undBrotocol
Limitationsare the ones concerning unprotected ManagementraCand EAP/EAPoL frames. This
category also includes thdutable and Unprotected Duration Fieldilnerability, theUnprotected
Message 1 of the 4-Way Handshake] theMichael MIC Weaknesaulnerability.

On the other hand, tHgecurity Policy Violationsategory includes thé/eak Passphrasand the
Improper EAP Authenticatiomulnerabilities. This is because they are cleartfations of a good
RSN security policy which would always state to asstrong PSK passphrase and a robust EAP
method for 802.1X authentication. Essentially, ttesegoryincludesvulnerabilities whose exploits

relate to ANY security policy non-compliance.
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Figure 3-2: Categorization of RSN Vulnerabilities
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Although RSN attacks that exploit software vulndraés in protocol implementations, drivers
and software sub systems, do not use MAC spoofregttl, the forged frames that carry the exploit
code are injected in the WLAN using MAC spoofingnele, Software Vulnerabilitiesepend on the
MAC Spoofingrulnerability too. It is not categorized under etitlof the other two categories as it is
neither a security policy violation nor a prototiolitation.

The hierarchical distribution and categorizationhef RSN vulnerabilities was performed to assist
in the analysis of existing WIDTs. Since the vuaislities listed and categorized in Figure 3-2
represent all the RSN attacks currently known; W4Dthat address these vulnerabilities would
certainly be able to detect all known RSN attacks @ven the ones that are not currently known but
somehow exploit the vulnerabilities discussed above

A discussion of the existing WIDTs is now presenisihg the vulnerability hierarchy discussed in

Figure 3-2.

3.3.1 Wireless Intrusion Detection Techniques for MAC Spoofing

As discussed in Section 2.7.8, the RSNs suffer faeonumber of security vulnerabilities; out of
which the ability to spoof a WLAN node’s MAC addsess the most serious one. MAC spoofing
allows an adversary to assume the MAC addressathanWLAN node and launch attacks on the
WLAN using the identity of the legitimate node. Wout this vulnerability, an adversary will not be
able to inject forged frames (Management, Con&®P) into the WLAN and all attacks based on
injection of such frames would be impossible. Sahthese attacks afan-in-the-Middle Session
Hijacking, Rogue AP Security Level RollbackRSN IE Poisoning EAP based DoSattacks,
ManagemenandControl frame based DoS attacks (see Section 2.7 for dethihese attacks). Even
exploiting the unprotected MAC franiguration field to cause a DoS (virtual jamming) is also only
possible in combination wittMAC Spoofing Software Implementation Based Attack® also
launched when an adversary injects forged framatagong exploit code into the WLAN using the

MAC address of another WLAN node. Thé-Way Handshake Blockingand Michael
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Countermeasures Dagtacks are also launched using forged framesspitiofed MAC addresses.

The use of CCMP for confidentiality and integrityfaction in RSNs has removed the threat of
eavesdropping based passive attacks such as lomgee dnd other key discovery attacks on the
captured WLAN traffic. Hence, most attacks in RSks@erformed using active injection of forged
frames into the WLAN using spoofed identity (MACdaess) of other WLAN nodes. Even attacks
that do not us®AC Spoofinglirectly exploit it in post attack activity. Forstance, after an adversary
has successfully discovered key material usindiconary Attack it would useMAC Spoofindo
authenticate to the WLAN using the key material trelMAC address of the victim node.

Hence,MAC Spoofings responsible for majority of the attacks on RSRisfer to Figure 3-2 to
understand how almost all RSN vulnerabilities debben MAC spoofing for them to be exploited.
Spoofing based attacks in WLANS are possible agxisting WLAN standards fail to address the
lack of authentication of unprotected WLAN framesdanetwork card addresses. To further
exacerbate the problem, almost all WLAN hardwarevigies a mechanism to change its MAC
address; hence trivializing changing identities.

MAC Spoofing is the root cause of all injection lhsétacks on RSNs. A number of different
techniques have been suggested to detect MAC spoadiivity in a WLAN. These are discussed
below:

Sequence Number Monitoring One approach for detecting MAC spoofing is basedising the

Sequence Control field in the 802.11 MAC frames (Seetion 2.3.2). This 2 byte long field

contains a 12 bit sequence number, which is usedrtder the frames transmitted between a given

transmitter and receiver and a 4 bit fragment numindich is used for fragmentation and
reassembly (see Figure 3-3). The 802.11 protoaplires all WLAN nodes to monotonically
increment the 12 bit sequence number field in theOMieader for each transmitted Management

and Data frante Abrupt changes in sequence numbers for a paatibtlhC address are used as an

°Control frames do not have sequence numbers
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indicator of MAC spoofing. The assumption is thathbthe legitimate node and the adversary
would be at different sequence numbers at any poititne and the frames transmitted by the
adversary, using the MAC address of the legitinmatde, will not contain the sequence number
expected next for the legitimate node. When theeeglry’s frames and the legitimate node’s
frames interleave, a large gap in the sequence exgndregistered; which clearly indicated MAC
spoofing.

This approach was first suggested by Wright [102l]\aas later used by Godber and Dasgupta
[43] for detecting rogue APs. Kasarekar and Ram#mb8] have suggested using a combination
of sequence number checks along with ICMP augmentédr detecting MAC spoofing. The idea
is that an adversary spoofing the MAC address efjaiinate node will be assigned the same IP
address as the legitimate node by the DHCP sefubedVLAN. Hence, an ICMP ping to that IP
address will return two replies; clearly identifgiexistence of MAC spoofing.

Guo and Chiueh [43] extended sequence number b&&&dspoofing detection by monitoring
patterns of sequence number changes. Rather tisargran alarm if a single sequence number gap
is detected for a MAC address, the MAC addressaissttioned to a verification mode and the
subsequent sequence numbers of that MAC addressaai¢éored for any anomalous gaps. In this
manner, false positives raised due to lost andobotder frames are avoided. Their system also
caches the last few frames for each MAC addresgsrify retransmissions and out of order frames.
Their solution also uses regular ARP requests lt&8RAs to synchronize with their sequence
numbers based on ARP responses. This is donedatd®f adversary successfully injecting frames
with correct sequence numbers somehow and detespibofing even if the legitimate node is no
longer transmitting.

Madory [65] suggests a technique calleedquence Number Rate Analy&SHNRA) to detect

MAC spoofing using sequence numbers. This techrigleilates a transmission rate for a MAC
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address by using the difference (modulo 4896¢tween the sequence numbers of consecutive
frames from that MAC address and dividing it byithater arrival time. If the calculated
transmission rate is greater than the theoretreasmission limit for PHY of the WLAN it is

considered to be an indication of a MAC spoof.

Fingerprinting: The second approach for MAC spoofing detection igefiprinting MAC
addresses based on their unique characteristiescdrhbination of device driver, radio chipset and
firmware provides each WLAN node a unique fingerpoinits 802.11 implementation. Ellch [31]
suggests using CTS frame responses and 802.11 rAwthteon and Association frames to
fingerprint 802.11 implementations of WLAN nodes.a&#&0 suggests using tBeirationfield (see
Section 2.3.2) values in 802.11 frames to fingetpNLAN nodes in a particular WLAN. Such
fingerprints can be used to detect MAC spoofing dgtas the fingerprint for the adversary would
be different from the legitimate node. Franklina¢t [34] also suggest similar fingerprinting of
802.11 device drivers. Their technique exploits fidet that most 802.11 drivers implement the
active scanning algorithm differently. They suggést each MAC address could be mapped to a
single device driver fingerprint and hence couldibed for detecting MAC spoofing.

Fingerprinting of WLAN nodes can also be performéthe PHY layer. Hall et al. [44] suggest
using Radio Frequency Fingerprinting (RFF) for MA@oof detection where the RFF uniquely
identifies a transceiver based on the transceiverof the signal it generates. By using the
transceiverprint of a MAC address (WLAN node), attgmpts to spoof that MAC address can be
detected. Some watermarking techniques have ako figggested to uniquely identify the signal
from a particular node [59]. Such PHY layer watetkireg can assist in distinguishing adversaries
from legitimate clients.

Location Determination: Location of the WLAN nodes can also be used toad@f\C spoofing.

The sequence numbers only range from 0 to 4096.
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Location of a particular node is usually determimnisthg its signal strength values as a location
dependent metric. Once the location of a MAC addi®&nown, any changes in its location can be
used as an indication of MAC spoofing activity. Bahd Padmanabhan [13] record the received
signal strength (RSS) values of each node on edhaAd then compare these against a
pre-calculated database that maps these RSS walyds/sical locations. Smailagic and Kogan
[87] improve on this system and use a combinatfanangulating WLAN nodes’ RSS values from
multiple APs and lookups in a database that ma@S ®ffues to physical locations. Many other
systems have also been proposed that establigiolocd a WLAN node using its RSS values and
hence can be used for detecting MAC spoofing in W[4, 6, 35, 56, 95].
Signal Strength Fourier Analysis: Madory [65] also suggests a statistical technicgiéed the
Signal Strength Fourier Analys{§SFA) to detect MAC spoofing using received sigitedngth
(RSS) values of a WLAN node. It performs Discretifter Transform on a sliding window of
RSSs and uses the statistical variance of the fnegjuencies which result from the interference
between the attacker and the victim to detect MAGb&ing.
Some of the techniques for detecting spoofing batadks have been implemented in some open
source WIDSs such &@nort-Wireles48]. Snort-Wireless claims to be capable of detectMAC

spoofing by monitoring for inconsistencies in MA@rfre sequence numbers.

Bytes 2 2 6 6 6 2 6 0-2312 4
Frame Duration/ Sequence Frame
Control D Address 1| Address 2 | Address 3 Control Address 4 Body FCS
.
Fr;i?nn:;:t Sequence Number

Bits - 12

Figure 3-3: 802.11 MAC Header Containing the Sequence Cawot Field
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3.3.2 Wireless Intrusion Detection Techniques for i®tocol Limitations
Unfortunately no existing WIDTs specifically detdise 4-Way Handshake blocking caused by
unprotected Message 1 of the handshake and Do8cchydIC countermeasures (see Section 2.7.5).
However, a discussion of the WIDTs that detectainpam of unprotected frames and virtual jamming is
presented below:
Detecting Forged Management/Control/EAP/EAPoL Frams:

Although Wardriving® is not an attack, however a number of systems baea proposed
that use signatures to detect wardriving tools ssitetstumblef63]. Some of such systems are
presented at [48, 58, 62, 102, 103].

One simple approach used for detecting unauthori2#dAN nodes that inject forged
Management/Control/EAP/EAPoL frames is to use lgdtauthorized MAC addresses. Frames
detected to and from MAC addresses that do not exitee authorized MAC list are considered
malicious frames. In this manner, attacks suctogae APs can be detected as they inject forged
Beacons (Management frame) into the WLAN. Manyayst have been proposed to use MAC
filters to identify unauthorized nodes and traffi¢ 2B, 48, 72]. Adya et al. [3] also use MAC
filtering to detect rogue APs, however they augnbkist check with channel information. The
alarm is only raised if the AP is using a MAC adraot in the authorized list and is on a different
channel than expected.

Spoofed Management frames can also be identifieth Lesbrupt changes in ti&equence
Control field in the MAC header (see Section 3.3.1 for mdegails). Schmoyer et al. [84]
proposed using the sequence numbers to detect sgpa@dfDeauthentication and Disassociation
frames.

Snort-Wireless [8] and Neumerkel et al. [72] use iiite of Management frame injection for

DoS detection. Neumerkel et al. also use the tatatber of unique source MAC addresses to

“Commonly used term used to describe searching fohMg by sending out null Probe Request frames.
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identify aAuthentication FloodoS attack. In such an attack, a flooddothentication Request
Management frames are sent to the AP with diffesentce MAC addresses.
Unfortunately, no WIDTs exists that specifically efst attacks that exploit unprotected
Control frames and EAP/EAPoL frames.
Virtual Jamming Detection
Virtual jamming refers to when malicious nodétset theDurationfield to abnormally high
values in their frames in order to trick the vittoarrier sensing of other WLAN nodes, such that
the medium always appears busy to them (see S&tids). Kyasanur and Vaidya [61] proposed
a system to detect such MAC layer misbehavior. H@mnat was not very practical as it required
changes to the 802.11 MAC protocol itself. Lately®a@and Aad [82] proposed an improved
approach that was based on pure passive traffictanmg and did not require any modifications
to 802.11. Their approach used throughput and lfaskatistics to detect misbehaving nodes.
They checked the NAV against actual transmissiomesi of frames to detect nodes that
intentionally set NAV high. Their technique can ibglemented on an AP which can identify
malicious nodes by simply observing their trafficol¥ has also been done to build theoretical
frameworks for studying the structure of MAC laymisbehavior problems such as virtual
jamming [81].
Techniques have also been suggested for the deteofi PHY jamming [109]. Such
techniques use anomalies in statistics of chaiatitey such as signal strength distribution, carrie

sensing time distribution and successful packevelsl ratio.

3.3.3 Wireless Intrusion Detection Techniques for &urity Policy Violation
A review of the existing WIDTs showed that currgnib techniques exist for detecting security
policy violations in a WLAN. Security policy viol@ns include not only activity by malicious nodes

and adversaries; but also refer to the activitynafconfigured or non-compliant nodes. As shown in

2This can be an adversary or a misbehaving node.
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Figure 3-2, theSecurity Policy Violatiorcategory refers not just to use of weak passphaase
unauthorized EAP method; it refers to ANY violatioiithe security policy. This could be use of WEP
instead of CCMP for confidentiality protection ovadising WLAN capabilities in the Beacons that
violate the WLAN security policy. All security paly violations should be treated as intrusions and
should be alarmed for action immediately and withtpriority, once detected.

The security policy refers to the components ofseurity policy specific to WLAN deployment
and usage such as WLAN authentication method(gprithms for cryptographic protection of

confidentiality and integrity of WLAN data and keyanmagement algorithms.

3.3.4 Wireless Intrusion Detection Techniques for #hacks Exploiting Software Vulnerabilities
Unfortunately no WIDTs currently exist that speaflg detect exploitation of software
vulnerabilities in a WLAN. These attacks exploitfta@re vulnerabilities in drivers, protocol
implementations and software sub systems by imgdtames that carry payload to exploit software
vulnerabilities on the target system. These attaclkght get detected indirectly if they use
Management frames to deliver the payload and trigffethe alerts for WIDTs used for detecting

Management frame based attacks (see Section 3.3.2).

3.4 Room for Improvement

The current WIDTS, as discussed in Section 3.3a&@mbination of signature based and anomaly
based techniques. Unfortunately, they are not valust and reliable and suffer from a number of
drawbacks and weaknesses. This section discussémttations of the current WIDTs.

The current techniques for detecting unprotectethddament frames rely on MAC filtering; in
which an adversary can easily defeat by simply gimgnthe MAC address of the WLAN card to a
MAC address that he/she eavesdropped as belongiadegitimate WLAN node. Augmenting the
MAC address filters with attributes such as chamfermation cannot assist in rogue AP detection
but it is not an unspoofable attribute as an a@dwgrean observe the channel information by simply

eavesdropping the WLAN traffic. Now the adversany change his/her WLAN card’'s MAC address
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and the channel to inject Beacons as the legitilA&eUsing injection rate of forged Management
frames to detect DoS can also be defeated if theradry maintains the injection rate below the
detection threshold.

It is possible to cause a DoS without using a Veg rate of frame injection. This is especially
true of Deauthentication and Disassociation Managgnframes as such frames can be sent to a
broadcast destination address and hence usingla siame, all STAs in a BSS can be disconnected.

Using abrupt changes in sequence numbers for degesppoofed Management frames or MAC
spoofing is also not foolproof as the sequence nwmaage only from 0 to 4096 and are reset every
time the node restarts or resets. Frame loss ah@foorder frames also cause false positives in
sequence number checking. Additionally sequencebeusncannot be used to detect forged Control
frames as these frames do not conteéequence Contrdield (see Section 2.3.2). Sequence numbers
are used in intrusion detection as they were censtlimmutable as they were controlled and set in
the firmware. Hence, malicious users could notlsesequence number in a MAC frame to arbitrary
values. However, this is changing as more and M@#€ features are moving out of the firmware (see
Section 2.7.7) and tools are becoming availabbssist an adversary in setting equence Control
field to arbitrary values [105]. An adversary canesalrop the sequence numbers used by a legitimate
node and then start injecting frames using the M®#l@ress and the expected sequence numbers for
that node. ICMP augmentation to sequence numbektigefor detecting MAC spoofing is also not
reliable as the adversary does not need to obteiiR address to launch WLAN attacks based on MAC
spoofing.

Although Guo and Chiueh [43] improved the sequana@ber based MAC spoofing detection,
their scheme relies on the adversary and the megji@ WLAN node to be injecting frames at the same
time. Hence, attacks such as session hijackingdvgolundetected, where the legitimate node is no
longer transmitting after the adversary has takesr its session. Guo and Chiueh [43] attempt to

address this problem by using regular ARP requestdl STAs to synchronize with their sequence
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numbers based on ARP responses. However, ARP tsqrekresponses are unprotected themselves
and can easily be forged by an adversary to défeascheme. Madory [65] us&gquence Number
Rate Analysi$SNRA) to detect MAC spoofing using sequence numlhensever SNRA requires the
adversary’s and the legitimate node’s frames teri@ave within a threshold time frame. This might
not be true for all attacks (for instance sessigacking). SNRA also does not seem to address false
positives caused by retransmissions and out ofr drdmes. Madory [65] also suggests usBignal
Strength Fourier AnalysiSSFA) to detect MAC spoofing using received sigtr@ngth (RSS) values

of a WLAN node. Unfortunately, SSFA requires the MNLnode to be stationary to be able to detect
any MAC spoofing attacks against it. This can bdegai limiting pre-condition, given the high
mobility of WLAN handheld devices.

Using MAC layer and PHY fingerprinting is a promginew area for detecting MAC spoofing.
However it is not clear how reliably each fingerpgan be matched to a MAC address. It would be
particularly easy to avoid such fingerprints if th@versary is an insider and is using a standard
operating environment (SOE) WLAN hardware and safeanto launch an attack against the WLAN.
Given the same combination of device driver, radigpset and firmware for SOE devices from same
WLAN, an adversary using an SOE device could egsilyndetected. The PHY fingerprinting seems
more promising as it relies on the finer transceiveyerprint. However, it is not clear how effective
such fingerprinting can be used for intrusion dedact

Using location determination of a WLAN node forrudion detection purposes also seems
unreliable and prone to false positives and falsgatives. The unpredictable nature of the
environmental effects on signal propagation andc& bf signal strength stability due to calibration
drift in low-quality wireless networking cards pess significant challenges for using location
calculation derived from the RSS based physicaltion maps for reliable intrusion detection. These
techniques also seem to have a processing intepsviequisite of developing a reference database

that maps a physical location to RSS values. Maiimg such a reference database would be quite
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challenging in itself too.

Although current WIDTs used for detecting MAC laymisbehavior (virtual jamming) seem
effective, analysis of the current WIDTs shows thate are no available techniques to detect atack
that exploit security policy violations such asngsan insecure EAP method for authentication and
using an insecure PSK. Similarly, no detectionvisilable for protocol limitation attacks that explo
the unprotected Message 1 of the 4-Way Handshdgke.tBere are no WIDTSs those specifically detect
attacks that target the unprotected Control and/EAPoL frames. Specific detection of the attacks
that exploit Michael algorithm’s MIC weakness aimbge that exploit software vulnerabilities in

WLAN nodes is not exist too.

REGUITES [PletaEsl Relies on spoofable
Approach o parame?ers
modifications

MAC Filtering NO Yes
Sequence Number Monitoring NO Yes
Monitoring Sequence Number

with ARP Request-Response NG ves
SNRA No Yes
SSFA No Yes
Fingerprinting No No
Location Determination No No
Virtual Jamming Detection Yes No

Table 4: Summery of Available WIDTs

Table 3-3 lists the available WIDTs, and weath@hedachnique requires protocol or HW
modifications, and does the technique rely on spaefparameter.

3.5 Requirements of a Wireless Intrusion DetectioBystem
This section discusses a number of requiremerdesirable characteristics for wireless intrusion
detection systems with respect to the WIDTs it enpénts. These requirements are based on
addressing the deficiencies in current approachdscansiderations for integrating wireless and
existing wired intrusion detection systems and repghe ongoing management of the wireless
intrusion detection systems.
» Passive: The techniques used for wireless intrusion dedac8hould not require the

modification of access points (APs), stations (STés)he protocols in any manner.
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Monitors or sensors used by the WIDS, should oparateceive only mode so as not to
announce their presence or affect the performahtemetwork [75].

» Capable of detecting all RSN vulnerabilities:The wireless intrusion detection system
should be comprehensive and should be capable tettdey all attacks that target
vulnerabilities described in Figure 3-BIAC Spoofing Security Policy Violationand
Protocol Limitations) Given, it is very difficult to design a WIDT thdetects attacks
targeting all RSN vulnerabilities; this requiremeain be fulfilled by the WIDS using a
combination of WIDTSs.

* Robust: The WIDTs employed by the WIDS must not be easilyided by adversaries and
intruders.

* Accurate and sensitive:The WIDS should be accurate enough so that adeetsonly
raised as a result of an attack or non-compliamsimissions (minimal false positives) and
sensitive enough to ensure that all attacks aectit (minimal false negatives).

* Maintainable: The WIDS, once deployed, should not require extengconfiguration as
new attacks emerge. Additionally, the system shoeldlexible and extensible enough to
accommodate changes in the site security policyther addition of new link layer
cryptographic algorithms and new authenticationhoes.

* Flexible: The WIDS should be capable of operating in bothnenand offline modes,
interoperate with existing wired intrusion detentaorrelation systems, and be deployable
in an autonomous distributed fashion or supportraépned analysis of alerts.

» Attack resistant: The WIDS and its detection techniques should tmgded to resist
attacks that target their own resources, providsgprance that the monitoring capability is
not easily disabled.

While developing new WIDTs to address the gapistiag detection capabilities and techniques,

the above mentioned WIDS requirements should beikapind. This is because WIDTs are hardly
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ever used in isolation and should be designed fiteemvery beginning to work as part of a bigger
system. The WIDTs should be complementary in nadoréhat when used together in a WIDS, the
capabilities and strengths of all techniques togretdtan help the WIDS detect all RSN attacks in a

reliable manner. The complementary nature of thBTVglcan also assist the WIDS to correlate alarms

across different WIDTSs to further enhance its robess and reliability.
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Chapter 4 Intrusion Detection in WLANSs through Profiles Basedon PHY and
MAC Layer Attributes

Due to the failure of the WLAN standards to addrdss lack of authentication of 802.11
Management frames and network card addressegasgble for adversaries to spoof the identity of
legitimate WLAN nodes and take over their assooreti Such attacks, where the attacker assumes the
identity of another WLAN node, are referred to a8®1spoofing or simply spoofing based attacks.
Such attacks are of grave concern as they cantéteadauthorized access and leakage of sensitive
information. As discussed in Chapter 2, MAC spoofsthe root of almost all RSN attacks. Without
the ability to inject forged frames using a spoolAC address, none of the RSN attacks can be
launched.

Unfortunately, not many intrusion detection tecluaig| are available for reliably and accurately
detecting MAC spoofing. The few that exist are netywobust and reliable (see Section 3.4). Given
the enormous impact MAC spoofing has on WLAN seguvitireless intrusion detection techniques
are required to reliably and accurately detect MgpGofing activity in WLANS.

R. Gill et al. [39] address this issue by proposiigeless intrusion detection techniques (WIDTS)
that are capable of not only reliably detectinggpeofing based attacks, but also operate in dytotal
passive and undetectable manner. These technitpoedaanot require modification of any kind to the
existing hardware, software or protocols.

R. Gill et al. [37, 39] examined the effectivene$sheir proposed techniques in detecting session
hijacking attacks; they performed their experimamgg a simulated attack by manually bringing
down STA'’s wireless interface and associating tit@cker with the AP using masqueraded MAC
address of the STA.

In this chapter we verify the effectiveness ofdleéection techniques proposed in [39] in detecting
MAC spoofing DoS attacks by executing real attamffginst a STA that is associated to an AP. We

also enhance the performance of these techniquesneaying the false positives rate, and hence we
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enhance the performance of the WIDS by preferivege enhanced techniques.

4.1 Need for Enhanced WIDTSs for Detecting Spoofing

The current techniques for detecting spoofing battadks are not only limited in number but also
ineffective as they are based on spoofable andgtadte parameters such as sequence numbers. A
reliable WLAN intrusion detection technique shoutdize unspoofable characteristics from the MAC
and the PHY layer to enhance confidence in the tietecesults. These characteristics should be
computationally inexpensive to calculate; allowitigm to be determined in a fast and efficient
manner. These techniques should be able to operaeal time, in a passive fashion, and do not
require modification to the communication protocasftware drivers, or the operating system
software. The detection technique should also d@exéthout causing any interference to the live
traffic or network performance. It should be acoairamd sensitive, while maintaining a minimum
level of false positives and false negatives (si@n 3.5). In a real world WIDS, an approach dase

on co-operating detection techniques can also asereonfidence in the validity of raised alerts.

4.2 Passive Detection of Spoofing Based Attacks

This section introduces two intrusion detectionhtegues that can be used by a WIDS to
passively detect spoofing based attacks. The tesbsiglescribed meet many of the desirable
characteristics as they: are based on unspoofabliacteristics of the PHY and MAC layers of the
IEEE 802.11 standard; are passive and do not eeguadifications to the standard, wireless card
drivers, operating system or client software; avmputationally inexpensive; and do not interfere

with live traffic or network performance.
4.2.1 Monitoring Received Signal Strength (RSS)

Received signal strength (RSS) is a measure oérnieegy observed by the physical layer at the
antenna of a receiver. In IEEE 802.11 networks R8S indication (RSSI) value is used when

performing medium access control clear channelsassents and in roaming operations. The radio
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frequency (RF) signal strength can be measuredherean absolute (decibel milliwatts -dBm), or
relative (RSSI) manner.

Strength of the RF signals undergoes some att@mualiring transmission after leaving the
sender’s radio and this signal strength deterionais governed by a variety of factors such as RF
interferences, distance between the sender ancktleeser, obstacles etc. The distance between the
sender and the receiver has the biggest impaagoaldading. However, RF signal strength does not
fade in a linear manner; rather it attenuates riyugliersely as the square of the distance between
sender and the receiver [14]. Along with distaribe,RSS for a particular node, as observed by the
receiver, also depends on various other factors asa¢he WLAN equipment used by both the sender
and the receiver nodes, the physical obstaclegiwden and their surrounding environment. The
mathematical path loss model for IEEE 802.11 RFesawsed by Wullems et al. [106] also suggests a
direct relationship between the RSS and the disthetween the sender and the receiver along with
numerous other factors, including: frequency usetienna gain; and an environmental coefficient.

This means that it is not possible for an adversargccurately guess the RSS for a sender as
perceived by a receiver. The adversary will nedaktat exactly the same location as the receiger, u
exactly the same radio equipment, and receive dlde rsignal with same level of interference,
reflections and refractions to know the exact RS&evas perceived by the receiver. Even if the sende
is stationary, the RSS values tend to slightly flatt and hence prove almost impossible to guess.
This prohibits the adversary from using radio equept (such as a high gain directional antenna) to
spoof the RSS as perceived by the receiver.
4.2.1.1 Discussion

From an intrusion detection perspective, the oleseRSS for a particular node is valuable, as it is
unspoofable and computationally inexpensive to mmeasThe observed RSS is relative to the
measuring entity and is calculated at the receivence secure from eavesdropping and very difficult

to predict.
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By periodically monitoring the RSS values for atgalar WLAN node from a passive monitor
(usually a passive sensor); a dynamic RSS profiebeadeveloped for that node. Any abrupt or
unusual changes in the RSS profile for a node aieative of a spoofing attack targeting that node.
This RSS profile is dynamic as it is constantly updawith the latest RSS values for the node, as
observed by the monitor. Every new RSS value oleskfor a node is being compared against the last
observed value and the absolute difference is medgaSSdiff. If the RSSdiffis abnormally high
(greater than a pre-determined threshold), an alanaised for that node. This intrusion technitue
referred to as thReceived Signal Strength Based Intrusion DetedterhniqugRSSDT) hereafter.

The RSSDT is capable of detecting spoofing basedksttagainst both AP nodes and normal
STAs. For instance, if a legitimate STA has anvaciession with an AP, the passive monitor will
build a dynamic RSS profile for both the AP and 3\, based on their observed RSS values at the
monitor. If an attacker node hijacks STA'’s sesdigriorcing it off the network and spoofing its MAC
address; the monitor will pick up the sudden changlee RSS profile of the STA (due to an unusually
high RSSdiffvalue) and raise an alert. The RSS values for & Bill change as they will now
correspond to the attacker’s actual location, radigipment and surrounding environment. Similarly,
if the attacker node tries to spoof as the AP|litalso get detected as the dynamic RSS profiléHfer
AP will undergo abrupt fluctuations. The RSSDT iseptially capable of detecting all spoofing based
attacks as any spoofing activity will cause chamgéise RSS profile of the victim node. The RSSDT,
however, does require the victim and the attackéetpresent at the same time.

Since APs are generally stationary, any abruptgésim their RSS dynamic profile can be flagged
as suspicious activity with a higher confidence lle&enobile STA’s RSS values change more rapidly
as observed by a passive monitor; however despéentotion, the absolute difference between
consecutive RSS measurements for that nodeRB&diff still remain predictable and small. The
RSSDT raises an alarm only when tR&Sdiffis abnormally high (i.e. it exceeds tRSSdiff

threshold. Computation of the RSS does not require anyagxtocessing, as it is usually performed
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by the RF hardware automatically for its normal VWNLAperations. As we are only interested in the
absolute difference between consecutive RSS measuats (i.e.RSSdiff and not their absolute
values, the RSS measurements can be made eithgrd&m or RSSI units.

The RSSDT uses uncertainty of the wireless medmurfavor of the intrusion detection as the
adversary has no means of knowing what RSS vatuspdof. Hence, the RSSDT proves effective

against both insider and outsider spoofing attanklsrequires no additional bandwidth consumption.
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Figure 4-1: Passive Monitoring of RSS and RTT for Itrusion Detection [39]

4.2.1.2 Experiments

To put the RSSDT to the test, preliminary experita@vere carried out in a lab environment using
the experimental setup described in Figure 4-I[hAgse experiments were designed to verify if
RSSDT could detect MAC spoofing activity in a WLARd to choose the bdeESdifthreshold to be
used in the detection process. These were simmémpnary tests and more comprehensive
experimentation is discussed in Section 4.3.

A Netgear DG834G Wireless Access Point was usethasP (B). A Windows laptop with Intel
WiFi Link 5100AGN WLAN card was used as STA (A) aad.inux laptop with Intel PRO/Wireless

3945ABG WLAN card was used as the attacker (C).(AviAth Netgear WG111 wireless adapter
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runningWireshark® tool under Linux was used in Radio Frequency Mwitig (RFMON) mode as
the Monitor to passively observe the RSS valuegAdr RFMON mode allows the wireless card to
passively monitor all WLAN traffic without any acéiyparticipation in the network. The monitored
RSS values for each wireless node are in dBms.elvasies were used to maintain the RSS profiles
by the Monitor.

Although the RSSDT can be used to monitor intrusiagainst both AP and STA nodes; these
experiments concentrated on attacks on the STAealBour different scenarios were studied to
observe the effectiveness of RSS monitoring astangion detection technique for the spoofing based
attacks. In all scenarios, the AP B and the Monitere stationary and the Monitor was placed in very
close proximity of the AP:

» Scenario | - STA A was placed close to the AP Biigmsame room separated by a distance of

about 3 meters).

» Scenario Il - STA A was placed far away from the B\fin another room, separated by a

distance of about 10 meters)

» Scenario lll - STA A performed a round trip (at Wiah pace, goes away and drawn near)

» Scenario IV - STA A was stationary and attacker & stationary; Attacker launches a TKIP

DoS attack against A. The attack was performedgutkiptun-ng[96] tool.

For each scenario, 400 RSS readings were take®TiArA by the Monitor, and the results have
been represented in graphs shown in Figure 4-3cémario Jas STA A was in very close proximity
of the AP B, the absolute difference between cansexRSS readings (i.&SSdiff for A were very
small i.e. an average difference of 1.508dBm wittagerage absolute RSS reading of -42.43dBm. In
Scenario |] even though the individual absolute RSS readimgse quite different from those in
Scenario l(average absolute value of -83.75dBm); R&Sdiffaicross the readings remained very low

(i.,e. 0.75dBm). InScenario 1} the fluctuations between consecutive RSS readiegame more

Bhttp://www.wireshark.org/
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apparent. The averagSSdifivas however still a low 3.56dBm, with average al&oRSS reading of
-62.97dBm. In Scenario 1V, a large fluctuation betweonsecutive RSS readings was recorded at
about reading number 333. This was caused by th€ Bj#oofing of A by the attacker C. TR&SSdiff
between the observed RSS for C and the last olzb&S88& for A was much larger (7.28dBm) than the
values noticed durin@cenario ] Scenario |] Scenario llland the non-attack part &cenario 1V
Table 4-1 summarizes these obtained results. HémedRSSDT correctly detected the intrusion and
also demonstrated a low false positive rate; asvshuy the low averagRSSdifffor all non-attack

traffic throughout the scenarios.
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Figure 4-2: Monitoring RSS measurements

4.2.2 Monitoring Round Trip Times of RTS-CTS Handslake

IEEE 802.11 uses both virtual and physical casersing to monitor the state of the medium.
Every unicast frame uses dsirationfield to update th&letwork Allocation VectofNAV) of every
node in range that receives the frame (wirelessumed broadcast). A node can only transmit data
when its NAV is zero. The NAV value reflects thegioted time (in microseconds) it will take to
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transmit the frame from the sender to the recearet the corresponding acknowledgment (ACK)
frame to return from the receiver to the sendervéiger, another virtual carrier sensing mechanism is
used to mitigate collisions from hidden termindiattare not in direct range of the sender or the
receiver and might start transmitting after incotiyesensing the medium free. Before starting trans
mission, the sender requests positive control tvemedium by sending Request to Sen@RTS)
frame to the receiver. On receipt of the RTS fratine receiver sendsGlear to SendCTS) frame as

an acknowledgment back to the receiver. The durdiedd in a RTS frame is large enough for the
RTS-CTS handshake, the data frame and its asso@&K& frame. The duration field of CTS frame
contains an updated duration value which takescoouant the time elapsed during the RTS-CTS
handshake. All wireless nodes that receive eiteRTS or CTS frame update their NAVs and defer

access to the medium.

. Average Average RSS

Scenario | psgiff (dBm) | Reading (dBm)
Scenario | 1.508 -42.43
Scenario |l 0.75 -83.75
Scenario I 3.56 -62.97
Scenario IV 7.28 -45.75

Table 5: RSSDT Preliminary experiments results

Virtual carrier sensing ensures that the transioissf a data frame and receipt of its ACK from the
receiver is an atomic event, free from collisions.

This concept can also be extended to the RTS-Ch8shake scenario. Similar to the data-ACK
exchange between two nodes, the RTS-CTS handshaksoi protected by virtual carrier sensing. In
fact RTS-CTS is used to establish the virtual easensing for making the transmission of data&sm
possible without collisions. The successful receipthe CTS frame from the receiver indicates that
the receiver successfully received the sender’s fRar8e and is ready for receiving data. The sender
can monitor the time taken for completion of theIRTTS handshake between itself and the receiver
i.e. Timel*t. This is the total time taken for the RTS framé&&wel from the sender to the receiver and

the CTS frame to be sent back as an acknowledgri@rg. includes the processing time on the
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receiver and the mandatory wait of SIFS time pebefibre the receiver can transmit a CTS.

The RTS-CTS handshake is atomic and free fromsooiis with other wireless nodes. Hence the
only factors that affect the value @ime!** between two communicating nodes include 1) the
distance between the sender and the receiver,e2jottal environment around the nodes i.e. the
number of physical obstacles between the nodestlchumber of reflections, refractions and
multipaths suffered by radio waves while travellfirgm sender to receiver and back, and 3) the aatur
of radio equipment used by both the sender andettever. The size of the RTS and the CTS frames
is fixed and does not affe@ime!** values for a fixed transmission rate.

This makesTime!l*t between two nodes an unspoofable parameter whithot be easily guessed
by an adversary passively monitoring the airwaltes. also protected from eavesdropping as it is a
property that is calculated by the sender of th&fIT'S handshake. It is a measurement relativesto th
entity measuring it and hence the adversary wilehta be at exactly the same location as the sender
using exactly the same radio equipment with sate@aation and antenna gain and receiving the radio
waves after the same number of reflections andatedres as the sender to exactly predict the vadfies
Timel' between the sender and the receiver, as measurdtetsender. It can also be calculated
without any significant computational overhead ostwaf bandwidth.
4.2.2.1 Discussion

From intrusion detection perspective, rapid andipbchanges iiTime!t between two nodes
can be used as a mechanism to detect spoofing atiaeklls. Interestingly this property still remains
usable if rather than monitorinfimeI** values on the sender a passive wireless monitsdd for
these time measurements. However, the monitor ¢acaloulateTimel** completely as it is a

property relative to the sender.
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Figure 4-3: RTS-CTS Round Trip Time (RTT) [37]

The Monitor can only measure the elapsed time baiwéhen it first detected a RTS frame from
the sender to the receiver and when it detecteduarr CTS from the receiver back to the sender i.e.
Timeltt (see Figure 4-3). This time can be roughly represkas:

Timeltt = Time}ft- Timelt. - Timeltt,

Where Timel‘L. is the time it takes for a RTS frame to coveratise between the sender and the
monitor, Time}tt is the time it takes for a CTS frame to cover distabetween the monitor and the
receiver andl'ime}ft is the actual time it takes for the RTS-CTS hankistta complete between a
sender and the receiver as observed by the m@gagsuming somehow the monitor could measure it).
In reality, the monitor has no way of knowing adtualues ofTime}ft, Timeltt.,, or Time}tt,.
Monitoring observedTimel'* values - at the monitor - presents a reliable ipasdetection
mechanism for spoofing based attacks as it is groafisble parameter relative to its measuring entity
which cannot be guessed as its exact value dementlsthe position of the receiver and the monitor,
2) the distance between the monitor and the receivé 3) the environment around the receiver and
the monitor. This is a property that cannot be messor spoofed by an attacker passively monitoring
network traffic or using specialized radio equipment

It is proposed that, for a WLAN association, thealbte difference between consecutiignel
values for the two communicating nod@&STTdif) can be monitored by a passive monitor and any

abrupt fluctuations can be flagged as suspicious.Witlihelp in detecting an adversary who attempts
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to take over either of the communicating node’siees(STA or AP) by forcing it off the network and
spoofing its MAC address. This intrusion detecteghnique is hereafter referred to asRioeind Trip
Time Based Intrusion Detection Technid@d TDT). Unlike the RSSDT, which maintains RSS pro-
files for each WLAN node (including APs); the RTTDfdaintains RTT profiles for each WLAN
association (i.e. a node-AP pair). If any of the parties in an association change, the RTTDT would
detect a change in the RTT profile for that assmriatHence, just like the RSSDT, the RTTDT is
capable of detecting spoofing attacks against bhethPs and the STAs. Just like RSSDT, the RTTDT
is also capable of detecting all spoofing baseatks, given that RTS-CTS handshakes are exchanged
between the attacker and a legitimate WLAN nodeenelthe same WLAN node was exchanging
RTS-CTS handshakes with the victim node beforeatteck. Just like the RSSDT, the RTTDT also
requires the victim and the attacker to be activihe WLAN at the same time.

For instance, if a legitimate STA has an estabtiskession with an AP, the passive monitor
calculatesTimeltt for every RTS-CTS handshake between them and nivagritan a dynamic profile
that gets constantly updated. This profile is omllyd/for the duration of the association. If araekier
takes over the STA'’s session with the AP by spodfiiig’s MAC address, the monitor will notice
change inTimeltt for the STA-AP association and will raise an alSimilarly, if the attacker spoofs
the AP’s MAC address to communicate with the STAvill get detected too as a result of fluctuation
in the RTT profile of the STA-AP association. Howewe be able to detect MAC spoofing for both
the APs and the STAs, tiame}tt profile for a STA-AP association should be mairgdinusing
RTS-CTS handshakes in both directions between thamfd the STA.
4.2.2.2 Experiments

To verify the ability of the RTTDT for MAC spoofingetection, and to choose the bR3tTdiff
threshold; preliminary experiments were carriedinat lab environment using the experimental setup
described in Figure 4-1(b). These were simple ipiekry tests and more comprehensive

experimentation is discussed in Section 4.3.
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A Netgear DG834G Wireless Access Point was usethasP (B). A Windows laptop with Intel
WiFi Link 5100AGN WLAN card was used as STA (A) aad.inux laptop with Intel PRO/Wireless
3945ABG WLAN card was used as the attacker (C).(AviAth Netgear WG111 wireless adapter
runningWiresharktool under Linux was used in Radio Frequency Momtg (RFMON) mode as the
Monitor. The DG834G routerRTSThresholdption was set to 1 (always on). This option cdstro
when a RTS-CTS handshake is initiated in a WLANoBetransmitting a frame, the sender checks if
the size of the Data frame is greater thanRA&Thresholdalue. If so, a RTSCTS handshake is
initiated. Setting th&®TSThresholtb 1 enabled RTS-CTS handshakes for all data trfaffra AP to
STA. The speed and accuracy of the RTTDT relietherfrequency of the RTS-CTS handshakes as
more RTS-CTS events mean that the RTT profiles eanpldated more frequently.

The RTTDT is capable of detecting spoofing attagjsrest both the APs and the STAs. However,
for the purposes of these experiments, only attadanst STAs were addressed. Hence only
RTS-CTS handshakes originating from the AP werel Giee maintaining the RTT profiles. Also for
simplicity, only one type of spoofing based attackswised in the experiments i.e. the TKIP DoS
Attack. All scenarios, as described in Section}4.®ere repeated to observe the effectivenesseof th
RTTDT as an intrusion detection technique. In edrearios, the AP B and the Monitor were stationary
and the Monitor was placed in close proximity te thP. The RTT values were calculated using
Wiresharktimestamps of WLAN traffic captured by the Monitor.

For each scenario, 400 RTS-CTS handshake events eegatured and the results have been
represented in graphs shown in Figure 4-4&danario ] the observe®TTdiffwere smal(maximum
of 0.298 mSec with average of 0.0738 mSec)5denario |} the observed RTT values increased as
distance was increased, whiRd Tdiffvalues were still small (maximum of 0.177 mSec vaterage
of 0.00715 mSec). In Scenario lll, the averRJd diffremained small (maximum of 3.035 mSec with
average of 0.5594 mSec), while the observed RTTsareaents fluctuates due to the movement of

the STA. In Scenario IV, a largeT Tdifffluctuation was registered at the reading numbeTHBi. was
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caused by MAC spoofing of STA A. TheTTdiffbetween the observed RTT value for C and the last
observed RTT value for A was much larger (18.862ay&an any values noticed during Scenarios I,
Scenario Il, Scenario 11l and the non-attack p&a$cenario IV Hence, the RTTDT correctly detected
the intrusion, and also demonstrated a low fals#tipe rate; as shown by the low aver&JeT difffor

all non-attack traffic throughout the scenarios.l&&33 summarizes these observations.

4.3 Correlating Across Profile Anomalies

In the previous section, two intrusion detectiochtgques (the RSSDT and the RTTDT) were
introduced to detect spoofing based attacks ance sm@iminary experiments were conducted to
provide confidence in these techniques. This sectddresses these outstanding issues and
demonstrates the accuracy and utility of the imbrusletection techniques presented in Section 4.2
through empirical data and use of correlation teples. The RSSDT and the RTTDT, both use
threshold values, namely the RSSdiff thresholdthedRTTdiff threshold respectively. The RTTdiff

and RSSdiff values greater than these thresho&sarsidered anomalous.
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Figure 4-4: Monitoring RTT Measurements
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Scenario A\{erage Ma_ximum
RTTdiff (mSec) | RTTdiff (mSec)
Scenario | 0.0738 0.298
Scenario |l 0.00715 0.177
Scenario lll 0.559 3.035
Scenario IV 1.036 18.867

Table 6: RTT preliminary experiments results

To assist empirical analysis, eight experiment agers per attack were designed to study the
effectiveness of the RSSDT and the RTTDT in thesgmee of an attacker, who launches three
different new attacks against a legitimate STA; FKIryptographic DoS attack [41], Channel Switch
DoS attack [60], and Quite DoS attack [60]

The motivation for the scenarios was derived froneseryday corporate office environment where
fixed and mobile wireless stations coexist. To ptevia reasonable degree of realism, these
experiments were carried out using real WLAN equeptnwith real network drivers and software.

These experiments are discussed now in detail.
4.3.1 Equipment and Preparation

The experiments were carried out in a lab envirartmEhe same networking hardware/software
was used in all experiment scenarios. The folloviouy parties took part in the scenarios: a legitien
client (STA), an access point (AP), a passive bitnu Detection System (IDS) sensor, and an attacker
The AP and the IDS sensor were always stationatiyase experiments. However depending on the
mobility of the STA, the experiments were dividedoi two distinct setsSetlandSet2 In Set] all
parties were stationary and 8et2the STA was in motion. When in motion, the STA &iad at
walking speed, moving across walls, doors and gthgsical obstacles. Based on the results of the
preliminary experiments presented in section A2RISSdiff thresholdnd theRTTdiff thresholdvas
set to the value of 5 in all these experiment Sétseshold optimization was later explored in Secti
4.4 to minimize the number of false positives. Aligh the RSSDT and the RSSDT can be used to
detect all spoofing based attacks against both Beahd the STAS; for simplicity these experiments

involved only attacks on the STAs.
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4.3.2 Correlation Engine

Results from both the RTTDT and the RSSDT wereatated to provide more confidence in the
generated alarms. The correlation engine used werd based i.e. if one of the detection techniques
detected an anomaly (an alert), the correlationnengctivated and waited until it obtained the
detection results from the other technique, befoeking a decision on whether or not to raise an
alarnt?. If both the detection techniques detected theraty then an alarm will be raised (See Figure
4-5 for correlation engine state machine). Foranesg, if the RSSDT registered an abrupt spikeen th
RSS values for a particular MAC address, the catiat engine would register an alert and check the
results of the RTTDT. If both techniques registearalert for that MAC address, then an alarm would
be raised. All the RSS events, that occurred vthéecorrelation engine was waiting for the RTTDT's
results, had no effect on the output. An alarm way raised if both techniques registered an alert.
Similarly, if the RTTDT detected that the RTT takeynthe RTS-CTS frames for a particular MAC
address had suffered a rapid surge; the correlaigmne waited for the next RSS event and only
raised an alarm if the RSSDT also registered aespikhe RSS value for that MAC address. The
RTS-CTS events for that MAC address, while thealation engine was waiting for an RSS event,
were ignored for the purposes of intrusion detectior the purposes of this dissertation, the passi
IDS sensor was only used to create traffic captuneps. The implementing the RSSDT, the RTTDT
and the correlation engine, was then executedtbeeoffline traffic captures to detect spoofing based
attacks. Alerts generated by the RSSDT and the RTWere passed on to the correlation engine code

for raising alarms if any.
4.3.3 Hardware Configuration

A Netgear DG834G Wireless Access Point was usexthasP (B). A Windows laptop with Intel

WiFi Link 5100AGN WLAN card was used as STA (A) aad.inux laptop with Intel PRO/Wireless

“In this chapter, the detection results of the RTTdbiTl the RSSDT are referred to as alerts and tipeibaf the
correlation engine is called an alarm.
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3945ABG WLAN card was used as the attacker (C).(Aviath Netgear WG111 wireless adapter
running Wireshark tool under Linux was used in Rdeliequency Monitoring (RFMON) mode as the
Monitor. The DG834G router's RTSThreshold optionswset to 1 (always on). This enabled
RTS-CTS handshake for traffic from AP to STA. Noeeral antennas were used to enhance the
reception and no attempt was made to modify thaestrassion power of any of the wireless

equipment.

Initial Wait State
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"\ RTT Within
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Waiting On Waiting On

Raise Alam

Figure 4-5: Correlation Engine State Machine [37]
4.3.4 Experimentation -Setl

In Setlof the experiments, robustness and reliabilityhef RTTDT and the RSSDT were tested
when none of the participants were in motion. T e IDS sensor, the STA and the attacker were
all stationary in this set. In all scenarios, the kas placed in close proximity to the IDS senbor.
Figure 4-6, points A, B and C represent locatiothef STA, the AP and the IDS sensor respectively.
Points X,Y and Z in Figure 4-7 represent locatiérihe attacker in Scenarios Two, Three and Four
respectively.
4.3.4.1 Scenario One

In Scenario Ongthere was no attacker present and the AP an&TAewere placed in close
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proximity to each other at points B and A respeati\(see Figure 4-6). Network traffic was generated
from the STA to the AP. The IDS sniffer was useddpture this WLAN traffic between the STA and
the AP. After examination of 1000 captured frantiescorrelation enginalid not raise any alarms. As

there was no attacker present, both the dete&amtques and the correlation engine correctlydid

of

IDS Sensor
STA's
signal
® o @

Figure 4-6: Correlation Experiments Scenario One

generate any false positives.

4.3.4.2 Scenario Two

In Scenario Twpthe AP and the STA were placed in close proxiratgach other at points B and
A respectively. The attacker was placed in linsight of the STA at point X (see Figure 4-7). Then
network traffic was generated between the STA aadA. The attacker then launched the attack on
the STA.

In this scenario three different experiments wengied out; in the first one, the attacker launched
a TKIP DoS Attack [41], in the second experimentidwenched a Channel Switch DoS attack [60],
while in the third experiment the attacker launclae@Quite DoS attack [60]. For each experiment,
traffic was captured usin@ireshark after that the captured traffic was examined gighe IDS
Sensor which is based on tba&relation enginewhich resulted in two alarms.
4.3.4.3 Scenario Three

In Scenario Thregthe AP and the STA were placed in close proxinatgach other (at points B
and A respectively in Figure 4-7). The attacker plased away from of the STA, in a different room,

with no line of sight to the STA (at point Y in Fige 4-7). Then the remainder of the experiments was
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conducted in exactly same manneiSagnario TwoAfter running the IDS Sensaver the captured

frames, three alarms were generated.

op

IDS Sensor

]

Attacker

Figure 4-7: Correlation Experiments Scenario 2 (X), 3(Y), ad 4(2)

4.3.4.4 Scenario Four

In Scenario Fourthe AP and the STA were placed in close proxinotgach other (at points B
and A respectively in Figure 4-7). The attacker wksed very far away from the STA (close to the
RF range limit of the AP), with no line of sightttte STA (at point Z in Figure 4-7). The remaindér
the experiment was conducted in similar fashioBdenario Two. After running the IDS Sensower

the captured frames, two alarms were generated.
4.3.5 Experimentation -Set2

In Set2of the experiments, the robustness and reliabiitthe RTTDT and the RSSDT were
tested with the attacker stationary and the STéation between a point closer to the AP and another
point far away from it. The AP, the IDS sensor, #mel attacker were all stationary at locations B, C

and D (see Figure 4-8 and Figure 4-9). In all saesathe IDS sensor was placed in close proxitoity
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the AP. The equipment setup was exactly as destcnib8ection 4.3.1.
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Figure 4-8: Correlation Experiments Scenario 5, and 6

STA’s movement

4.3.5.1Scenario Five

In Scenario Fivethe AP and the attacker were stationary and wiaxeed in close proximity to
each other (in line of sight at points B and D igufe 4-8). Network traffic was then generated from
the STA to the AP. The STA then started travelaigwalking pace) from a point close to the AP to a
point far away from it (i.e. from point E to F ingre 4-8). Towards the end of the STA’s journég, t
attacker then launched three different attacks hen STA as described in Scenario Tow. After
capturing the traffic; executing IDS Senswer the captured traffic resulted in two alarms.
4.3.5.2Scenario Six

In Scenario Sixthe AP and the attacker were stationary and wkeed in close proximity to
each other (in line of sight at points B and D igufe 4-8). Network traffic was then generated from
the STA to the AP. The STA then started travelatgrMalking pace) from a point far away from the AP

to a point close to it (i.e. from point F to E irgére 4-8). Towards the end of the STA'’s journég t
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attacker then launched the attacks on the STAldumeched attacks were in exactly the same fashion
as described in Scenario Tow. Executing IDS Seasger the edited traffic capture two alarms were

raised.
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Figure 4-9: Correlation Experiments Scenario 7, and 8

4.3.5.3Scenario Seven

In Scenario Severthe AP and the attacker were stationary and wiaxeed far away from each
other (not in line of sight, at points B and D igtde 4-9). Network traffic was then generated ftbm
STA to the AP. The STA then started traveling (atking pace) from a point at close proximity to the
AP to a point far away from it (i.e. from point & F in Figure 4-9). Towards the end of the STA’s
journey, the attacker then launched the attacktherSTA, which are the same as in Scenario Tow.
After capturing the traffic and running IDS Senewer it, three alarms were raised.
4.3.5.4Scenario Eight

In Scenario Eightthe AP and the attacker were stationary and pwkxeed far away from each
other (not in line of sight, at points B and D igtée 4-9). Network traffic was then generated ftbm

STA to the AP. The STA then started traveling (atkimg pace) from a point far away from the AP to
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a point close to it (i.e. from point F to E in Frgu4-9). Towards the end of the STA’s journey, the
attacker then launched the attacks on the STA Iwdunie the same as in Scenario Tow. Executing IDS

Sensor over the captured traffic three alarms wenergted.

4.3.6 Analysis

4.3.6.1 True Positives and False Positives

A true positive is the alarm raised when an IDSexdty identifies an abnormal event as an attack,
while a false positive is the alarm raised wheilf misclassifies a normal event as an attack. gefal
negative is just the opposite of a true positiveerelthe IDS fails to identify the attack and doet n
raise an alarm. In our experiments, no false negmtwere registered i.e. all the attacks were
successfully and accurately detected. However, dafse positives were raised by the correlation
engine.

Tables 4-3, 4-4, and 4-5 summarize the true pestiraised by the correlation engine when
applying TKIP DoS attack, Channel Switch DoS atfacid Quite DoS attack respectively in all eight
scenarios. The first column is the scenario nunthersecond column RSSdiffvalue that raises the
alert, the third column represents the frame nur(ibghe captured traffic dumps per scenario) where
the RSS anomaly occurred, the fourth columRTsI diff value that triggers the alert, and the fifth
column represents the frame number (in the capttreftic dumps per scenario) where the RTT
anomaly occurred. For instance, the entrySoenario Twan Table 4-3 shows that when applying the
first attack, the true alarm was raised by theadation engine at frame 499. This alarm was cabged
a RSS fluctuationRSSdif=19dBm) at frame 499 and a RTT spike at frame RDT@iff=29.651
mSec) for the STA. Frame 510 was the very next RTS-handshake event for the STA after frame
499. Hence, both the RSSDT and the RTTDT senspostex] the anomaly and the TKIP DoS attack
was identified correctly and accurately. Also, theyefor Scenario Twan Table 4-4 shows that when
applying the second attack, the true alarm wa®dals/ the correlation engine at frame 520. This

alarm was caused by a RSS fluctuatile® $difE16dBm) at frame 520 and a RTT spike at frame 543
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(RTTdiff=25.556 mSec) for the STA. Frame 543 was the vexy RTS-CTS handshake event for the
STA after frame 520. Hence, both the RSSDT andRhEDT sensors reported the anomaly and the
Channel Switch DoS attack was identified correatigt accurately. Moreover, the entry fecenario
Two in Table 4-5 shows that when applying the thirchcltt the true alarm was raised by the
correlation engine at frame 602. This alarm wasedwy a RSS fluctuatioR§Sdiff=16dBm) at
frame 602 and a RTT spike at frame 6RO {diff=26.447 mSec) for the STA. Frame 620 was the very
next RTS-CTS handshake event for the STA afterdér&62. Hence, both the RSSDT and the RTTDT

sensors reported the anomaly and the Quite Do&kaitas identified correctly and accurately.

Scenario RSSdiff Frame RTTdiff Frame
(dBm) number (mSec) number
One NA NA NA NA
Two 19 499 29.651 510
Three 34 550 39.204 585
Four 47 606 51.014 657
Five 32 554 43.751 590
Six 23 622 31.098 634
Seven 27 530 38.773 549
Eight 30 583 40.007 603
Table 7: True Positives for TKIP DoS Attack experimens
Scenario RSSdiff Frame RTTdiff Frame
(dBm) number (mSec) number
One NA NA NA NA
Two 16 520 25.556 543
Three 37 603 40.002 630
Four 42 583 49.099 599
Five 27 532 40.071 545
Six 26 601 37.655 628
Seven 27 530 38.773 549
Eight 30 583 40.007 603

Table 8: True Positives for Channel Switch DoS Attaclexperiments

In all scenarios, the first alert raised was the RE® followed by the RTT alert. This can be
explained by the fact that the number of RSS eviensstraffic capture is higher than the RTS-CTS
events and the attacker never starts the any otee @bove attacks with a RTS-CTS handshake. The

attacker sends a spoofed frame to the AP, leadiadRSS event first. The response transmission from
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attacker. Hence, the RSSDT always detects thekabefore the RTTDT.

the AP initiates a RTS-CTS handshake, enablingpéissive monitor to take the RTT reading for the

Scenario RSSdiff Frame RTTdiff Frame
(dBm) number (mSec) number
One NA NA NA NA
Two 16 602 26.447 620
Three 34 603 39.077 626
Four 38 593 47.014 639
Five 30 495 38.977 512
Six 28 598 36.007 620
Seven 22 617 31.055 633
Eight 26 589 32.411 603
Table 9: True Positives for Quite DoS Attack experimsts
Scenario RSSdiff Frame RTTdiff Frame
(dBm) number (mSec) number
One NA NA NA NA
Two 14 730 19.011 744
Three 24 698 31.112 718
27 811 33.009 840
Four 23 800 34.093 832
Five 13 389 24.225 411
Six 12 370 18.999 393
Seven 15 278 21.112 307
9 396 14.001 420
Eight 29 290 34.112 312
22 340 29.901 366
Table 10: False Positives for TKIP DoS Attack expements
Scenario RSSdiff Frame RTTdiff Frame
(dBm) number (mSec) number
One NA NA NA NA
Two 13 698 20.332 709
Three 30 721 33.878 754
32 826 35.552 865
Four 19 748 28.221 773
Five 11 335 21.222 378
Six 9 293 16.988 316
Seven 13 271 18.909 300
11 377 12.727 399
Eight 21 389 27.101 409

Table 11: False Positives for Channel Switch DoS Atttk experiments
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Scenario RSSdiff Frame RTTdiff Frame
(dBm) number (mSec) number
One NA NA NA NA
Two 11 765 19.991 789
Three 29 777 33.117 808
32 870 35.550 897
Four 26 781 38.887 800
Five 10 278 27.002 301
Six 15 390 25.333 409
Seven 22 410 33.011 437
Eight 12 300 17.112 329
14 378 15.553 404

Table 12: False Positives for Quite DoS Attack expenents

An interesting observation was made thaSgenarios TwoScenario Thre@and Scenario Fouy
where all parties were stationary, all the falssifpees were detected in frames generated after the
attack had commenced (Tables 4-3 : 4-8). This m#waitall the false positives were caused by
abnormal fluctuations in observed RSS and RTT vdinethe attacker. This observation was most
likely the result of increasing distance betweeandtiacker and the passive IDS monitor fil®oenario
Two to Scenario Four Lack of line of sight connectivity and presendevarious obstacles (walls,
doors etc.) most likely acted as contributing fexto random fluctuations in observed RSS and RTT
values for the attacker. Being positioned in clpsaximity of the sensor in all these scenarios, the
STA did not suffer such random fluctuations and ketid not generate any false positives before the
attack was launched.

However, inScenario fivedo Scenario Eightjust the opposite was observed. The false pesitiv
were detected in frames generated before the dtatkcommenced, which meant that the source of
these abnormalities was the STA and not the attathehese scenarios, the attacker was always
stationary and the STA was in motion. These fals®tipes can be attributed to the fluctuations in
observed RSS and RTT values for the STA as a rekiilbeing in motion.

The correlation technique successfully managedép khe number of these false positives fairly
low. The RSSDT and the RTTDT both successfully cetéthe performed attacks.

In Scenario OngScenario TwpScenario ThreandScenario Fouyas expected, tHeSSdifiand
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RTTdiffvalues increased as the attacker was placed fuatiney from the STA. Iiscenario Fiveand
Scenario Sixthe AP, the IDS sensor and the attacker weregddda close proximity of each other and
as expected, th®SSdiffand RTTdiff values increased as the STA moved away from theth an
decreased as the STA moved closeiS¢enario SeveandScenario Eightthe attacker was located
further away from the IDS sensor and the AP. TheeokedRTTdiffandRSSdiffvalues increased as
the STA moved away from the attacker, and decreaseddmoved closer to the attacker (see Tables
4-3, 4-4, and 4-5).
4.3.6.2 Single Anomalies

Analysis of theCorrelation Enginedebug logs indicated that there were instances when
RSSDT and the RTTDT disagreed with each othehighdissertation, we refer to these disagreements
assingle anomaliesA single anomaly would occur if a RSS alert wegistered by the RSSDT, while
the RTTDT did not register an anomaly in the neXSRCTS event for that MAC address. Another
example would be if a RTT alert was raised by tAG BT but the next RSS reading for that MAC
address was below the threshold. The RSSDT an®THeDT only raise an alert if the difference
between the last observed and current characteisstibove a threshold. In these experiments, both
these threshold®SSdiff thresholdnd theRTTdiff thresholdwere set to the value of 5. Single
anomalies were ignored by the correlation engirteaamnalarm was only raised if both the detection

techniques register an alert.

TKIP Dos Attack Cha””i'tg‘(’:"i'(mh L Quite DoS Attack

Scenario Number of | Number of | Number of | Number of | Number of | Number of

RSS Single | RTT Single | RSS Single | RTT Single | RSS Single | RTT Single

Anomalies | Anomalies | Anomalies | Anomalies | Anomalies | Anomalies
One None None None None None None
Two 1 1 1 1 1 1
Three 3 1 3 1 3 1
Four 1 0 1 0 1 0
Five 5 2 5 2 5 2
Six 3 3 3 3 3 3
Seven 4 2 4 2 4 2
Eight 4 4 4 4 4 4

Table 13: Number of Single Anomalies
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Table 4-9 shows the number of the observed singbealies in each scenario and demonstrates
the number of potential false positives per scentwat were successfully avoided by the correlation
technique. The number of single anomalies is atftaction of the threshold values chosen for each
detection technique. As expected, both the RSSArdsingle anomalies increased in number in the
last four scenarios, due to the mobility of the STA

Figure 4-10 shows the distribution of single anaesategistered by the RSSDT and the RTTDT
when running the TKIP DoS Attack experiment, whitre correlation engine did not raise an alarm,

even though an anomaly was detected by at leastfdhe detection techniques.
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Figure 4-10: Alarms and Single Anomalies for TKIP s Attack Experiment
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Figure 4-11 shows the distribution of single andesategistered by the RSSDT and the RTTDT when
running the Channel Switch DoS Attack experimertitere the correlation engine did not raise an alaxu@n

though an anomaly was detected by at least orfeeafdtection techniques.

Figure 4-12 shows the distribution of single andesategistered by the RSSDT and the RTTDT when
running the Quite DoS Attack experiment, wheredbeelation engine did not raise an alarm, evenghaan

anomaly was detected by at least one of the detetdchniques.
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Figure 4-12: Alarms and Single Anomalies for QuitdDoS Attack Experiment
4.4 Threshold Optimization

In all these experiments discussed in sectionst4afd 4.3.5, th&kSSdiff thresholdnd the
RTTdiff thresholdvere set to a value of 5; this value was suggestedrding to the results of the
preliminary experiments presented in sections 4aRd 4.2.2. This means a RSS anomaly was only
registered if th&RSSdifivas greater than 5 and a RTT anomaly was only adiedged if theRTTdiff
value was greater than 5. An alarm was raised é\cthrelation engine only when both tR8Sdiff
thresholdand theRTTdiff thresholdvere exceeded. The threshold value 5 was thoudbe jost low
enough to avoid a high number of false negativelgast high enough to avoid a large volume of false
positives. Since ideally both the techniques shaxdibit the same level of accuracy, the same

threshold value was used for both. In these exmaris (in sections 4.3.4 and 4.3.5), both the
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thresholds were set to the same value, while tisare need for thRTTdiff thresholdnd theRSSdiff

thresholdto be with the same value.

1. Read the captured packets from the dump file
2. Filter the points according to their class (truegitove, false positive...)
3. Let Ryin=(RSSdiff,in, RTTdiffni) be the frame of class “true positive” such
that it has the least RSSdiff and RTTdiff values
4. If RSSdiffine N
Set the optimized RSSdiff threshold = RSQgHTL
Else If RSSdiffn e R
Set the optimized RSSdiff thresholfRSSdiff;in)
5. If RTTdiffyine N
Set the optimized RTTdiff threshold = RT gl 1
Else If RSSdiffn e R

Set the optimized RTTdiff threshold RT Tdiffin|

WhereN is the set of all natural numbers, aRdis the set of all real numbers

Figure 4-13: RSSdiff threshold and RTTdiff threshod optimization algorithm

In the real world, we need to optimize these tho&bhalues to ensure the lowest possible number

of false positives and false negatives.

New

Experiment RSSdiff ety el
threshold
threshold

TKIP DoS Attack 18 29

Channel Switch DoS Attack | 15 25

Quite DoS Attack 15 26

Table 14: Optimized RSSdiff ;d RTTdiff thresholds

Choosing the best threshold value for each detedgchnique can be performed using the

algorithm presented in Figure 4-13.
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Table 4-10 represents the optimized thresholds aftplying the algorithm in Figure 4-13 on the
results of section 4.3.4 and 4.3.5 experiments.

Referring to Table 4-10 we found that the optimig@ae@sholds are very close for the three attacks
experiments. In our opinion, from a general intbasiletection perspective, it is far more criticaldn
IDS to minimize the false negative rate than tontaan a low false positive rate. The cost of migsin
an attack is much higher than the cost of raisiriglse alarm. Therefore, we choose the minimum
threshold to avoid the false negatives i.e. 19R86difthreshold and 25 f&RT Tdiffthreshold.

Figures 4-10, 4-11, and 4-12 represent the truigipes, false positives and single anomalies regis-
tered by the IDS when using the initial threshadttiegs. In Figures 4-10, 4-11, and 4-BSSdiff
Thresholdand RTTdiff Thresholdefer to initial values used for thresholds (i.€ob all scenarios).
Figures 4-14, 4-15, and 4-16 represent the truetipes false positives and single anomalies
registered by the IDS when using the optimum thokkskettings. In Figure 4-14, 4-15, and 4-16,
RSSdiff Thresholédnd RTTdiff Thresholdrefer to the optimized values &SSdiffand RTTdiff
thresholds respectively. These values were gemnktateapplying the Algorithm in Figure 4-13 to
minimize the number of false positives and falsgatiges.

Table 4-13 demonstrates that RS&thifeshotl of 15 and RTTdifthreshold of 25 which are the
optimum choice for the thresholds of the detectemmniques. Figures 4-14, 4-15, and 4-16 show how
the single anomalies, false positives and truetipesi are affected by the new optimum threshold
values. As a result of the new thresholds, sonse fabsitives became RSS single anomalies or RTT
single anomalies. The new thresholds did not intcedany false negatives since there are no true
positives became false negatives. Moreover, ndesangpmaly was converted into a false positive as a
result of the new threshold. However, some of timgls anomalies (both RSS and RTT single
anomalies) became normal events. Hence with 100 positive detectionRSSdiffOptimized
Thresholdof 5 andRTTdiffOptimizedThresholdof 25 prove to be the optimum threshold values for

the test scenarios presented in this chapter.
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Accuracy and efficiency of the RSSDT and the RTTDEpahds on the choice of suitable
threshold values and hence places a large expmttati these threshold values to be optimally
calculated. This increases the importance of oueldped algorithm (Figure 4-13).

Thresholds are unique to each WLAN environment @ard also change frequently. Hence, the
thresholds should be regularly calculated to optmwalues. Using a distributed approach and
deploying multiple distributed co-operating IDS sers can decrease this expectation on the accuracy
of the threshold values. Rather than relying ondl@ms generated by a single IDS sensor, the
intrusion detection process can be enhanced bglating detection results across multiple sensors.
This also makes it a much harder job for the atatklaunch a successful spoofing attack as thiby wi
have to guess and spoof the RSS and the RTT Valutee legitimate nodes, as observed by each IDS
sensor. This will require the attacker to be attipld locations at the same time, hence makingny v

hard for the attacker to launch an undetectedlattac
4.5 Correlating Across IDS Sensors

In the previous sections we examine the performancerrelating RSSDT and RTTDT results
across single IDS monitor, this monitor is supposedde close to the AP. All the performed
experiments were conducted to include all homdfareocomputers’ states, including being stationary
or mobile at walking pace. Correlation results ggethe increased detection performance by reducing

false positives.

If we suppose implementing a WIDS in a multi AP WiLAthen we intend to use several IDS
sensors distributed across the WLAN in the sameneraas the APs distribution; the distributed nature
of the WIDS will produce highly reliable detectiogsults. This is achieved by correlating the alarms
raised for a node across the sensors. Then thesg sensor correlated alarms are further correlated
across the detection techniques (as in sectioB)4@provide a method to automatically detectchtta
scenarios and assign a response priority to theancé] cross sensor and cross detection technique
correlation is used to detect a large number of \NLlaAtack scenarios reliably and automatically.
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Chapter 5 Conclusions and Future Research Directions

Achieving security objectives solely with preventat techniques is not always possible.
Preventative approaches can fail to ensure seaititgr owing to flaws in the design, implementation
or configuration of the preventative control measur&ccepting that control measures may be
imperfect, the need to supplement them with momigptechniques capable of detecting intrusions
and to confirm that the measures are operating@ected is readily apparent.

The notion of monitoring computer systems and nets/or malicious activity is long-standing
[7]. Nowhere is the requirement for preventativgrapches to security to be supplemented by a
monitoring and detection capability more cruciarthn wireless local area networks (WLANS). The
broadcast nature of the physical (PHY) layer iref@ss networks makes gaining access to the medium
a trivial undertaking. Flawed legacy encryptionestles such as wired equivalence privacy (WEP),
the forgeabilty of management frames and the spditfaof MAC addresses and other frame
contents combine to make attacks like eavesdropgiegsion hijacking and denial of service a real
threat for WLANS.

While recent enhancements to the IEEE 802.11 stdrid] undoubtedly improve the level of
security that preventative techniques can brindpagar on wireless network deployments, security
vulnerabilities still persist. To augment prevenaimeasures, a comprehensive monitoring capability
seems imperative in WLANS.

The aim of this research was to:

* Review security vulnerabilities that still exist WLANs secured using IEEE 802.11i
(specifically RSNSs).

* Identify drawbacks and limitations of currently dable wireless intrusion detection
techniques and investigate if they are capableebdibly detecting attacks that exploit

various outstanding RSN vulnerabilities.
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« Enhance the performance of intrusion detectionriegles that address the gap left by

current detection techniques in reliably detecttigittacks on RSNs.
5.1 WLAN Security

Chapter 2 reviewed the security of WLANS in lighittGEE 802.11i RSNs. It found that use of
well proven and robust security measures in RSNs relably addressed the threats of traffic
analysis, passive eavesdropping, message injettiahification/replay and unauthorized access in
WLANS.

Unfortunately, the preventative measures employedEEE 802.11i RSNs fail to address a
number of security issues and hence there sti#it@number of vulnerabilities in RSNs that can be
exploited to launch an attack against 802.11i ptettWLANS (discussed in detail in Section 2.7.8).

In summary, the 802.11i security measures are dedygned to work for protection of the Data
frames, while the Management and the Control frastidgemain unprotected and hence vulnerable
to abuse and forgery. Although 802.11i uses EARatdhentication, the standard does not have any
requirements or guidance on which EAP methods aitalde to use in RSNs. As pointed out in
Section 2.7, not all EAP authentication methodssartble for use in WLANSs [88, 91]. Hence despite
using the strongest confidentiality and integritgtpction, if a RSN does not use an appropriately
strong EAP method, it is still vulnerable to unaurthed access based attacks. The EAP frames
themselves are also unprotected and hence carsibhefeeged by an adversary.

IEEE 802.11i does not address any attacks on éayaof WLANs using virtual or radio

jamming.
5.2 Wireless Intrusion Detection

In light of the vulnerabilities that still infect®Ns, it is imperative to augment preventative sgcur
measures with a comprehensive monitoring capabilitich not only detects attacks and intrusions

but also monitors compliance to the security pol&gcurity policy compliance monitoring would not
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only help detect adversaries, but it will also stssi detecting misconfigured and misbehaving nodes.
Any deviations from the security policy such aswgsihe wrong cryptographic algorithms or unsafe
EAP methods can introduce serious vulnerabilities WLAN.

Chapter 3 reviewed the hierarchical relationshippvben all the RSN vulnerabilities discussed in
Section 2.7.8 to facilitate the analysis of theent WIDTs. This analysis also laid the foundation
the focus of work presented in Chapter 4. The htéreal analysis of the RSN vulnerabilities showed
that almost all RSN vulnerabilities depend on th&®/kpoofing vulnerability to be exploited. Hence a
good WIDS should use WIDTs that can reliably detd&C spoofing activity, as this is the basic
component of all RSN attacks. The rest of the walbiities were divided into two main categories
-Security Policy Violationsaand Protocol Limitations(see Figure 3.2). Therotocol Limitations
category comprises of vulnerabilities such as utgoted frames, Michael algorithm’s weakness,
unprotected duration field etc. Ti8zcurity Policy Violationgategory contains all vulnerabilities
caused by violations of site security policy. Hereceomprehensive WIDS should be capable of
detecting MAC spoofing and attacks that exploit euddtilities caused by security policy violations
and various protocol flaws and limitations in RSNs.

Chapter 3 analyzed the currently available WIDTsefch RSN vulnerability. It found that current
WIDTs are not capable of detecting all attacks éxaloit various RSN vulnerabilities and sufferrfro
a number of flaws and cannot be relied upon fromtansion detection perspective. There is a need to
enhance the performance of WIDTs that are more stobbu detecting attacks on RSNs and are
complementary in nature so that when used togeileeWIDS, they can assist each other in detecting

the attacks in a more reliable and robust manner.
5.3 MAC Spoofing Detection using Anomaly-Based WIDTs

The hierarchical analysis of RSN vulnerabilitiesOhapter 3 demonstrated that MAC spoofing
is the common component in all attacks on RSNs.cele@hapter 4 studied two anomaly-based

WIDTs to reliably detect MAC spoofing activity. Tlee®/IDTs were th&eceived Signal Strength
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Based Intrusion Detection Technigi®SSDT) and th®ound Trip Time Based Intrusion Detection
Technique(RTTDT). These techniques monitor anomalous fluatnatin the received signal
strength (RSS) and the RTS-CTS handshake rountnyg(RTT) profiles to detect MAC spoofing
activity. Monitoring the RSS and RTT profiles isiable from an intrusion detection perspective as
these profiles are based on unspoofable attribfitte ®HY and MAC layers and hence cannot be
spoofed or guessed by an adversary.

Accuracy of both these techniques relies on seledf appropriate thresholds. Hence, Chapter
4 also presented a novel algorithm that calculde®ptimum thresholds.

As both the RSSDT and the RTTDT are capable ofctiageMAC spoofing activity, Chapter 4
also verified that correlating the detection resolt both the detection techniques using an event

based correlation engine provides even more reliabtl robust detection of MAC spoofing.
5.4 Limitations

The RSSDT and the RTTDT are specialized in detgddAC spoofing activity. Each detection
techniqgue however suffers from its own limitati@rmsl drawbacks. The limitation of the RSSDT and
the RTTDT is that they require the victim and thtaeker to be present at the same time in the WLAN.
The RSSDT's rate of detection is directly propartibto the frame injection rate of the victim ahdtt
of the attacker. On the other hand, the RTTDT & rat detection is directly proportional to the

frequency of RTS-CTS handshakes in the WLAN.
5.5 Future Directions

An avenue for future research is enhancing the RTi®use handshake events that are more
frequent than RTS-CTS handshakes. One potentiadidate is using the atomic DATA-ACK
exchanges to measure the RTT between an AP andAanT8is is possible because every Data frame
is positively acknowledged using a return ACK frafr@m the receiver and just like the RTS-CTS

handshake, a DATA-ACK exchange is guaranteed tarb@tomic operation using virtual carrier
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sensing. It is envisaged that using DATA-ACK exdswill assist the RTTDT in detecting MAC
spoofing more readily than having to wait for RTSSdvents.

Further research is also required for developinghods to correlate alarms not only across
wireless intrusion detection techniques within aD®] but also across the WIDSs themselves.
Correlation across wired IDSs and WIDSs also reguiiurther research.

The hypotheses discussed in this dissertationféonmcross sensor correlation algorithms should
also be tested further using more comprehensiverealplata and statistical techniques. The lack of
existence of a standard test data set for WLANk$talso needs to be addressed to provide statistic
significance to detection results of various WIDTS.

It was also noted that the wireless intrusion raspotechniques available currently are quite
inadequate and exploit the same vulnerabilitiesttit@adversaries use to launch an attack ag&iest t
WLANSs [23, 48, 104]. Some of these flawed technignekide sending forged Deauthentication or
Disassociation frames to the adversary to discdrinfom the WLAN. It should be noted that active
responses over the wireless medium expose the WoDfgerprinting [104]. Intrusion response
actions can also be taken over the wired netwotk wie assistance of the APs. Hence, wireless

intrusion response techniques and their delivergiragisms remain candidates for further research.
5.6 Concluding Remarks

Despite using a number of preventative security smess, IEEE 802.11i RSNs still suffer from
multiple vulnerabilities that can be exploited by @dversary to launch attacks against them. This
underlines the need for using a monitoring framéwves a second layer of defense for WLANSs. Such
a monitoring capability can be implemented usingwaeless intrusion detection system.
Unfortunately, the currently available wirelesguision detection techniques are not very reliahtk a
robust and also do not detect all the attacks A4RS

This research addresses this gap in the current ddokhowledge by studying and enhancing the

performance of two wireless intrusion detectiorhteques that address majority of RSN attacks. This
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research also demonstrates that the detectiontsesar be correlated across the WIDS sensors and
also the detection techniques themselves to prayieater assurance in the reliability of the alarms

and enable automatic attack scenario recognition.
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