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ABSTRACT 1 
Air cargo is mostly transported on passenger flights. During the COVID-19 outbreak, there have been 2 
worldwide restrictions on passenger transportation. Therefore, airlines experienced a capacity problem for 3 
air cargo. Better insight of air cargo demand during COVID-19 could contribute to the better arrangement 4 
of capacity by accordingly adapting flight schedules for cargo. The aim of this research was to make 5 
short-term predictions of air cargo demand between a major European airport hub and the United States 6 
during the COVID-19 pandemic. This was done for the month of May in 2020 by making 14-day 7 
predictions. The same was done for the year 2019 to observe whether the models performed well in the 8 
absence of the pandemic. The data set was compiled using data provided by a major commercial airline 9 
and exogenous features, such as stock market indices, foreign currency exchange rates and healthcare 10 
related predictions during COVID-19. To make the predictions, two classes of machine learning models 11 
for time series were compared: Autoregressive Integrated Moving Average (ARIMA) and Long Short-12 
Term Memory (LSTM). In the year 2020, the best performing model among the ARIMA-based models is 13 
the Seasonal ARIMA including the exogenous feature Schedule. During the year 2019 the Seasonal 14 
ARIMA model without exogenous features generates the most accurate predictions. Among the LSTM 15 
models, the multivariate LSTM models outperform the univariate LSTM models in both years. 16 
Nonetheless, the ARIMA-based models are more accurate than the multivariate LSTM model in this 17 
research.  18 
Keywords: Air Cargo, COVID-19, Airlines, ARIMA, LSTM  19 
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INTRODUCTION 1 
During the outbreak of COVID-19, many industrial sectors have faced exceptional challenges, 2 

among which the air cargo industry. Since the beginning of the COVID-19 crisis, air cargo has been an 3 
essential partner in shipping vital medical goods and equipment. Air cargo is indispensable, because 4 
transport by plane can be significantly faster than shipments by sea or overland, and thus plays a major 5 
role in sustaining global supply chains for time-sensitive materials (1). Fast transportation of medical 6 
goods and equipment has been crucial during this pandemic. Furthermore, there is a massively increasing 7 
demand for medical goods and equipment. The shipment of new supplies on a short notice is critical for 8 
the healthcare and survival of the infected.   9 

However, approximately 80% of all transatlantic air cargo was transported in the belly holds of 10 
passenger flights (2) prior to the COVID-19 pandemic, with only the remaining share of 20% being 11 
transported on dedicated all-cargo planes. Since passenger transportation was restricted worldwide during 12 
COVID-19, a lack of transportation capacity was created. For example, travelers from most European 13 
countries were banned by the US. Whilst all-cargo flights were initially being operated at similar levels as 14 
the same period last year, they were unable to compensate for the loss of cargo capacity on passenger 15 
aircraft. Most of the originally scheduled air cargo could therefore not be transported during the 16 
pandemic. The European Commission responded 26 March 2020 by issuing relaxed guidelines for the 17 
duration of the COVID-19 crisis intended to assist Member States in maintaining and facilitating air cargo 18 
operations, until the exceptional air traffic and travel restrictions are lifted. It is certain that as the 19 
COVID-19 crisis continues, the airline industry will undergo a seismic shift. 20 
 21 
Problem Description  22 
The travel restrictions during COVID-19 led to a 70-90% or more decrease of passenger flights for many 23 
major commercial airlines. Accordingly, airlines have been losing income from passenger revenue as a 24 
result of the COVID-19 crisis, threatening the future of airline companies. However, while passenger 25 
transportation was nearly non-active, air cargo transportation remained a source of revenue given 26 
sufficient capacity could be arranged. Airlines have thus had to at least temporarily rely on their air cargo 27 
business operations and find a viable solution to the capacity problem. Therefore, it is relevant to be able 28 
to predict air cargo demand in order to add appropriate capacity for cargo in revised flight schedules. 29 
 30 
Literature Review 31 
This research deals with a demand forecasting problem for time series. Therefore, a literature research 32 
was conducted, investigating papers that discuss time series and air cargo demand forecasting. Several 33 
studies have examined correlations between economic factors and air cargo demand relying on different 34 
types of models. Marazzo et al. (3) investigated the relationship between air transport demand and 35 
economic growth in Brazil. Chi & Baek (4) adopt an Autoregressive Distributed Lag (ARDL) model to 36 
examine both the short- and long-run effect of economic growth and market shocks, like SARS epidemic 37 
and the 2008 financial crisis, on freight services. Hathurusingha & Mudunkotuwa (5) apply ARIMA 38 
modeling for constructing the forecast on air freight imports and exports. 39 
  Other studies focus on applying neural networks when forecasting air cargo demand based on 40 
economic growth. Chen et al. (6) implement back-propagation neural networks to enhance the accuracy of 41 
forecasting air cargo demand from Japan to Taiwan, whereas Baxter & Srisaeng (7) use an artificial 42 
neural network to predict Australia’s export air cargo demand.  43 

Another neural network model that is used in demand forecasting research is the Long Short-44 
Term Memory (LSTM) model. Even though we did not find papers specifically using the LSTM model 45 
for air cargo demand, Su et al. (8) use this model for hourly natural gas demand forecasting, based on data 46 
that is chronologically arranged. Since LSTM is applied in this research as a demand forecasting model 47 
for time series, this model was interesting for our research. 48 

However, none of the above mentioned papers consider the transatlantic route between Europe 49 
and the United States. Moreover, we have not yet experienced such an extreme situation like the COVID-50 
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19 crisis before so severely impacting the airline industry, which makes this issue unusual and unique in 1 
its kind. There exists little to no literature yet addressing the consequences of the COVID-19 outbreak on 2 
the air cargo industry and forecasting the resulting air cargo demand.   3 
 The aim of this research paper is to make short-term, 14-day, predictions on the exported air 4 
cargo demand from a major European airport hub to the United States during the outbreak of COVID-19. 5 
In this paper, the description of the data is first given, followed by the methodology. Next, an overview of 6 
the results of the models implemented and the discussion are presented. Finally, the conclusion 7 
summarizes this research and recommendations for future research are provided. 8 
 9 
DATA  10 

Data received from a major commercial airline was used in this research. A dataset was compiled 11 
containing the weight (in kilograms) of all cargo transported by the airline from a major European airport 12 
hub to the United States per day. The weight only covers the air cargo tranported by passenger aircraft. 13 
The data set ranges from September 2016 to May 2020, containing 1,369 shipment days. 14 

Exogenous features were added to the data in order to make predictions using the forecasting 15 
models. Based on Chou et al. (9), the foreign currency exchange rate (EUR/USD) and the stock market 16 
indices (AEX, NYA and DJI) were included. Furthermore, data sets containing healthcare related 17 
predictions during COVID-19 originating from The Institute for Health Metrics and Evaluation (IHME), 18 
were used. Their data included predictions concerning the number of hospital beds needed, COVID-19 19 
deaths, hospital admissions, and new ICU patients in the US and the Netherlands. Furthermore, all 20 
holiday dates in the US from 2016 to 2020 were used. Moreover, four features were created by extracting 21 
and modifying them from the data set provided by the airline: Shift Year, Day, Month and Schedule.  22 

 23 
Seasonality 24 
Seasonality refers to fluctuations in the data that occur periodically, such as weekly, monthly or yearly. 25 
This is crucial to adopt the appropriate forecasting model. Overall, until the outbreak of COVID-19 in 26 
March 2020, the weight follows approximately the same trend. To gain more insight into the seasonality, 27 
an Error-Trend-Seasonality decomposition was made. Figure 1 displays the seasonal component of the 28 
data from January 2020 until April 2020. The graph reveals that every month the same cycle is repeated 29 
about four times, which implies weekly seasonality.  30 

 31 
Figure 1 Seasonal component of total weight                  Figure 2 Autocorrelation for daily total weight 32 

                        per day                                                                               for 42 lags 33 
 34 
An alternative to check seasonality is an autocorrelation plot, which displays the correlation of 35 

the data with itself lagged by x time units. The blue shaded region represents the confidence interval. If 36 
the autocorrelation exceeds the confidence interval, it can be assumed that the autocorrelation value is 37 
statistically significant. Figure 2 presents the autocorrelation plot of the weight, shifted 42 times. The 38 
graph clearly reveals a high correlation each seventh lag, which, again, implies weekly seasonality.  39 

Another autocorrelation plot was created for the autocorrelation of each individual data point in 40 
the data set. It was visible that the 365th lag is slightly higher than the surrounding lags and exceeded the 41 
confidence interval. Therefore, there is a significant correlation between the data now and the data shifted 42 
by one year. This could imply yearly seasonality. 43 
 44 
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Training, Validation and Test Sets 1 
A training set, validation set, and test set were used to train the forecast models and make predictions on 2 
the daily total weight. The sets range from 2017-09-03 until 2020-04-16, 2020-04-17 until 2020-04-30, 3 
and 2020-05-01 until 2020-05-14 respectively. Moreover, two additional test sets were used. These range 4 
from 2020-05-08 until 2020-05-21 and 2020-05-15 until 2020-05-28. These additional test sets were used 5 
to study stability of the model. If the model’s accuracy is close to each other in different time windows, 6 
we considered the forecast model stable. The same periods were taken for the year 2019, in order to see 7 
how the models performed without the COVID-19 pandemic. Thus, the validation and test set are set at 8 
two weeks and therefore the models generate 14-day predictions. The choice to predict 14 days into future 9 
was based on the often-changing policies and regulations during this pandemic. Moreover, it is customary 10 
in the air cargo industry to adhere to a booking window of two weeks, also in normal times outside fo the 11 
COVID-19 pandemic. Therefore, it is useful to make short-term, 14-day predictions. 12 
 13 
METHODOLOGY 14 

In order to make the predictions, ARIMA based models and LSTM models were used. For both 15 
type of models, the root mean square error (RMSE) was used as error measurement. To be able to 16 
compare accuracy of the different models, the RMSE as a percentage of the mean of the corresponding 17 
data was calculated.  A low RMSE-percentage indicates a more accurate result. 18 
 19 
ARIMA Models 20 
A frequently used time series forecasting technique is the ARIMA (Autoregressive Integrated Moving 21 
Average) technique and its variations. One of the variations on the ARIMA model is the SARIMA model, 22 
which is used when the data is seasonal. Another variant is the SARIMAX model that is created by 23 
adding exogenous features to the SARIMA model. For both models the data has to be stationary. The 24 
SARIMA and SARIMAX models both use trend and seasonal elements. The trend elements are p, d and 25 
q. The parameter p represents the order of the autoregressive part, d represents the degree of the first 26 
difference involved, and q represents the order of the moving average part. The seasonal elements include 27 
P, D, Q, and m, in which P represents the seasonal autoregressive order, D represents the seasonal 28 
difference, Q represents the seasonal moving average order, and m represents the seasonal period. 29 
 30 
LSTM Models 31 
The LSTM (Long Short-Term Memory) model is a special kind of Recurrent Neural Network (RNN) and 32 
is able to learn long-term patterns in sequential data (10). After feeding the LSTM model with the 33 
historical observations of the target value (and exogenous variables), the model blends the information of 34 
the variable(s) into the memory cells and hidden states (11). This research used the Univariate and 35 
Multivariate LSTM models, also called the U-LSTM and MV-LSTM models. The U-LSTM model has 36 
the same input and target variable; thus, it looks at the feature’s historical observations to predict the next 37 
time step. MV-LSTM has Multivariate time series data as input. This implies that there is more than one 38 
observation for each time step, which is the case after adding exogenous features. For a more descriptive 39 
explanation of the LSTM models Goel et al. (10) and Guo & Lin (11) could be consulted.  40 

Both LSTM models contain hyperparameters. With the use of a grid search method, the values 41 
for the parameters were determined in this research. The sets for the number of neurons, number of 42 
epochs and the dropout rate were selected by trial and error. The grid search used all the available 43 
activation functions and optimizers form Keras. The used batch size for the grid search was 64, based on 44 
Guo et al. (12).  45 
 46 
Feature Selection  47 
Inspired by Karagiannopoulos et al. (12), Forward Selection (FS) was used to select the features. FS is a 48 
wrapper method that uses a greedy search approach by evaluating feature combinations against an 49 
evaluation criterion. The evaluation criterion used in this feature selection is the RMSE.  50 
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Since the SARIMAX model can only take exogenous features that contain future values for the to 1 
be predicted period of the target feature, the feature selection for this model is done among the COVID-19 2 
related features, the variables Day, Month, Shift year, the US holiday dates feature, and Schedule.   3 

Unlike the SARIMAX model, the MV-LSTM model uses exogenous features that do not contain 4 
future values. Therefore, the feature selection for the MV-LSTM model is done among all the exogenous 5 
features, except the variable Schedule due to inconvenience for the model. For the selection of the 6 
features, first the features were ranked by eXtreme Gradient Boosting (XGBoost). Thereafter, a top 1, 2 7 
and 3 features were combined, and the model is run with the different combinations of features. After this 8 
procedure, the combination with the lowest RMSE is selected as the best set of features for the MV-9 
LSTM model.  10 
 11 
RESULTS: ARIMA  12 
  13 
Parameter Selection 14 
The first step in building a SARIMAX forecast model is choosing the right parameters for the ARIMA 15 
terms p, d, and q, and the seasonal terms P, D, Q and m. The auto ARIMA function was used to determine 16 
the values of these parameters. The value for m, denoting the number of observations per seasonal cycle, 17 
was already known. During the data exploration, a weekly seasonality was found for the daily weight. 18 
Therefore, m equals 7. Using this value for m, the auto ARIMA function fits the best SARIMA model 19 
according to the Akaike Information Criterion (AIC). This is a performance metric which estimates the 20 
quality of the model, relative to the other models. The function performs a search over possible 21 
parameters and selects the parameters that minimize the AIC. The values found for p, d, q, P, D and Q are 22 
2, 1, 2, 2, 0 and 2 respectively. 23 
 24 
SARIMA 25 
A 14-day prediction was generated using a SARIMA model with the parameters described. For the 26 
validation data, the last two weeks of April 2020, the predictions gave a RMSE% of mean of 28.55%. The 27 
RMSE% of mean on the test data, the first two weeks of May 2020, is 26.49%.  28 
 29 
Feature Selection  30 
The next step is to add the relevant exogenous variables to the SARIMA model and thereby, making it a 31 
SARIMAX model. Only variables for which future data is available can be added to the model. These 32 
variables should be stationary. Each possible variable was checked for stationarity using the Augmented 33 
Dickey-Fuller test. Since the data exploration of the daily weight suggested potential yearly seasonality, 34 
the variable Shift Year was included in the feature selection. To make the non-stationary features 35 
stationary, the features were differenced. Differencing involves calculating the differences between 36 
consecutive observations until the data is no longer non-stationary. 37 

As discussed in the section Methodology, forward selection was used to decide on the most 38 
optimal features for the SARIMAX model. The final SARIMAX model, which returned the lowest 39 
RMSE on the validation data, includes only one feature, namely US deaths_mean. This model gave an 40 
RMSE% of mean of 25.77% on the validation data and 22.02% on the test data.  41 
 42 
Schedule 43 
A new feature selection was done, where the feature Schedule was selected at first before continuing the 44 
selection procedure. Schedule equals the total number of flights per day of the airline. It was added to 45 
study its influence on the SARIMAX model. Including this feature in the new SARIMAX model and 46 
using forward selection among the other features generates a final SARIMAX model, which contains the 47 
three features Schedule, Shift Year, and NL admis_mean. Adding these features led to a RMSE% of mean 48 
of 19.44% on the validation data. The graph in Figure 3 shows the predictions of this SARIMAX model 49 



Verhoeven et al.  

7 
 

on the validation set and on the test set. The predictions made on the test data gave a RMSE% of mean of 1 
17.44%. 2 
    3 

 4 
      (a) Validation set          (b) Test set   5 
 6 

Figure 3 Total weight 14-day SARIMAX Prediction 2020 7 
 8 

Since this SARIMAX model generates the most accurate predictions, this model was also used on 9 
two new test sets, which range from 2020-05-08 until 2020-05-21 and 2020-05-15 until 2020-05-28. The 10 
two new models adopt the same features and parameters as mentioned previously. The predictions of 11 
these SARIMAX models on the new test sets gave an RMSE% of mean of 18.84% and 18.24% 12 
respectively, indicating stable results under different test sets.  13 
 14 
Excluding COVID-19 15 
The same approach of the SARIMAX model was also tested in an everyday situation. Thus, excluding the 16 
outbreak of COVID-19. As a result, the train data ranges from 2017-09-01 until 2019-04-16, the 17 
validation data from 2019-04-17 until 2019-04-30, and the test data from 2019-05-01 until 2019-05-14. 18 

First, the parameters are again determined using the auto ARIMA function. The values found for 19 
p, d, q, P, D and Q are 1, 1, 2, 1, 0 and 1 respectively. Before building the SARIMAX model, the 20 
SARIMA model was made. The predictions of this SARIMA model for the validation and test set are 21 
plotted in Figure 4 below. The corresponding RMSE% of mean on the validation data is 14.38% and 22 
12.78% on the test data. 23 

 24 
  (a) Validation set                      (b) Test set   25 

     26 
Figure 4 Total weight 14-day SARIMAX Prediction 2019 27 

 28 
Since this SARIMA model is the best performing model for the year 2019, it is also used on two 29 

new test sets mention in Traning, Validation and Test Sets. The SARIMA model on these new test sets 30 
work with the same parameters as mentioned before. The predictions of this model on these test sets gave 31 
an improved RMSE% of mean of 11.34% and 8.80% respectively.   32 
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Because of the absence of the pandemic, all COVID-19 related features are irrelevant in this 1 
approach. Therefore, the exogenous variables taken into consideration for the SARIMAX model are 2 
Schedule, Shift Year, IS_HOL, Day, and Month. Adding the feature Month to the initial SARIMA model 3 
decreased the RMSE. However, including any other exogenous variable in this model did not improve the 4 
RMSE. Therefore, the final SARIMAX model includes only the feature Month. This gave an RMSE% of 5 
mean of 13.16% on the validation data. The RMSE% of mean on the test data is 13.00%.   6 
 7 
RESULTS: LSTM 8 
 Before showing the results, the parameter settings will be explained. The results for both U-9 
LSTM and MV-LSTM consist of a training and validation part, and a testing part. Since MV-LSTM 10 
contains exogenous variables, a feature selection for this model will also be given. Within the results we 11 
will discuss the ‘mean%’ and the ‘std.%’. With the ‘mean%’ we refer to the mean RMSE after 10 runs 12 
divided by the mean of the actual data for the selected period. With the ‘std.%’ we refer to the mean 13 
standard deviation of the RMSE after 10 runs divided by the mean of the actual data for the selected 14 
period. 15 
 16 
Parameter Settings 17 
The models use a single LSTM layer, single dropout layer and a single dense layer. During the validation 18 
and testing of the models we looked at 10 runs per model and did a grid search. The following sets for the 19 
parameters were used: Batch Size = {64}, Epochs = {1000}, Neurons = {10, 20, 40, 80, 100}, Dropout 20 
Rate = {0.0, 0.1, 0.2, 0.3, 0.4, 0.5}, Optimizers = {Adadelta, Adagrad, Adam, Adamax, Nadam, 21 
RMSprop}, Activation = {hard_sigmoid, linear, ReLu,  sigmoid, softmax, softplus, softsign, tanh} and 22 
kernel initializer = {glorot_normal, glorot_uniform, he_normal, he_uniform, lecun_uniform, normal, 23 
uniform, zero}. 24 

The first grid search was done on the data ranging from 2017-09-01 until 2019-04-16 and the 25 
second grid search was done on the data ranging from 2017-09-01 until 2020-04-16.  Both grid searches 26 
were based on the U-LSTM. However, the best performing grid search result on the U-LSTM validation 27 
was also used on the MV-LSTM validation. 28 

In total, the grid search returned 11521 different results. However, we solely analyzed the 5 best 29 
grid search results during the validation process. During the validation process for every set of parameters 30 
10 runs were recorded. From these 10 runs the mean RMSE and the standard deviation of the 10 RMSE’s 31 
were analyzed. The results are reported as percentages of the mean of the data.  32 
 33 
Univariate LSTM 34 
U-LSTM: Training and Validation  35 
The parameters that came out the grid search for the validation set were also used on the trianing set. 36 
These grid search results are displayed in Table 1 and 2. For the validation on the year 2019, the 37 
parameters in Table 1 are used. For the validation on the year 2020, the parameters in Table 2 are used.  38 
 39 
TABLE 1 Top 5 Grid search results used on the validation set 2019. The Mean% and the Standard Deviation 40 
% are based on 10 runs 41 

Epochs Rank Neurons Dropout Kernal Init. Activation Optimizer Mean% Std. % 
1000 1 100 0.4 He_normal Sigmoid Adam 12.40% 0.11% 
1000 2 80 0.3 He_normal Sigmoid Adam 12.49% 0.18% 
1000 3 100 0.4 Lecun_uniform Hard_Sigmoid Adam 12.49% 0.11% 
1000 4 100 0.3 He_uniform Hard_Sigmoid Nadam 12.64% 0.16% 
1000 5 10 0.3 Lecun_uniform Tanh RMSprop 12.22% 0.20% 

 42 
  43 
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TABLE 2 Top 5 Grid search results used on the validation set 2020. The Mean% and the Standard Deviation 1 
% are based on 10 runs 2 

Epochs Rank Neurons Dropout Kernal Init. Activation Optimizer Mean% Std. % 
1000 1 40 0 Uniform Softplus Adam 32.39% 1.27% 
1000 2 20 0 He_uniform Softplus Adamax 30.55% 2.44% 
1000 3 40 0 Uniform Softsign Adam 35.27% 0.95% 
1000 4 100 0.2 He_uniform Softplus Adam 29.91% 8.92% 
1000 5 40 0.3 Glorot_uniform ReLu Adamx 31.45% 2.75% 

 3 
Primarily we look for the lowest mean%. When the std.% is above 1.5%, we do not feel confident 4 

that 10 runs were enough to get stable results. With 10 runs and a high std.%, the mean can shift a lot if the 5 
10 runs are repeated. A more reliable mean% can be obtained by choosing a low std.% or increasing the 6 
number of runs. However, increasing the runs takes more computing power. Therefore, a low std.% is 7 
considered here. Thus, in this case another set of parameters were selected with a lower std.% and a slightly 8 
higher mean%. This way, the predictions are more reliable. 9 

After finding the best performing parameters for the validation set, we looked at the validation 10 
loss against the training loss in Figure 5. This was done to see if there is a significant better performing 11 
number of epochs with a smaller runtime, since more epochs result in more runtime. However, based on 12 
Figure 5 there is no significant indication to investigate other numbers of epochs for both 2019 and 2020.  13 
 14 

                        (a) 2019          (b) 2020   15 
 16 

Figure 5 Training loss in blue versus the validation loss in red for the chosen parameters 17 
                      18 
U-LSTM: Testing  19 
For testing on 2019 and 2020 the highlighted parameters in Table 1 and 2 were considered. Again, 10 20 
runs were taken into account for the randomness in the model. Feeding the LSTM models with the values 21 
from Table 1 and Table 2, the following results were given. Figure 6 shows an example prediction for 22 
both 2019 and 2020 on test set 1. For 2019 the mean% is 15.30% and the std.% is 0.14%. For 2020 the 23 
mean% is 23.89% and the std.% is 0.52%. 24 

             (a) 2019          (b) 2020  25 
 26 
     Figure 6 The 14-day prediction plot on test set 1 for U-LSTM 27 
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To verify the performance of the models, two additional test sets were added. For test set 2, the 1 
mean% is 11.22% and the std.% is 0.13% in 2019. For 2020 the mean% is 24.55% and the std.% is 2 
0.76%. In 2019 for test set 3, the mean% is 9.93% and the std.% is 0.17%. For 2020 the mean% is 3 
17.05% and the std.% is 0.62%. 4 
 5 
Multivariate LSTM 6 
Feature Selection  7 
Before adding variables to the LSTM model, we performed feature selection. For our feature selection the 8 
XGBoost weights were taken. This was done for both 2019 and 2020, which can be seen in Figure 7. 9 
During our research we looked at the features with the highest score within XGBoost and made a top 1, 2 10 
and 3 out of the best scored features.  11 

        (a) 2019                  (b) 2020  12 
 13 
   Figure 7 XGBoost scores for the exogenous features 14 
 15 
MV-LSTM: Training and Validation  16 
The training for the MV-LSTM was done in the same manner as the U-LSTM. Therefore, the set of 17 
parameters used here are the same. In Table 3 the feature selection is recorded on the validation data.  18 
 19 
TABLE 3 Feature selection on validation sets for both years based on XGBoost score 20 

Year Tops Features Mean% Std.% 
2019 Top 1 Month 11.37% 0.42% 
2019 Top 2 Month, Day 11.04% 0.51% 
2019 Top 3 Month, Day, DJI Volume 11.92% 0.69% 
2020 Top 1 US allbed_mean 42.42% 4.63% 
2020 Top 2 US allbed_mean, NL deaths_mean 51.22% 5.77% 
2020 Top 3 US allbed_mean, NL deaths_mean, Day 44.50% 6.55% 

 21 
After finding the best performing parameters for the validation set, we looked at the validation 22 

loss against the training loss in Figure 8. This is done to see if there is a significant better performing 23 
number of epochs with a smaller runtime, since more epochs result in more runtime. Based on Figure 8 24 
there is no significant indication to investigate other numbers of epochs for 2019. However, Figure 8 25 
indicates a possible better solution around 550 epochs for the year 2020. By using 550 epochs the new 26 
mean% becomes 24.57% and the new std.% becomes 1.14%. As can be noticed the standard deviation is 27 
below the 1.5%, which makes the spread of the predictions more reliable. 28 
 29 
               30 
 31 
 32 
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 1 
(a) 2019                                       (b) 2020                                  2 

 3 
Figure 8 Training loss in blue versus the validation loss in red for the MV-LSTM 4 

 5 
MV-LSTM: Testing 6 
During the testing of the MV-LSTM the highlighted parameters in Table 1 and 2 are considered. In 7 
addition, the added exogenous features are highlighted in Table 3. Again, two additional test sets were 8 
added. Figure 9 shows an example prediction for both 2019 and 2020 on test set 1. For 2019 the mean% 9 
is 13.66% and the std.% is 0.69%. For 2020 the mean% is 21.54% And the std.% is 0.92%. 10 

            (a) 2019                      (b) 2020  11 
   12 

Figure 9 The 14-day prediction plot on test set 1 for MV-LSTM 13 
 14 

To verify the performance of the models, two additional test sets were added. For test set 2, the 15 
mean% is 12.21% and the std.% is 0.58% in 2019. In 2020 the mean% is 22.44% and the std.% is 0.37%. 16 
Test set 3 has a mean% of 9.34% and std.% of 0.65%. For 2020, the mean% is 17.14% and the std.% is 17 
0.41%. 18 
 19 
Overview of Results 20 
Table 4 gives an overview of the above-mentioned results per model for test set 1. 21 
 22 
TABLE 4 Overview results  23 

Model RMSE% of mean (ARIMA) / Mean% (LSTM) Std.% (LSTM) 
SARIMA 2019 12.78% - 
SARIMA 2020 26.49% - 
SARIMAX 2019 13.00% - 
SARIMAX 2020 22.02% - 
SARIMAX 2020 Schedule 17.44% - 
U-LSTM 2019 15.30% 0.14% 
U-LSTM 2020 23.89% 0.52% 
MV-LSTM 2019 13.66% 0.69% 
MV-LSTM 2020 21.54% 0.92% 
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DISCUSSION 1 
This discussion will elaborate on the differences between the results of the models. First the 2 

results of the ARIMA-based models will be discussed. Therafter, a discussion for the LSTM models will 3 
be given, followed by a comparison between the ARIMA-based models and the LSTM models.  4 
  5 
ARIMA 6 
SARIMA versus SARIMAX 7 
It can be interpreted that the RMSE-percentages of the 2019 models are very close to each other. For 8 
2019 the SARIMA model (12.78%) performs slightly better in comparison to the SARIMAX model 9 
(13.00%). This indicates that the exogenous variable added to the SARIMAX model does not contribute 10 
to more accurate predictions. For 2020 however, the SARIMAX model (22.02%) generates better results 11 
than the SARIMA model (26.49%). Therefore, the inclusion of the exogenous features, which included 12 
the healthcare related predictions during COVID-19, does result in more accurate predictions.  13 

Furthermore, both the SARIMA and the SARIMAX model perform better in 2019 than in 2020. 14 
This is a result of the outbreak of COVID-19, which has caused instability within the data. Since the data 15 
in the year 2017, 2018 and 2019 differ substantially from the year 2020, the models do not predict the 16 
unexpected peaks. 17 
 18 
Schedule versus No Schedule  19 
The SARIMAX model for the year 2020 including the flight schedule of the airline (17.44%) is more 20 
accurate than the regular SARIMAX 2020 model excluding the flight schedule (22.02%). Since 21 
SARIMAX 2020 with Schedule is the best performing model, it is also tested on two additional test sets. 22 
The RMSE-percentages (18.84% and 18.24%) do not significantly fluctuate using the new test data and 23 
therefore, this model performs well and is stable. 24 
 25 
U-LSTM versus MV-LSTM 26 
Since the std.% for all models in both years were low, we will only compare the models by looking at the 27 
mean%. For 2019, MV-LSTM (13.66%) performs better than the U-LSTM (15.30%) on test set 1. When 28 
looking at the percentages of the additional test sets (12.21% and 9.34%) for MV-LSTM, it can be seen 29 
that the model even performs slightly better. Moreover, the percentages do not significantly fluctuate and 30 
therefore this model could be considered well-performing and stable. For the year 2020, again the MV-31 
LSTM (21.54%) performs better than the U-LSTM (23.89%). The percentages of the additional test sets 32 
(22.44% and 17.14%) for MV-LSTM show that the model performs worse for test set 2 and better for test 33 
set 3. Even though the MV-LSTM performs better in both years, it is clear that the predictions are less 34 
accurate in 2020, where COVID-19 has caused irregular peaks.   35 
 36 
SARIMA(X) versus MV-LSTM  37 
Among the ARIMA based models, SARIMA and SARIMAX with Schedule gave the most accurate 38 
predictions. These models are compared to the MV-LSTM, which performed the best among the LSTM 39 
models. In 2019, the SARIMA model (12.78%) is slighty more accurate than the MV-LSTM (13.66%). 40 
For the year 2020, the SARIMAX with Schedule (17.44%) outperforms the MV-LSTM (21.54%). 41 
Hereby, it can be said that the ARIMA based models perform better than the LSTM models in this 42 
research.  43 
 44 
CONCLUSION AND RECOMMENDATIONS 45 
 46 
Conclusion 47 
The aim of this research was to make short-term predictions of the air cargo demand between a major 48 
European airport hub and the United States during the COVID-19 pandemic. The data in this report were 49 
provided by a major commercial airline. The data consisted of the daily weights of air cargo transported 50 
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from the airport hub in Europe to several cities in the United States. In addition to the data facilitated by 1 
the airline, exogenous variables have also been used in order to improve the performance of the forecast 2 
models. These exogenous variables included, among others, stock market indices, foreign currency 3 
exchange rates, healthcare related predictions during COVID-19, and the Airline X flight schedule. 4 

The two types of models built and analyzed in this report were ARIMA-based models and LSTM 5 
models. For 2020, the best performing model among the ARIMA-based models is the SARIMAX with 6 
Schedule. During the year 2019, where the outbreak of COVID-19 is excluded, the SARIMA model 7 
generates the most accurate predictions. Among the LSTM models, the Multivariate LSTM is more 8 
accurate than the Univariate LSTM in both 2019 and 2020. However, in this research it can be concluded 9 
that the ARIMA-based models perform better than the LSTM models.  10 
 11 
Recommendations 12 
This paper generated predictions by using different models. However, more extensive research could be 13 
done by improving or expanding the existing models. This could be done by taking the suggestions 14 
mentioned below into consideration.  15 
 16 
Scale Down to Regions 17 
In future research one could look at a specific region in the USA when predicting the demand for air 18 
cargo transported from the European airport hub. When predicting the air cargo demand to the USA, there 19 
are both advantages as well as disadvantages in considering the total demand to the entire USA instead of 20 
scaling back to a certain region. The advantage of considering the entire country is that the demand will 21 
fluctuate less. Moreover, many publicly available features are based on the whole country. However, the 22 
disadvantage of considering the entire US is that the situation in one region could be very different than 23 
the situation in another part of the country. Therefore, studying local demand can help to tailor air cargo 24 
operations to a specific situation in a specific region. 25 
 26 
LSTM 27 
During this research, future variables have been added to the SARIMAX model, but not to the LSTM 28 
model. When the exogenous variable Schedule was added to the SARIMAX model, the model performed 29 
better. The most optimal forecast model created thus far is this SARIMAX model with future variables 30 
added. Therefore, adding future variables to the LSTM models could improve the results and potentially 31 
create a more optimal model. 32 
         In the discussion the spread of the predictions is already mentioned. Therefore, multiple runs are 33 
considered. However, more than 10 runs are desired to make the outcome more reliable. Especially for 34 
the MV-LSTM model more runs could improve the results with a great deal. 35 
         In this paper we used a limited grid search. Increasing the number of parameters would increase 36 
the runtime, but this is necessary to cover a more representable grid search. We would suggest adding 37 
more epochs to the gridsearch and adding higher numbers of neurons. Moreover, we only used two 38 
different grids searches. These grid searches were solely performed on the U-LSTM model. It can be 39 
useful to use the grid search for the MV-LSTM model as well.  40 
 Furthermore, it would be interesting to take Granger causality into consideration during the 41 
feature selection in future research. Granger causality is used to investigate causality between two 42 
variables in time series. For example, changes on the stock market indices on time t-x could have 43 
causality with the freight demand on time t, where t and x are in days. Therefore, the features related to 44 
the stock market indices could be shifted with x days and used in the model.  45 
 46 
Long Term Predictions 47 
The predictions included in this report are all 14-day predictions. In addition, the data is aggregated by 48 
day, which means that all graphs show a single data point per day. When predicting further into the 49 
future, the predictions could be aggregated by week or by month. This leads to a longer-term prediction 50 
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period. Prolonging the prediction period could generate more stable results, as the fluctuation declines. 1 
However, the longer the prediction period, the less accurate the forecast. Thus, this has to be taken into 2 
account when going through this decision-making process. 3 
  4 
Multiple Validation and Test Periods 5 
In order to work with the forecast models, the data was divided into a training, validation, and test set. 6 
Throughout this research, there was only one validation period used per model. Adding more validation 7 
periods could increase the accuracy of results. Namely, these extra periods would make sure that the 8 
models anticipate better on unexpected peaks in the data. Regarding the test periods, this research 9 
considers three different test sets. However, these test sets are all within the same month and therefore, it 10 
would be more reliable for future research to analyze different time periods. 11 
  12 
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