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Abstract: X-ray absorption spectroscopy (XAS) today represents a widespread and powerful technique,
able to monitor complex systems under in situ and operando conditions, while external variables,
such us sampling time, sample temperature or even beam position over the analysed sample, are
varied. X-ray absorption spectroscopy is an element-selective but bulk-averaging technique. Each
measured XAS spectrum can be seen as an average signal arising from all the absorber-containing
species/configurations present in the sample under study. The acquired XAS data are thus represented
by a spectroscopic mixture composed of superimposed spectral profiles associated to well-defined
components, characterised by concentration values evolving in the course of the experiment. The
decomposition of an experimental XAS dataset in a set of pure spectral and concentration values is a
typical example of an inverse problem and it goes, usually, under the name of multivariate curve
resolution (MCR). In the present work, we present an overview on the major techniques developed
to realize the MCR decomposition together with a selection of related results, with an emphasis on
applications in catalysis. Therein, we will highlight the great potential of these methods which are
imposing as an essential tool for quantitative analysis of large XAS datasets as well as the directions for
further development in synergy with the continuous instrumental progresses at synchrotron sources.
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1. Introduction

One of the main dreams for researchers working in the field of chemistry consists in identifying
analytical tools which allow one to obtain an atomic-scale movie of a chemical reaction under realistic
working conditions [1]. This ultimate target requires the simultaneous determination of characteristic
(spectroscopic, diffractometric, etc.) signatures and concentrations of all the species involved in the
analysed process (i.e., reactants, intermediates and products) monitored by one or more characterisation
methods as a function of time or any other variable controlled within the experiment. In this way, a
reliable correlation between structure, kinetics and functionality can be properly identified.

With an emphasis on the field of catalysis, X-ray absorption spectroscopy (XAS) demonstrated to
be an extremely powerful technique, principally thanks to its local sensitivity and element selectivity,
together with the possibility to simultaneously access both electronic and structural information of the
material under study [2–4].

X-ray absorption spectroscopy measures the X-ray absorption coefficient µ(E) of the sample
as a function of the energy E of the incident X-ray beam, in the proximity of an absorption edge
(at energy E0) for one of the elements present in the sample, indicated as the absorber. For XAS
experiments, an incident X-ray beam with continuously tunable energy together with a high photon
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flux to achieve satisfactory data quality are needed; these requirements almost exclusively render XAS
a synchrotron-based technique. The X-ray absorption near edge structure (XANES) region of a XAS
spectrum covers a few tens of eV before and after the edge. The XANES spectrum mainly reflects the
unoccupied electronic levels of the absorber and contains a number of spectral fingerprints enabling
an accurate determination of the absorber oxidation state, coordination geometry and symmetry [5–7].
The extended X-ray absorption fine structure (EXAFS) region encompasses the spectral range at higher
energies, starting from the end of the XANES region and typically extending up to 1 keV after the
edge. Here, if the absorber is surrounded by atomic neighbours, the smoothly decreasing µ0(E) atomic
absorption background is modulated by subtle oscillations. This fine structure originates from the
interference among wave-fronts back-scattered by the different shells of atomic neighbours surrounding
the absorber, after the ejected photoelectron has diffused as a spherical wave [8].

The EXAFS function χ(k), obtained after “extraction” of the oscillatory part of µ(E) and expressed
as a function of the photoelectron wavenumber k = (1/h̄) [2me(E − E0)]1/2 (where me is the electron
mass) can be related to a specific radial arrangement of the atomic neighbours in the local environment
of the absorber, with the aid of Fourier transform (FT) to bridge the photoelectron wavenumber
space (k-space) to the direct R-space [2–4,9,10]. Fitting of the EXAFS signal based on the so-called the
EXAFS equation [8] offers the possibility to quantitatively refine local structural parameters for each
coordination shell including average interatomic distances, coordination numbers and types of atomic
neighbours and Debye-Waller (DW) factors accounting for thermal vibrations and static structural
disorder. The short photoelectron mean free path in matter and the damping effect of the core-hole
lifetime limits EXAFS sensitivity to a sphere of 5–10 Å radius from the absorber, thus determining the
local character of the technique.

X-ray absorption spectroscopy is an element selective but average technique. The XAS signal
exclusively stems from the absorber-containing species in the system, but it is averaged over all such
species simultaneously present in the sample volume probed by the X-ray beam, weighted by their
relative abundance. On the one hand, element selectivity represents a key advantage in the field of
catalysis, especially for the characterisation of heterogeneous catalysts where highly diluted active sites
are often distributed without long-range order over a much more abundant (crystalline or amorphous)
support/matrix [2,11–13]. On the other hand, the average response of the technique poses important
challenges in situations where multiple absorber-containing species (e.g., active and inactive/spectator
species) coexist and dynamically evolve along the experiment. This is most often the case during in
situ/operando studies of catalysts, nowadays representing the golden standard for characterisation in
the field.

This review focuses on statistical approaches and spectral decomposition methods applied to
robustly resolve the different contributions within a XAS dataset, aimed at overcoming the interpretative
limitations connected with the average nature of the XAS technique. While the earlier efforts in this
direction date back to the 1990s [14], the last few years have seen a rapid boost in their use [7,15,16],
naturally connected with the continuous instrumental developments at synchrotron sources. Nowadays,
outstanding time-resolution in XAS data collection can be achieved, even on diluted samples under
reaction-relevant conditions, spanning from few minutes on conventional XAS beamlines, to few
seconds and down to the (sub)ms-time scale using high-energy resolution off-resonant spectroscopy
(HEROS) [17,18] as well as quick [19] and dispersive XAS setups [20]. The increasingly larger datasets
generated in such experiments (in the order of 103–104 scans) urgently claim for appropriate data
management and analysis tools, embracing chemometrics and emerging machine learning (ML)
implementations [21].

Herein, in Section 2, we provide a step-by-step overview on the key mathematical methods
and models required to approach this intriguing and rapidly growing field. We start from principal
component analysis (PCA), an indispensable tool to identify the number of components effectively
contributing in the analysed dataset. Then, we clarify the taxonomy of the main spectral decomposition
methods yielding physico-chemically meaningful spectral and concentration profiles for the identified
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pure components, from methods requiring a priori spectroscopic/kinetic knowledge of the investigated
system to multivariate curve resolution (MCR) approaches enabling the so-called blind source separation.
For each method, we critically discuss strengths and weaknesses with an emphasis on its application
to XAS data analysis.

To date, XAS spectral decomposition methods have been successfully employed in a large
variety of research fields; recent examples encompass solid-state physics and chemistry [22–24],
energy-storage materials [25–29], environmental science [30], homogeneous [31,32] and heterogeneous
catalysis [15,33–43]. While an exhaustive review of the available literature falls beyond the scope
of this work, in Section 3, we present a selection of examples in catalysis, corroborating the general
information discussed in Section 2. The selected case studies are organized around two important
classes of heterogeneous catalysts, namely, metal-exchanged zeolites and supported metal catalysts,
highlighting the potential of PCA coupled with various spectral decomposition methods in resolving
the spectral mixture for these structurally challenging and highly dynamic systems studied by in
situ/operando XAS.

A final summary is reported in Section 4, together with a critical assessment of the main areas, where
we envisage the most exciting developments of the relevant methods to take place in the forthcoming
future, taking us a step closer to the dream of unblurred atomic-scale movies of chemical reactions.

2. Methods for XAS Spectral Decomposition

When a sample consists of a mixture of absorbing atoms forming different chemical species or
located in non-equivalent sites, the related XAS measurement represents an average of the single
spectra corresponding to each species/site. It is worth noting that the XAS spectral features associated
to a given absorbing atom will depend exclusively on the local geometry of the related species/site. This
fact leads to the conclusion that the XAS spectra of each species characterising the sample measurement,
will be different to each other and, for this reason, they can be defined as pure spectra. It follows that
an arbitrary XAS spectrum µ(E) can be expressed as the sum of these pure spectra weighted by their
amount inside the sample:

µ(E) =
N∑

i=1

cisi(E) + ε (1)

Here, N is the number of pure spectral compounds involved in the decomposition, E = (E1, . . . , Em)

is the energy vector, si is the energy dependent pure spectrum corresponding to the ith species/site, ci is
a scalar value representing the fractional abundance or concentration of si inside the sample under
study, while ε is a vector containing m experimental noise values associated to the measure. Because of
the element-selectivity of the XAS technique, it is possible to assert that, in general, the mass balance
condition must be satisfied:

∑N
i=1 ci = 1.

Equation (1) can be extended to the case of a dataset X containing multiple spectra collected during
the variation of the physico-chemical system under study, caused by the controlled modification of one
or more external factors (e.g., temperature, gas feed composition, sampling time, sample position, etc.):

X = SCT + ε (2)

where X is composed of m energy points and n spectra, i.e., dim(X) = (m× n), S is the matrix of the
pure spectral profiles having dimensions dim(S) = (m×N), while CT is the transpose of matrix C, with
dimensions dim

(
CT

)
= (N × n), containing on its rows the concentration profiles associated to each

spectrum of S. Finally, ε represents the noise matrix of dimensions dim(ε) = (m× n) corresponding to
dataset X. A pictorial representation of the described spectral decomposition strategy is showed in
Figure 1.
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Figure 1. Schematic representation of the spectral decomposition regarding an X-ray absorption 
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in the product of a matrix ࡿ, containing N pure spectral profiles, and matrix C, containing their related 
concentration values. The error in the proposed decomposition is represented by the residual matrix ए. It is worth noting that, if the correct number of pure species characterising the measurements is 
identified, matrix ए  must contains on its columns only the contributions coming from the 
experimental noise. 

The issue regarding the possibility to decompose a XAS dataset as shown in Equation (2), usually 
called mixture analysis problem, has attracted great attention in the XAS community, especially for the 
analysis of data obtained from time- and space-resolved experiments [21]. For this reason, several 
methods based on PCA have been developed to realize it, which we will discuss in more details in 
the following sections. 
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the number of the N pure species characterising the XAS dataset under study. Ideally, imaging that ࢄ could be a noise-free data matrix, it is possible to assert that each column (or spectra) of ࢄ can be 
properly expressed by the linear combination of a set of N independent spectra. It follows that the 
rank of matrix ࢄ (i.e., the number of irreducible columns or rows) must be equal to the number of 
pure species contributing to the dataset. Unfortunately, this statement is generally not true, because 
of the noise influencing the data, which makes the collected spectra independent to each other (i.e., 
the rank of ࢄ is equal to the number of spectra composing the dataset). However, the application of 
the PCA procedure is able to provide deeper insights into how many components characterise a 
system and on the influence of the noise on the XAS data. 

Generally speaking, PCA belongs to the family of unsupervised machine learning processing 
algorithms [21] and can be used in the analysis of a XAS dataset to correctly identify its rank. The 
PCA approach assumes that the XAS data mixture can be expressed as a linear combination of a fixed 
number of components weighted by their own fractions. The set of components employed in the 
spectral decomposition procedure must be independent to each other; moreover, they must be able 
to account for the highest variance of the XAS dataset including the noise. While different techniques 
can be applied in order to decompose a set of spectroscopic data on the basis of its principal 
components, a standard matrix factorization technique called singular value decomposition (SVD) is 
generally applied due to the fact of its robustness and accuracy. The SVD approach foresees the 
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Figure 1. Schematic representation of the spectral decomposition regarding an X-ray absorption
spectroscopy (XAS) experimental dataset X, composed of n spectra (scans) and by m energy points, in
the product of a matrix S, containing N pure spectral profiles, and matrix C, containing their related
concentration values. The error in the proposed decomposition is represented by the residual matrix ε.
It is worth noting that, if the correct number of pure species characterising the measurements is identified,
matrix εmust contains on its columns only the contributions coming from the experimental noise.

The issue regarding the possibility to decompose a XAS dataset as shown in Equation (2), usually
called mixture analysis problem, has attracted great attention in the XAS community, especially for the
analysis of data obtained from time- and space-resolved experiments [21]. For this reason, several
methods based on PCA have been developed to realize it, which we will discuss in more details in the
following sections.

2.1. Principal Component Analysis (PCA) of a XAS Dataset

The first step towards the decomposition shown by Equation (2) foresees the identification of
the number of the N pure species characterising the XAS dataset under study. Ideally, imaging that
X could be a noise-free data matrix, it is possible to assert that each column (or spectra) of X can be
properly expressed by the linear combination of a set of N independent spectra. It follows that the
rank of matrix X (i.e., the number of irreducible columns or rows) must be equal to the number of pure
species contributing to the dataset. Unfortunately, this statement is generally not true, because of the
noise influencing the data, which makes the collected spectra independent to each other (i.e., the rank
of X is equal to the number of spectra composing the dataset). However, the application of the PCA
procedure is able to provide deeper insights into how many components characterise a system and on
the influence of the noise on the XAS data.

Generally speaking, PCA belongs to the family of unsupervised machine learning processing
algorithms [21] and can be used in the analysis of a XAS dataset to correctly identify its rank. The
PCA approach assumes that the XAS data mixture can be expressed as a linear combination of a fixed
number of components weighted by their own fractions. The set of components employed in the
spectral decomposition procedure must be independent to each other; moreover, they must be able to
account for the highest variance of the XAS dataset including the noise. While different techniques can
be applied in order to decompose a set of spectroscopic data on the basis of its principal components,
a standard matrix factorization technique called singular value decomposition (SVD) is generally
applied due to the fact of its robustness and accuracy. The SVD approach foresees the decomposition
of the XAS data matrix in the product of three matrices:

X = UΣVT (3)

where U and V are two square unitary matricse (dim(U) = (m×m) and dim(V) = (n× n)) while Σ is
a diagonal rectangular matrix (dim(Σ) = (m× n)).
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Figure 2 shows schematically the output of the SVD procedure. It is worth noting that this kind of
decomposition is not unique and that there are different ways to perform it; in some of them, matrices
U or V can be rectangular while Σ squared. More information about the different algorithms employed
to realize the SVD can be found in Reference [44].
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Figure 2. Schematic representation of the singular value decomposition (SVD) procedure applied
on the XAS dataset X. The experimental spectra composing it are displaced on its columns. Matrix
X is decomposed in three matrices: U, Σ and V, having dimensions equal to (m × m), (m × n) and
(n × n), respectively. The quantities m and n indicate the number of energy points of each experimental
spectrum, and the number of spectra composing X. The white squares and rectangles, shown in Σ,
underline that this matrix only contains non-null values on its main diagonal, which are the so-called
singular values of X: si. Matrices U and Σ can be multiplied together in order to provide a new matrix,
R, that, together with VT is able to realize a decomposition similar to the one shown in Equation (2).
As it is shown in Figure 4b, the analysis of the spectra composing the new matrix R represents a
fundamental step for the identification of the correct number of pure species characterising the dataset.
Moreover, for some methods, it constitutes the initial step required to properly realize decomposition
(2). More details about this topic will be provided in Section 2.2.

Matrix U contains on its columns the eigenvectors of the covariance matrix associated to X, i.e.,
Z = XXT which are the so-called principal directions or components. On the other hand, matrix VT shows
on its rows the eigenvectors of the transpose of Z which, from a geometrical point of view, can be
interpreted as the projection of dataset X over the entire set of principal directions contained in U.
These vectors can be also interpreted as the principal directions (or components) taken directly from
the rows of X rather than from its columns. For the sake of clarity, in this work we will refer always to
the name of principal components (PCs) as the columns of matrix U. As a didactic representation, the
principal components associated to a bi-dimensional dataset composed of 200 points are reported in
Figure 3.



Crystals 2020, 10, 664 6 of 46
Crystals 2020, 10, x FOR PEER REVIEW 6 of 46 

 

 
Figure 3. Pictorial representation of the principal directions or components (the red and the green 
arrows) of a bi-dimensional dataset composed of 200 points. The red and green Gaussians represent 
the fraction of the dataset variance expressed by the first and second component. 

Finally, the diagonal elements of ࢳ are named as singular values, and their magnitudes are 
connected to eigenvalues of the covariance matrix of ࢄ through the following formula:  ߣ௜ = ݉)/௜ଶݏ − 1) (4) 

where ݏ௜  and ߣ௜  are the ith singular value and eigenvalue corresponding to ࢳ and to the data 
covariance matrix, respectively. As already pointed out by Calvin in Reference [45], in the field of 
XAS analysis, the ߣ௜ terms are usually referred to as the variances associated to the dataset principal 
components. However, this statement is true only if the XAS data are centred (i.e., the mean 
calculated over all the columns of ࢄ has been subtracted to every spectrum composing ࢄ). Because 
in the XAS analysis, the dataset is usually not centred, the quantities retrieved by Equation (4) cannot 
be properly interpreted as the true data variances, despite the fact that they follow the same 
decreasing trend as a function of the component number (see Section 2.1.1). Nevertheless, the term 
variance is almost universally used in this context, even though the data mean centring condition is 
not satisfied [45]. 

The factors appearing in Equation (3) can be grouped as follows: ࢄ =  (5) ்ࢂࡾ

where ࡾ =  scaled by the correspondent ࢁ will correspond to the ones of ࡾ The columns of .ࢳࢁ
singular values; the connection of this expression with Equation (2) will be discussed in more detail 
in Section 2.2. 

Figure 3. Pictorial representation of the principal directions or components (the red and the green
arrows) of a bi-dimensional dataset composed of 200 points. The red and green Gaussians represent
the fraction of the dataset variance expressed by the first and second component.

Finally, the diagonal elements of Σ are named as singular values, and their magnitudes are connected
to eigenvalues of the covariance matrix of X through the following formula:

λi = si
2/(m− 1) (4)

where si and λi are the ith singular value and eigenvalue corresponding to Σ and to the data covariance
matrix, respectively. As already pointed out by Calvin in Reference [45], in the field of XAS analysis,
the λi terms are usually referred to as the variances associated to the dataset principal components.
However, this statement is true only if the XAS data are centred (i.e., the mean calculated over all the
columns of X has been subtracted to every spectrum composing X). Because in the XAS analysis, the
dataset is usually not centred, the quantities retrieved by Equation (4) cannot be properly interpreted
as the true data variances, despite the fact that they follow the same decreasing trend as a function of
the component number (see Section 2.1.1). Nevertheless, the term variance is almost universally used
in this context, even though the data mean centring condition is not satisfied [45].

The factors appearing in Equation (3) can be grouped as follows:

X = RVT (5)

where R = UΣ. The columns of R will correspond to the ones of U scaled by the correspondent
singular values; the connection of this expression with Equation (2) will be discussed in more detail in
Section 2.2.

As an example, Figure 4 reports a XANES dataset, in part (a), and the related first five columns
of R (abstract spectra) in part (b), plotted in the same energy range. Because the first component is
characterised by the highest variance, its contribution appears higher than the other components. In
particular, it is interesting to note that its shape resembles an inverted XAS spectrum. The reason for the
inversion depends on the output provided by the SVD decomposition (in some cases, it can be positive),
while the similarity can be explained by the fact that X was not centred. Because the first principal
component needs to explain the highest variance of the dataset, it will assume a form resembling the
mean of all the spectra composing the dataset. The second principal component captures the second
highest spectral features of the XAS dataset, while the third one appears to be connected to minor but
not negligible variations of the spectra. Starting from the fourth component, it is possible to see that
they appear featureless on the scale of the XANES spectra. In particular, the distribution of their values,
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as a function of the energy, appears to follow a trend typical of the instrumental noise [45]. A second
validation of this result can be obtained trying to analyse the residuals and plotting the %Rfactor related
to the reconstruction of each spectrum of the XAS dataset as a function of the number of principal

components involved, see Figure 5a–c. The %Rfactor is defined as: %Rfactor = 100×
‖X − RkVT

k ‖
2

‖X‖2
, where

the subscript k denotes the number of principal components considered to reconstruct matrix ‖ ‖, while
the symbol X is the Frobenius norm. If the XAS dataset is not properly represented by the chosen
number of PCs, it will show, for certain scans, a higher %Rfactor indicating that one (or more) additional
components are required to describe them. Once that the correct number of PCs is found, the %Rfactor

values associated to the reconstruction of each spectrum must have comparable magnitudes as shown
in Figure 5c.

On the basis of the results shown in Figures 4 and 5, it is possible to conclude that the XAS dataset
of Figure 4a can be properly described using only three principal components. Because each PC is
independent to each other (i.e., they are orthogonal) their number represents a proper estimation of the
rank of the XAS data matrix, corresponding to the number of chemical species associated to it. While
the methods described above constitute a first qualitative approach to the analysis, different techniques
have been developed in the field of the PCA in order to establish quantitatively the correct rank of
a dataset. Among them, in the field of XAS, the scree test, the imbedded error (IE), the Malinowsky
indicator factor (IND) and the Fisher test (F-test) are widely applied and will be discussed in more
detail in the following section.Crystals 2020, 10, x FOR PEER REVIEW 7 of 46 
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Figure 4. (a) Pt L3-edge XAS dataset composed of 32 spectra acquired on a Pt/Al2O3 catalyst. The
X-ray Absorption Near Edge Structure (XANES) scans monitor the interaction of the catalyst with a
flow of H2/inert at 120 ◦C followed by a dehydrogenation process in inert atmosphere (He). More
information about the sample and the experimental conditions can be found in Reference [46]. The
inset reports a magnification of the energy range containing the white-line peak, where the more
evident spectral modifications are observed. (b) The first five columns of matrix R for the dataset are
reported in part (a), plotted in the same energy range and scaled by the factors indicated in the figure
for visualization purposes. These abstract spectral profiles do not have any chemical-physical meaning,
and they can be considered just as a mathematical solution to Equation (2) and as discussed more in
detail in Section 2.2. However, their visual/qualitative analysis is able to provide deeper insights about
the number of chemical species present in the sample.



Crystals 2020, 10, 664 8 of 46

Crystals 2020, 10, x FOR PEER REVIEW 8 of 46 

 

 
Figure 5. (a) Reconstruction of the first scan of the experimental dataset shown in Figure 4a using one, 
two and three components. The insets report magnifications of the white-line feature. The level of 
misfit between the experimental spectrum and its reconstructed version diminishes with the increase 
in the number of PCs. With two PCs, there is a lack of reproduction connected with the white line, as 
shown by the inset and by the related residuals plotted in panel (b), while passing to three PCs, the 
reproduction becomes excellent. (b) A plot of the residuals associated with the reconstruction shown 
in panel (a). These profiles have been calculated as the difference between the first experimental 
XANES scan and the first spectrum of the dataset reconstructed with one, two and three PCs, 
respectively. It is evident that with three PCs the residuals proper of the reconstruction of the first 
scan of the series resembles only the noise. (c) The trend of the %R୤ୟୡ୲୭୰ for each scan increasing the 
number of PCs involved in the representation. With three PCs, the %R୤ୟୡ୲୭୰  appears distributed 
uniformly along all the scans of the dataset, indicating that the correct rank of the data matrix 
corresponds to three. 

On the basis of the results shown in Figure 4 and Figure 5, it is possible to conclude that the XAS 
dataset of Figure 4a can be properly described using only three principal components. Because each 
PC is independent to each other (i.e., they are orthogonal) their number represents a proper 
estimation of the rank of the XAS data matrix, corresponding to the number of chemical species 
associated to it. While the methods described above constitute a first qualitative approach to the 
analysis, different techniques have been developed in the field of the PCA in order to establish 
quantitatively the correct rank of a dataset. Among them, in the field of XAS, the scree test, the 
imbedded error (IE), the Malinowsky indicator factor (IND) and the Fisher test (F-test) are widely 
applied and will be discussed in more detail in the following section. 

Quantitative Methods to Extract the Correct Number of PCs 

The first widely used approach is the scree test (or scree plot), and it consists in plotting the 
variance or the singular values magnitudes associated to each principal component versus their 
number, as shown in Figure 6a. As it is possible to see, after the first component, the variance 
associated to the components rapidly drops down, up to an elbow indicating the border between 
components having a real physical/chemical meaning (i.e., the number of species characterising the 
dataset) from those related to the data noise. It is worth noting, in fact, that the components associated 
to the noise must contribute approximatively in the same way to the dataset variation and for this 
reason they usually lie on a flat line. 

The IE function is given by the following expression: 

Figure 5. (a) Reconstruction of the first scan of the experimental dataset shown in Figure 4a using one,
two and three components. The insets report magnifications of the white-line feature. The level of
misfit between the experimental spectrum and its reconstructed version diminishes with the increase in
the number of PCs. With two PCs, there is a lack of reproduction connected with the white line, as
shown by the inset and by the related residuals plotted in panel (b), while passing to three PCs, the
reproduction becomes excellent. (b) A plot of the residuals associated with the reconstruction shown in
panel (a). These profiles have been calculated as the difference between the first experimental XANES
scan and the first spectrum of the dataset reconstructed with one, two and three PCs, respectively. It
is evident that with three PCs the residuals proper of the reconstruction of the first scan of the series
resembles only the noise. (c) The trend of the %Rfactor for each scan increasing the number of PCs
involved in the representation. With three PCs, the %Rfactor appears distributed uniformly along all the
scans of the dataset, indicating that the correct rank of the data matrix corresponds to three.

2.1.1. Quantitative Methods to Extract the Correct Number of PCs

The first widely used approach is the scree test (or scree plot), and it consists in plotting the
variance or the singular values magnitudes associated to each principal component versus their number,
as shown in Figure 6a. As it is possible to see, after the first component, the variance associated to the
components rapidly drops down, up to an elbow indicating the border between components having
a real physical/chemical meaning (i.e., the number of species characterising the dataset) from those
related to the data noise. It is worth noting, in fact, that the components associated to the noise must
contribute approximatively in the same way to the dataset variation and for this reason they usually
lie on a flat line.
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Figure 6. Statistical estimators used to evaluate the number of PCs contributing to the Pt L3-edge
XAS dataset from Figure 4a: (a) scree plot; (b) Imbedded Error (IE) function; (c) Malinowsky indicator
factor (IND) and (d) Fisher test (F-test). As it is possible to see, all the methods showed a number of
signal-related PCs equal to three. The elbow of the scree plot appears at the third component; in the
Malinowsky F-test only three components were below the significance level of 5%, while both the IND
and IE factors showed a minimum sited at PC = 3.

The IE function is given by the following expression:

IE =

√
k
∑n

i=k+1 λi

mn(n− k)
(6)

where k represents the number of components used to reproduce the dataset X. If the experimental
errors are distributed randomly and uniformly along each spectrum of X, then the sum of the squares
of the projections of the residuals, defined as: ε = X −RkVT

k onto the noise-related PCs, should be
approximately the same [47]. This means that the PCs representing the experimental noise must
have approximately the same variances: λi � λi+1 � · · · � λn. Hence, for k > N, Equation (6) can be
rewritten as:

IE = n1/2
· h; with h =

(
λi
mn

)1/2
(7)

It follows that increasing the number of components, for k < N, the IE function progressively
decreases until k = N, where it reaches a minimum corresponding to the proper number of PCs to
consider. Then, for k > N, the IE assumes a slowly growing trend, as shown in Figure 6b.

Malinowski discovered an empirical function called IND function [47] which seems to be more
sensitive than the IE function in its ability to pick-up the proper number of components [48]. The IND
function is defined as:

IND =
1

(n−N)2

√∑n
i=N+1 λi

m(n−N)
(8)
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Similarly to the IE functions, the IND estimator is calculated incrementally by increasing the
number of PCs and, by definition, it reaches a minimum when the correct number of components is
employed (see Figure 6c). However, it has been observed that, in this function, the minimum is more
pronounced and can appear in situations where the IE does not exhibit any valley. More details about
the IE and IND estimators can be found in References [47–49].

The Malinowski F-Test, reported in Figure 6d [47,48], is the last statistical method applied to
determine the true dimensionality of a dataset. It is based on the observation that the reduced
eigenvalues REVi are constant for non-significant PCs [50]:

REVi =
λi

(m− i + 1)(n− i + 1)
(9)

Because the REVi values are still proportional to a variance, a Fisher test can be applied. The
test starts from the smallest REVi term, clearly associated to the noise, and proceeds to those REVi
values, with higher magnitude, until the first significant one is found. The kth component is considered
significant on the basis of the Fisher test applied on its related standardized F-variable:

F(1, n− k) =
REVk∑n

k+1 λi

(∑n

k−1
(m− i + 1)(n− i + 1)

)
(10)

If the percentage of significance level (%SL), associated with kth F variable, is lower than a
pre-fixed value (usually fixed to 5%), then the kth extracted component is accepted as a pure component.

Although these estimators have been applied with success in several XAS studies [1,14,25,51],
it is worth noting that the identification of the number of PCs connected with the existence of
determined chemical species critically depends on the amount of noise affecting the data, as shown by
Manceau et al. [50]. In fact, deviation from the correct number of chemical species notably occurs when
the level of the experimental noise is close to the variation of the data. Another cause of uncertainty in
the estimation of the correct number of PCs must be found in an inconsistent normalization of the XAS
dataset under analysis [50]. Moreover, if the concentration of some components is approximatively
constant, or if the ratios of the concentration of some components are the same in the whole dataset,
their independent contributions cannot be properly separated [37,50,52].

Finally, it is important to clarify the question regarding how many spectra are required for a
proper identification of the significant components contributing to a XAS dataset. Because PCA is a
statistical approach, one could think that, if the number of XAS spectra constituting a dataset is higher,
there would also be a higher possibility to successfully identify all the contributing chemical species.
That is ultimately not true, since PCA is a technique able to catch the highest independent variations
of a dataset. It follows that it is preferable to have a lower amount of XAS spectra homogeneously
sampling a chemical/physical process throughout its whole development, than a larger number of XAS
spectra collected uniquely in determined moment of the reaction. Examples where the application of
the PCA on a limited set of XAS spectra has been able to provide interpretable result can be found in
the works by Beauchemin et al. [53], Lengke et al. [54] and Bugaev et al. [55], where the analysed XAS
datasets were composed by six, eight and ten spectra, respectively.

2.2. Models Used to Decompose a XAS Dataset

As shown in Section 2.1, PCA appears to be a fundamental tool to correctly understand the number
of pure species characterising a XAS dataset. Moreover, the PCA approach allows to decompose the set
of data in a form resembling Equation (2): if the PCA of a XAS dataset leads to the identification of N
PCs, Equation (5) can be rewritten as:

X = RNVN
T + ε (11)

where the subscript N indicates that only the first N column of R and V have been considered in the
reconstruction of X. If the number of PCs has been chosen correctly, each residual spectrum of εmust
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resemble the white noise. It is interesting to note that among the various methods that can be adopted
to decompose matrix X as Equation (2), the one showed in Equation (11) is able to guarantee the highest
approximation of X (i.e., the lowest residual matrix), as stated by the Eckhart-Young theorem [56].

If analysed, matrices RN and VN possess the same dimensionalities of S and C, respectively.
However, their set of spectra and concentration profiles do not have any spectroscopic meaning, as
showed by Figure 4b. For this reason RN and VN can be considered only as a mathematical solution
of Equation (2) and are usually named as the abstract set of spectra Sabs and concentrations Cabs of
a dataset X: Sabs = RN and Cabs = VN. Despite this problem, it is worth noting that the columns of
Sabs can be combined together linearly in order to construct one or more pure spectral profiles with
a chemical/physical meaning. This procedure is at the basis of some approaches quite used in the
field of XAS data analysis. These include the target transformation analysis (TTA), the iterative target
transform factor analysis (ITTFA) and the transformation matrix (TM) method. On the other hand,
several methods been developed to realize Equation (2) without making any kind of transformations
on matrix Sabs and Cabs, employing only some standard spectra or a set of selected spectral profiles
for a single or multiple least-squares refinement. The most widely used are the linear combination
analysis (LCA) and the alternating least squares (ALS) approaches.

As schematically illustrated in Figure 7, all the methods cited before can be formally grouped in
two classes: the methods requiring a priori knowledge of standard spectra (TTA and LCA) and the
ones which allow blind source separation of the dataset (ITTFA, TM and ALS) which can be grouped
inside the family of the multivariate curve resolution (MCR) algorithms. In the following, each cited
method will be described in detail.
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2.2.1. Methods Based on the Knowledge of Standards

Linear Combination Analysis

Given an experimental spectrum, if a set of k known reference spectra, named as standards, is
supposed to correspond to the independent species present in the sample, they can be employed in
Equation (1) to retrieve the related fractions through the following minimization procedure:

min
ci

(
µ(E) −

∑k

i=1
cisstd

i (E))
)2

with
∑k

i=1
ci = 1 (12)

where sstd
i (E) is the ith standard spectrum involved in the reconstruction. This method is the so-called

linear combination analysis (LCA), and it can be properly applied in the absence of non-linear effects,
due to the sample thickness or fluorescence self-absorption, distorting the experimental data [3].
Equation (12) can undergo towards further modifications if one wants to optimize, besides the fraction
estimations, secondary parameters such as the shifts in energy ∆Ei of each reference. It is possible,
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in fact, to construct, in this case, a function returning each selected reference, interpolated over
a fine energy grid, depending on ∆Ei as: sstd

i (E; ∆Ei) = sstd
i (E + ∆Ei). These quantities, together

with each term ci can then be refined minimizing Equation (12) through a non-linear least squares
approach [57,58].

The LCA method can be clearly extended to the study of a dataset X once that the number of
components has been defined by means of PCA. However, it is worth noting that the LCA of a series of
XAS spectra can be performed properly only under the hypothesis that the selected set of standards
is able to describe adequately each spectrum in the dataset. Moreover, how it was described by
Giorgetti et al. [59], it is required to safely exclude secondary processes affecting the measure, such as
the loss or the dissolution of some part of the sample, which can make the mass-balance condition
constraint incorrect. These phenomena can be detected by analysing the XAS background of each
spectrum; if it appears globally stable, it is possible to conclude that the modifications of the XAS
features are only due to the relevant physico-chemical processes and not to experimental artefacts. On
these bases, the minimization procedure reported in Equation (12) can be realized employing each
spectrum composing X, resulting in a set of concentrations profiles which describe, for each scan, the
amount of each reference characterising the experimental spectra composing the XAS dataset.

Target Transformation Analysis (TTA)

As stated before, PCA is able to provide the main N independent sources of variation of a
XAS dataset but the retrieved abstract spectra and concentration values do not have any kind of
physical/chemical meaning. Herein, it is possible to apply the target transformation approach in order
to verify if some standard known spectra, usually named as target spectra, can potentially explain the
variation of the spectral features of the XAS dataset [47,53]. The target transformation is a powerful
method that allows testing a putative target without a priori knowledge or assumptions about the
species present in the spectral mixture [53]. Basically, it consists in constructing the test spectrum as
the linear combination of the abstract spectral profiles Sabs, by identifying the weights associated to the
abstract spectral profiles using a least squares approach. This is equivalent to transform the known

target spectrum sstd in the reconstructed one
ˆ
s

std
using an oblique transformation:

ˆ
s

std
=

(
ST

absSabs

)−1
ST

abssstd (13)

The putative vector
ˆ
s

std
is accepted as a solution of Equation (2), if its spectral signatures can be

reproduced based on the abstract spectra retained at the PCA step. A widely applied criterion used
to establish if a XAS standard is an acceptable target is the SPOIL factor introduced by Malinowski,
whose derivation can be found in References [47,60]. The idea is the following: if the target belongs
to the dataset, it should be reproduced by the components as well as the original spectra; if not, it
should add error to the data mixture spoiling it [45]. Malinowski classified the SPOIL values using
three thresholds: a target spectrum can be considered acceptable if the related SPOIL value is lower
than three, moderately acceptable if the value is within three and six, and unacceptable is it is higher
than six [53]. When all the N standard spectra have been identified and tested to be acceptable using
the SPOIL test, their transformation matrix T, containing on its columns the least squares weights
appearing in Equation (13) can be inverted and multiplied to Cabs in order to retrieve the related set of
pure and meaningful concentration profiles, i.e., S = SstdT and CT = T−1CT

abs. Furthermore, if required,
the elements of C can be renormalized by their sum, so that the sum on the elements of each row of
C is be equal to one. However, this implies that their projection over Sabs and Cabs is not complete
causing a small increase of the residuals, i.e., εTTA , ε. In general, this is an effect that appear every
time that a solution, coming from the application of a transformation matrix on the abstract spectral
and concentration profiles, is modified in order to provide a feasible set of spectra and concentrations
values. Nonetheless, the differences among εTTA and ε are quite small and usually it is possible to
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assume εTTA � ε. The same statement can be asserted for the ITTFA and MCR-ALS approaches (see
Section 2.2.2).

The main problem of the LCA and TTA approaches is that they require a priori knowledge of
XAS standards involved in the description of each single spectrum composing a dataset. There are, in
fact, several cases where it is not possible to know a priori which are the species characterising a set of
measurements. At the same time, some reference spectra corresponding to determinate compounds
are unavailable because simply unknown or difficult, if not impossible, to obtain synthetically. In
order to overcome this problem, several methods belonging to the MCR family have been applied and
developed as it will be discussed in more details in the following sections.

2.2.2. Multivariate Curve Resolution (MCR) Approaches Applied to XAS Data

Multivariate curve resolution (MCR) is a generic denomination for a family of approaches aimed
to realize the decomposition in Equation (2) from the sole information derived from the original data
matrix, including the contributions coming from different chemical species [61]. Among the large
number of methods which have been developed for this purpose [61], in the following sub-sections
three main approaches are listed and described which allow retrieval of relevant results in the analysis of
XAS datasets. These include: the iterative target transform factor analysis (ITTFA), the transformation
matrix approach (TM) and, finally, the alternating least squares method (ALS). Among them, only the
ITTFA and the ALS approaches can be employed to realize the so-called blind source separation of the
dataset components [21], especially for the XAS datasets showing large variations of their spectral
features. On the other hand, the TM method is mostly suitable for those datasets composed of spectra
presenting limited variations in the XAS spectral features. However, the resulting set of spectra and
concentrations require a careful a posteriori assessment by the user, who needs to discriminate the
feasible solutions retrieved from Equation (2) based on their physico-chemical and spectroscopic
reliability. Generally speaking, although a priori knowledge is not mandatory in implementing such
approaches, the availability of complementary information on the investigated systems and chemical
processes often plays a crucial role in retrieving a meaningful solution.

In case of the MCR approaches, some rules of thumb should be followed to have higher possibilities
to retrieve a feasible solution from Equation (2). As in the PCA case, it appears more useful to have a
lower amount of XAS spectra but homogeneously sampling the entire reaction process rather than
a larger dataset contained several spectra acquired only in some specific moment of the experiment.
The reason for this choice stands in the possibility to obtain a uniform distribution of the variations of
the XAS spectral features during the entire measurement, thus increasing the probability to avoid a
deficiency in the estimation of the rank of the dataset. Moreover, this methodology helps in identifying
an initial set of spectra and concentration profiles as close as possible to the ideal, pure ones, leading
the subsequent refinement towards a chemical/physical interpretable solution. Finally, it is worth to
mention here a fundamental result by Manne [62], who proposed two theorems aimed at defining
when a dataset can be uniquely and correctly resolved. These states that: (i) the concentration profile
of a determined compound can be correctly resolved if all the components inside the range of scans,
where it is supposed to appear and evolve (i.e., its concentration window) are also present outside; (ii)
the pure spectrum of a compound can be correctly recovered if its related concentration window is
not fully embedded into the window of another component [61]. If these requirements are satisfied, a
feasible solution can be identified using an MCR approach.

Iterative Target Transform Factor Analysis (ITTFA)

The first application of an MCR approach to a set of XAS data has been realized by
Fernandez-Garcia et al. [14]; see Section 3.2.1 for additional information. The authors were able
to correctly estimate three pure Cu K-edge XANES spectra characterising a series of measurements
involving two bimetallic CuPd/zeolite samples during a temperature-programmed reduction (TPR)
experiment employing a self-modelling curve resolution algorithm referred to as ITTFA [47], currently
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implemented, e.g., in the XAS code PrestoPronto [63]. The first step of this method consists of the
application of PCA on the acquired measurements in order to identify the number of pure species
characterising a dataset and its related abstract spectral and concentration profiles: Sabs and Cabs. Since
the selected components do not have any spectroscopic meaning, they need to undergo towards
a series of transformations regarding their rotation in the component space. Herein, the abstract
concentration profiles Cabs are first subjected to an orthogonal rotation called varimax [47], allowing to
align each column of Cabs along the pure unknown concentration profiles C, and revealing the scan
number corresponding to the spectra where the maximum concentration of each pure component is
observed. Furthermore, a test concentration matrix CTEST is generated considering for each component
a delta function (δ), with an amplitude equal to one, peaking in correspondence of the temperature
value where the maximum intensity of the related varimax-rotated concentration profile is detected.
The transpose of identified test matrix CTEST can be multiplied by Cabs giving rise to the following
transformation matrix:

T = CT
TESTCabs (14)

Afterwards, the matrix T is used to convert Cabs in C as:

C = TCabs (15)

The recovered spectral profiles of C can be seen, algebraically, as the projection of the CTEST matrix
columns over the vector base defined by Cabs. Clearly, the direct solution provided by Equation (15) can
be, sometimes, not chemically/physically correct. It is possible, in fact, that one or more concentration
profiles could have some negative values. This problem can be easily solved forcing the negative terms
to be equal to zero; at the same time the concentration values referring to each scan can be scaled by
their sum imposing, in this way, the mass balance condition. Afterwards, the constrained version of C
is set as the CTEST appearing in Equation (14), then the entire procedure described above is repeated
until the Frobenius norm between two corrected concentration matrixes coming from two consecutive
iterations ‖Cn+1

−Cn
‖ is lower than a user-defined value. An alternative criterion foresees to simply

stop the refinement when a maximum number of iterations is reached [64]. Finally, the transformation
matrix, associated with the last refined form of matrix C, is used to recover the matrix containing the
pure spectral profiles as S = SabsT−1. If some spectrum of matrix S has negative values, these can be set
directly to be zero, making the solution spectroscopically interpretable.

While the ITTFA appears to be an intriguing approach, because it does not require any standard
or a priori knowledge of the system under study, it also presents some limitations. Starting from the
initial set of δ concentration profiles, the algorithm provides a very quick improvement towards the
correct profile, but afterwards the process dramatically slows down and it reaches with difficulty
the required set of pure profiles [64]. A second relevant problem connected with this approach is the
rotational ambiguity phenomenon which affects almost all the algorithms attempting to realize the
blind source decomposition of matrix X and will be discussed in mode details in the following.

Transformation Matrix Approach (TM)

The transformation matrix (TM) approach was introduced by Smolentsev et al. [1], and it is
currently implemented in the PyFitIt software for the quantitative analysis of XANES spectra [65].
This method is similar to the TTA, and it is based on the observation that the decomposition shown in
Equation (11) is not unique. In fact, it can be rewritten as:

X = SabsTT−1CT
abs + ε (16)

where T is a is a square invertible matrix, called transformation matrix. Because the matrix product
TT−1 is equal to the identity matrix I, the variation of each element ti j of T does not have any kind of
impact on the decomposition shown by Equation (11). However, the abstract spectra and concentration
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profiles can be grouped in the following way: S = SabsT and CT = T−1CT
abs. Afterwards, the elements

of T can be properly moved in order to retrieve a set of pure spectra and concentration profiles
spectroscopically interpretable and representing a solution to Equation (2). From a practical point of
view, this step is realized in PyFitIt through the usage of a set of sliders which can be directly moved by
the user. Because matrix T is a squared matrix with dimensions N ×N, the general number of sliders
that could be moved would be equal to N2. While for the simplest case (i.e., N = 2) four sliders can
still be moved without large difficulties; however, when the number of species in the dataset starts to
increase, this approach appears to be not so practical. Nevertheless, the possibility to impose a set of
physical constraints can substantially reduce the number of sliders to move, together with their range
of variation. As already stated in previous sections, it is possible to include the non-negativity of the
spectral and concentration profiles and the mass balance condition. While the first two constraints
can be implemented looking for a set of parameters ti j of T able to provide absorption coefficients
and concentration values that are non-negative, the mass balance condition is less straightforward to
realize. In general, one should move the sliders in order to guarantee for each scan that the sum of all
the concentration values is equal to one. If the XANES profiles, composing the dataset, only show
small variations in their spectral shapes and intensities, it is possible to impose the normalization of
the spectral profiles through the following formula:

σ2
i =

1
Emax − Emin

∫ Emax

Emin

dE µi(E)
2 (17)

where σi is the normalization factor used to scale the ith spectrum determining σ2
i = 1, while Emin

and Emax are the minimum and maximum energy values of the XANES range, respectively. If
the absorption edge region does not undergo towards abrupt changes, the normalization factors
remain almost unvaried from spectrum to spectrum: σi � σ = constant (based on our experience, the
variations of σ involve usually the third decimal digit), allowing to maintain the same jump of absorption
normalization (i.e., µi(E0) � 1/σ, where E0 is the energy edge position) approximatively constant
for each XANES in the dataset. The requirement of the dataset normalization ensures the equality
between each element of the first abstract concentration of Equation (17) (i.e., vi1) and the normalization

coefficient related to the first abstract spectrum: vi1 = σu, where σu =
√

1
Emax−Emin

∫ Emax

Emin
dEr1(E)

2 while
r1 is the first vector columns (i.e., the first abstract spectrum) of matrix RN. This result can be used

to guarantee the condition
N∑

j=1
ci j = 1. In fact, it is possible to show that the normalization of the

components reduces the number of matrix transformation elements from N2 to N2–N and determines
the following simplification:

N∑
j=1

ci j =
N∑

j=1

tik
−1vkj = vi1/σu = 1 (18)

The presence of these constraints obviously limits the range of variation of the elements of T
and only the construction of a proper set of strongly selective constraints can lead to the isolation
of a series of XANES components extremely close to the real physical/chemical solution. These can
foresee, for example, the requirement that a particular spectrum in the dataset could be considered
as pure. It follows that a selected column of T could be recovered using a least squares approach as
in Equation (13) in order to allow the equality between the pure spectrum and the experimental one.
The number of sliders to move is then reduced to N2

− 2N + 1. Furthermore, other constraints can
be clearly implemented and imposed in order to reduce the number of free sliders, as described in
Reference [65]. As an example, Figure 8 reports the solution found by applying this approach to the set
of Pt L3-edge XANES spectra shown in Figure 4a.

Applications of these methods can be found inSections 3.2.2 and 3.2.3.
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Figure 8. The result of the TM approach applied to the set of data reported in Figure 4a, including
retrieved pure (a) spectra and (b) concentration profiles. Herein, the normalization constraint together
with the requirement that the first spectrum of the XANES dataset corresponds to a pure specie
have been imposed. The method shows that the process involves a three-step mechanism. The 1st
component corresponds to partially oxidized Pt nanoparticles (NPs). The 2nd component corresponds
to the maximum hydrogen coverage upon interaction of Pt NPs with the H2/He mixture at 120 ◦C.
Finally, the 3rd component, forming during the dehydrogenation step, corresponds to the minimum
hydrogen coverage over the supported Pt NPs. More information about the analysed process and
complementary characterisation results for this system can be found in Reference [46].Alternating Least
Squares (MCR-ALS).

The ALS approach, usually referred to as MCR-ALS, is a spectral un-mixing method introduced
by Tauler and co-workers [66–68]. The MCR–ALS method has been largely used during the last two
decades in different fields of research, ranging from chromatography to image analysis [61,68]. This
method was applied for the first time in the field of XAS data analysis in the pioneering work by
Conti et al. [25]. Afterward, an increasing number of research groups have begun to use it in the
analysis of XAS datasets relevant to different research areas such as batteries [25], quantum-dots
formation [24], solid-state chemistry [22] and heterogeneous catalysis [15,33–35,51]. The main reasons
behind the spread of this algorithm can be found in its simple implementation and robustness of the
code as well as in the availability of practical graphical user interfaces (GUIs) and packages which
facilitate its application [69,70].

The flow diagram at the base of the MCR-ALS algorithm is shown in Figure 9. In contrast to
the approaches presented before in this Section, this method is not based on the rotations of the
abstract spectral and concentration matrices. The first step of the algorithm consists in the estimation
of a set of spectra or concentration profiles, the number of which should correspond to the number
of signal-related PCs. This step can be realized using different methods. For the analysis of XAS
data the most widely used are the evolving factor analysis (EFA) and the simple-to-use interactive
self-modelling mixture analysis (SIMPLISMA) algorithms [71,72].
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The EFA algorithm monitors the changes in the significant number of components (not noise
related) during the progress of the measurement by performing many local rank analyses of sub-datasets
with increasing size, obtained including every time a new spectrum. This step is realized from the
first scan (forward EFA, see Figure 10a) till to the last one and vice versa (backward EFA, see
Figure 10b) [25,61,73]. Evolving factor analysis results in a plot showing the log-scale of the eigenvalues
of the covariance matrix of each sub-dataset of X varying during the evolution of a physical or chemical
variable (e.g., time or temperature). When the complete dataset is considered at one extreme of the plot
(forward or backward), the number of eigenvalues curves above a user-fixed threshold (indicating the
noise level) defines the total rank of the data mixture (i.e., the number of chemical species characterising
it) (see Figure 10c). On the basis of this plot, supposing the existence of N pure components, the
concentration profile of the first contribution is obtained combining the 1st significant eigenvalues
line of the forward EFA plot with the Nth line of the backward EFA plot; the profile of the second
contribution relates the line of the 2nd eigenvalues curve in the forward EFA plot to the (N−1)th line of
the backward EFA plot, and so forth. In general, each element of a determined concentration profile is
selected as the smallest value between the forward and backward combined eigenvalues lines (see
Figure 10d). Furthermore, the retrieved concentration values can be rescaled, for each scan, for their
sum, maintaining the validity of the mass balance condition, and then employed in the ALS refinement.
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Figure 10. Operation principle of the evolving factor analysis (EFA) method applied on the XANES
dataset shown in Figure 4a. On the ordinate axes are reported the intensities of the eigenvalues λi of
the dataset covariance matrix (in log10 scale) as a function of the considered scan number. (a) Forward
EFA plots. (b) Backward EFA plot. (c) Joint forward and backward EFA plot. The continuous blue
line indicates the level of noise underlying the border among the significant and not significant
singular values. (d) Magnification of graph (c) showing the derivation of the initial estimation of the
concentration profiles (black, blue and red curves) associated to the chemical compounds characterising
the XANES dataset showed in Figure 4. In general, each element of a selected concentration profile
is retrieved as the antilogarithm of the smallest value between the forward and backward combined
eigenvalues lines.

On the other side, the mathematical principle of the SIMPLISMA algorithm consists in the
identification of a set of spectral or concentration profiles, equals to the number of the significant
components. Each of them must experience a non-zero contribution from one and only one mixture
component [61,74]. The identification of these spectral profiles is realised by the generation and the
analysis of a series of vectors containing as elements a set of statistical variables expressing the level of
purity associated to each spectrum in the dataset. The vector proper of the first pure specie is retrieved
just as the ratio among the standard deviation and the mean of the XAS dataset calculated over its
rows: p1 = σ

〈X〉 . Herein, p1 will have a number of elements equal to the number of scans comprising X.
The choice of defying this vector through σ is connected to the evidence that the standard deviation
is generally higher for those scans where the concentration values of one component is significantly
larger than the intensities of the others present in the chemical mixture. On the other hand, 〈X〉 reflects
the intensities of the concentration profiles of the individual pure components and, for this reason, it
is used to scale the σ quantity [61]. Furthermore, the equation defining p1 is corrected in order to
account for the noise effects which can lead to a wrong identification of the purest spectra in the dataset,
by adding a fixed value to the denominator of p1, usually taken as the 1–5% of the maximum value
of 〈X〉. Under this correction, the p1 vector assumes the following form: p1 = σ

〈X〉+α . The position,
in p1, of the element with the highest intensity is able to provide the scan index of the first purest
spectrum present in the XAS dataset. The vectors associated to the subsequent pure spectral profiles
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(the second, the third, etc.) must be independent (i.e., orthogonal) to each other. This requirement is
realised through the calculation of a set of weightsωi (with i = 2, 3, . . . ) which will be then applied
progressively to the ratio σ

〈X〉+α . These quantities are retrieved directly from the covariance matrix
of X. A detailed description of how these weights are constructed mathematically can be found in
chapter 3 of Reference [61]. Finally, as already described for the p1 vector, the position of the maximum
value of each new weighted vector pi =

σ
〈X〉+αωi provides the scan number corresponding to the ith

purest XAS spectrum. In case one wants to retrieve the purest set of concentration profiles, the same
procedure described above needs to be repeated with the exception that the mean and the standard
deviation of the dataset are extracted over the columns of X.

Clearly, if the dataset does not exhibit any pure spectral profile, the algorithm will identify the
most different spectra or concentration values among the experimental ones. It follows that, usually,
the output profiles provided by this method cannot be associated to determined pure components and
their further refinement through an ALS approach is strongly advised.

Supposing that the MCR-ALS initialization has been realized using a set of spectra S0, the related
concentration matrix C can be obtained, using a least squares approach, minimizing the square of

residuals between the experimental XAS dataset X and the approximated one: min[
C

(
X− S0CT

)2
] which

lead to the linear least squares solution: C = XTS
(
STS

)−1
(step 1). Afterwards, a set of constraints must

be imposed on C to guarantee physico-chemical meaningfulness of the retrieved concentration profiles.
As described in the precedent sections, dealing with XAS spectra it is possible to apply only two kind of
constraints: the non-negativity of the spectra and concentration values and the mass balance condition
(only if there are not phenomena involving the lost or dissolution of the sample under measurement).
It follows that the negative elements of each column of C are set to zero while the row elements can
be scaled by their related sum ensuring the condition

∑N
j ci j = 1, where ci j is the element of matrix C

sited in row i and column (scan) j. Afterwards, the corrected matrix C̃ is involved in the calculation of
the new set of spectral profiles S minimizing, for a second time, the squared residuals between X and

the reconstructed dataset: min[
S

(
X− SC̃

T
)2
], the solution of which is: S = XC̃

(
C̃

T
C̃
)−1

. The negative

values of S are then forced to be zero, converting S in S̃ (step 2). It is worth noting that the alternating
computation of matrices C̃ and S̃ in the linear least squares approach followed by setting negative
values to zero and by imposing the concentrations closure is simple but very crude and can make
the algorithm quite slows, especially if the XAS data matrix X is composed by several spectra. This
problem can be solved employing some non-negative least squares algorithms (implemented in the
most widely used software for data analysis such as Python, MATLAB and Wolfram Mathematica)
which provides, as solution, a positive set of spectra or concentration subjected to linear constraints
criteria (i.e., the mass balance condition) [75].

The corrected version of S̃ and C̃ can be employed to generate X as: X = S̃C̃
T
+ ε (step 3). Finally,

the residual matrix ε is used for the calculation of the so-called lack of fit parameter (LOF) (step 4):

LOF = 100×
‖ε‖
‖X‖

(19)

After the calculation of the LOF parameter, using Equation (19), for the first iteration (i.e., LOF1),
the ALS routine is re-started deriving a new set of concentration profiles from step 1 using the corrected
spectral profiles S̃ obtained from step 2 of the first cycle. The procedure then continues as described
before until the LOF parameter for the second cycle is calculated (LOF2). Once this step is completed,
the difference within LOF1 and LOF2 is evaluated. If this quantity is lower than a user defined value or
threshold (usually 0.1%) the convergence is achieved and the ALS routine is stopped, otherwise the
spectral profiles S̃ are employed in step 1 of the third cycle and so on. It is possible that among two or
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more cycles the LOF parameter starts to increase, indicating the divergence of the routine; in this case
the algorithm is automatically stopped.

As for the ITTFA approach, the main weakness of the MCR-ALS algorithm stands in this poor
convergence and in the so-called rotational ambiguity. This phenomenon expresses the fact that there
is not a unique solution for the task of decomposing the XAS matrix X into the product of two positive
matrices S and C [64]. In fact, as showed for the TM approach, it is always possible to decompose
X as: X = STT−1CT + ε. This evidence indicates that sets of spectra and concentration profiles with
different shapes can reproduce the original dataset with the same fit quality. It follows that the final
result retrieved by the ITTFA and by the ALS approaches strongly depends on the initialisation of the
routine, especially when the spectra composing the experimental dataset are similar to each other [61].
Different ways to assess the ambiguity of a solution can be found in References [76–79]. A common
way to decrease or suppress this phenomenon foresees the usage of further constraints in the algorithm.
These can involve, for example, the requirement that a pure spectrum or concentration profile could
correspond to a determinate XAS standard or concentration values retrieved by other techniques (e.g.,
UV spectroscopy [32]). A second method requires that different datasets, supposed to be characterised
by the same components, could be merged and analysed together in order to increase the probability
to have a certain region of the data matrix where a particular species is dominant over the others.
This procedure helps the initialization of the algorithms to identify, from the analysis of the dataset, a
proper initial set of spectral and concentration profiles closer to the real solution. An example where
this strategy provided good results can be found in Reference [51], where multiple XANES datasets
collected on Cu-zeolites (chabazite) samples with different Si/Al and Cu/Al ratios, during thermal
pre-treatment process carried out under consistent conditions, were joined in one larger dataset (see
Section 3.1.1).

In order to clarify the concept of rotational ambiguity, two examples are reported in the following.
In both of them, the same spectra corresponding to Cu K-edge XANES for CuO and Cu2O oxides
have been considered. In the first case, a theoretical XAS dataset composed by 30 spectra, see
Figure 11a, is generated on the basis of two concentration profiles following the kinetics curves:
cCu2O(t) = exp(−0.1t) and cCuO(t) = 1 − exp(−0.1t), where t denotes the scan number (or time). A
noise matrix composed of 30 vectors, having their values selected following a normal distribution with
mean 0 and standard deviation equal to 0.005, was added to the noise-free theoretical dataset in order
to simulate the effect of the instrumental error in the measurement. The MCR-ALS routine, shown in
Figure 9, was initialized using the EFA algorithm. Without any constraints, the algorithm converged
after 21 iterations. The set of pure spectra and concentrations profiles are reported in Figure 11b,c (dotted
black and grey curves). Focusing on the spectral profiles, small differences appear among the ALS
retrieved spectra and the reference ones. These are localized around the rising-edge (approximately
8982 eV), the white line (approximately 8995 eV) and the post edge (approximately 9028 eV) features
and refer exclusively to the first component, while the second is approximatively equal to the spectrum
of Cu2O. On the other hand, bigger differences appear analysing the concentration profiles. It is
possible to see, in fact, that the concentrations of the pure spectra retrieved without any constraint
slightly deviated from the real values. As described before, the deviations involving the extracted
spectra and concentrations were connected with the rotational ambiguity affecting the solution of
Equation (2). Indeed, the ALS routine converged towards one of the several minima. The requirement
that one pure spectrum corresponds perfectly to the Cu2O reference drives the algorithm to identify the
correct solution (convergence after 19 iterations), as shown in Figure 11b,c, where the constrained pure
spectral and concentration profiles (orange and azure dashed curves) coincided with the standards.
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Figure 11. (a) Theoretical dataset (30 spectra), generated combining two spectra referring to Cu2O and
CuO compounds using the following kinetic equations for the concentrations: cCu2O(t) = exp(−0.1t)
and cCuO(t) = 1 − exp(−0.1t), where the variable t denotes the scan number (or time). (b,c) Set of
spectral and concentration profiles retrieved from the MCR-ALS algorithm using unconstrained and
constrained optimizations. The arrows in part (b) highlight the main differences between the spectrum
retrieved by the unconstrained refinement (1st component) and the CuO reference.

The example showed before demonstrated that under a proper set of constraints, the ALS algorithm
can provide a solution approximatively equal to the real one. However, it worth noting that the
possibility of reaching a meaningful result depends also on the initial estimation of the spectral or
concentration profiles. In the case illustrated in Figure 11, the theoretical dataset was characterised by
two species, which, at scan 0, had a relative fraction set to 1 (Cu2O):0 (CuO). This fact, as stated before,
helps the EFA algorithm (and the SIMPLISMA algorithm as well) to identify a set of spectral profiles
closer to the real ones.

In the second case, see Figure 12a, a XANES dataset was generated by combining the reference
spectra using two kinetics curves having the following equations: cCu2O(t) = 0.7 exp(−0.03t) and
cCuO(t) = 1 − 0.7 exp(−0.03t). It is possible to see that during the thirty scans the relative fraction,
for both the species, was never equal to one. Moreover, the magnitudes of the kinetic constant this
time are lower than in the precedent case, indicating a slow variation of the simulated oxidation
process. This fact has a strong influence of the result retrieved by the MCR-ALS analysis, as shown
in Figure 12b,c. Herein, it is possible to observe that the solution provided by the unconstrained
optimization (convergence after 22 iterations) led to a wrong set of spectral and concentration profiles,
see the dotted, black and grey concentrations.
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Figure 12. (a) Theoretical dataset (30 spectra), generated combining two spectra referring to Cu2O and
CuO compounds using the following kinetic equations for the concentrations: cCuO(t) = 0.7 exp(−0.03t)
and cCuO(t) = 1− 0.7 exp(−0.03t), where the variable t denotes the scan number (or time). (b,c) Set of
concentration and spectral profiles retrieved from the MCR–ALS algorithm using unconstrained and
constrained optimizations.

At the same time, the introduction of a stronger constraint (convergence after 13 iterations) in the
routine, i.e., fixing the Cu2O reference spectrum, still does not lead the algorithm to solve correctly the
problem. In this case, the first component and the spectrum corresponding to Cu2O are, as expected,
identical. This implies that two among the four elements of the matrix causing the rotational ambiguity
effect, are fixed. However, the remaining two elements are responsible of the wrong solution related to
the second component (orange, dashed curve in Figure 12b) whose incorrect concentration values are
compensated for by the introduction in the ALS-retrieved spectrum of CuO of spectral features proper
of the Cu2O compound which is required to satisfy the mass balance condition. As told before, under
circumstances equivalent to the one presented in Figure 12, only the introduction of further strongly
selective constraints, such as the knowledge of a kinetic model, can orient the algorithm toward a
spectroscopically meaningful minimum value [61].

Evaluation of the Level of Ambiguity Affecting a MCR Solution

As showed in the precedent examples, the rotational ambiguity phenomenon represents the main
hurdle for all the described MCR approaches. It has been shown that the application of a hard set of
constraints in the pure factorization problem shown by Equation (2) can lead to the identification of a
solution that can often be considered extremely close or even coincident to the correct one. Whenever
this is not possible, one might be interested in computing not only a single factorization of Equation (2)
but the full range of all its solutions obeying a certain set of user defined constraints. Because all these
sets of concentration and spectral profiles must be associated to a determined sequence of elements
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of the transformation matrix, it is possible to visualize the region of RN2
(where N2 is the number of

the elements of matrix T generated considering N PCs) named the area of feasible solutions (AFS).
Furthermore, once these regions have been delimited, they can be employed to investigate the extent
of unresolved remaining ambiguities [61].

In the field of chemometrics, several approaches have been developed in order to account for all
the possible feasible solutions and to identify the bands of the maxima and minima variation of the
spectral and concentration profiles solution of Equation (2). Assuming the existence of N chemical
species, one of the most promising approaches consists of performing a change of coordinates and
representing the columns and rows of the experimental data matrix X in the U and VT space [74]:
in the U space, the coordinates of the n data columns are (v1s1, v2s2, . . . , vNsN), while in the VT the
m data rows assume the form of (u1s1, u2s2, . . . , uNsN). Furthermore, it is possible to demonstrate
that the normalisation, realized by dividing each new coordinate sited in U and VT by u1s1 and v1s1,
respectively, reduces by one unit the dimensions of the data representation. In the particular case of a
two- and three-component system, these projections can be properly represented graphically in one-
and two-dimensional plots together with the ensemble of feasible spectra and concentration profiles,
which can be obtained exploiting determined computational geometric approaches or the grid search
method [74,80,81]. This procedure facilitates the graphical representation of rotational ambiguities
in all the MCR results and provides a good estimation of their impact on the retrieved solution of
Equation (2). More details about this method can be found in Reference [61] as well as in the review
provided in Reference [82].

In the field of XAS, to the best of our knowledge, the only two works where the AFS analysis is
taken into account deals with the TM approach, foreseeing the multiple minimization of a penalty
function P, directly depending on the values of the spectral and concentration profiles [65,76] and
expressed in the following form:

P(T) =
m∑

i=1

N∑
j=1

Hs
(
si j

)
si j

2 +
n∑

k=1

N∑
j=1

Hc
(
ckj

)
ckj

2 (20)

where si j, and ckj are the elements of the vectors representing the spectral and concentration profiles
retrieved from Equation (16) and depending linearly for the elements of matrix T: si j(T) and ckj(T). Hs

is a Heaviside function that returns 0 if the spectral values si j are higher or equal to 0 or 1 for their
negative values, while Hc is a second function, associated to the concentrations profiles, that returns 0
for those concentrations within 0 and 1, while it is equal to 1 if this last condition is not satisfied. Several
other constraints can be employed in order to reduce the AFS, such as the mass balance condition
which, in the TM approach, can be simply realized exploiting Equation (18). By randomly initializing
function P and minimizing it for a considerable number of iterations (i.e., 1000 or more) it is possible to
obtain a graphical representation of all the combinations of the elements of the transformation matrix
T satisfying the required constraints, determining, in this way the AFS of the XAS dataset.

2.3. Spectral Decomposition of a XAS Dataset: Differences among the XANES and EXAFS Region

So far, an overview on the principal methods used to decompose a XAS data matrix has been
provided. It is worth noting that in the previous sections, the general term XAS has been used instead
of the more specific ones: XANES and EXAFS. This choice is attributable to the fact that in the field of
XAS data analysis, there are works applying these spectral decomposition methods in both regions.
However, it is possible to verify that, at the moment, the number of articles connected with the analysis
of the XANES region is higher than ones related to EXAFS. The reasons are multiple. First of all, it is
worth noting that the XANES part of a XAS spectrum is usually collected faster than the EXAFS part;
moreover, the spectral features affecting a XANES spectrum are always more distinguishable than in
the EXAFS. The second reason is more conceptual, and it is still debated. Various works have been
written dealing with the application of PCA and MCR approaches on EXAFS spectra [83,84]. However,
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considering the application of the PCA analysis on a set of EXAFS spectra, some ambiguities on the
retrieved result can appear. As stated by Klementiev in Reference [85], the EXAFS region is described
by a sum of modulated sine functions. These form a complete set of vectors and, for this reason, they
can be linearly combined to reproduce any kind of function. Moreover, the functional shape of EXAFS
makes each spectrum strongly correlated with any others, regardless of spatial structural correlations,
possibly translating into ambiguities in the PCA solution. A clever solution to this problem is the one
provided by Rochet et al. [35], and it consists in processing by PCA the entire XAS spectra as they are
(XANES + EXAFS), exploiting the dominant fingerprints of the XANES part to drive the PCA algorithm
to suggest a reasonable number of pure species characterising the dataset. This result is made also
possible thanks to the usage of a Quick-EXAFS monochromator, offering unique capabilities for the
sub-second time-resolved characterisation of catalysts under working conditions [86,87]. Afterwards
the MCR approaches can be applied to decompose the XAS dataset and, once a feasible set of pure
spectra and concentration has been retrieved from each XAS pure spectrum, the EXAFS part can be
extracted according to standard procedures in the field, and properly analysed in the direct space, after
e.g., Fourier Transform.

A further problem influencing the spectral decomposition of an EXAFS dataset can emerge when
the EXAFS spectra are collected following a process as a function of the temperature. In fact, while the
XANES region is substantially unaffected by thermal effects, the same is not true for the EXAFS part.
Indeed, the Debye-Waller factor σ2

DW strongly depends on the temperature [88] and can cause the rise
of misleading components during the PCA analysis of the EXAFS spectra.

Finally, it is not recommended to use the PCA with derivative or difference, spectra since they
show sharpened features and even small misalignments in energy will have a substantial impact on
the analysis [45].

3. Selected Applications in Catalysis

3.1. Cu-Speciation in Cu-Zeolite Catalysts: The Role of MCR-ALS of XANES Data

The last decade has seen a renaissance of Cu-exchanged zeolites, as effective platforms for selective
redox processes to face urgent environmental and energetic challenges [89]. Cu-exchanged molecular
sieves with chabazite topology (Cu-CHA) conjugate outstanding activity/selectivity and superior
hydrothermal stability in ammonia-mediated selective catalytic reduction of harmful nitrogen oxides
(NH3-SCR), representing the catalysts of choice for deNOx applications in the automotive sector [90–92].
A number of Cu-zeolites, including Cu-mordenite (Cu-MOR) [38,93–96] and Cu-CHA [97–100] have
also shown the ability to stabilize Cu-oxo species active towards the direct selective oxidation of
methane to methanol (DMTM), a “dream reaction” with enormous implications for the chemical
industry at large [101,102].

Quantitative determination of the chemical nature and atomic-scale structure of the Cu-species
formed without long-rage order in the crystalline zeolite framework after pre-treatment and under
reaction conditions represents a key step to keep advancing the field. Cu-zeolites, despite being
extensively studied for decades, still present intriguing traits of complexity [89] in connection with
the dynamic response of Cu-speciation to the physico-chemical conditions under which the sample
is investigated (Figure 13). Recent studies have shown that the active site in low-temperature
NH3-SCR catalyst was a mobile Cu-molecular entity that “lives in symbiosis” with the inorganic
solid framework [103–107]. Only in high-temperature NH3-SCR regimes, do the mobile Cu-species
lose their ligands and find docking sites at the internal walls of the zeolite crystal lattice. These
framework-coordinated Cu-species often adopt quite peculiar coordination geometries which are
difficult to reproduce in ad hoc synthesized model compounds. Moreover, their nature and redox
properties are strongly influenced by compositional characteristics (Si/Al and Cu/Al ratios) of the
investigated Cu-zeolite.
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Figure 13. Pictorial representation of the impact of the physico-chemical environment on
Cu-speciation in Cu-CHA. Left: homogeneous-like [Cu(I)(NH3)2]+ complexes; right: heterogeneous-like
framework-coordinated Z[Cu(II)(OH)] moieties, where Z indicates coordination to zeolitic oxygens in
the proximity of an Al exchange site.

In this context, in situ/operando XAS, eventually aided by computational modelling [2,5,6,108],
represents an ideal technique to clarify local structure and chemical properties of Cu-species
formed [2,4,109–111]. Nonetheless, XAS datasets collected in such experiments mostly consist of a
mixture of spectroscopic contributions arising from multiple Cu-species, evolving with composition-
and condition-dependent concentration profiles. This often hampers quantitative determination of
Cu-speciation, hence preventing the possibility to establish robust structure-activity relationships.

To address this limitation, the use of MCR-ALS analysis on large XAS datasets has proven to
be extremely effective, enabling quantification of Cu-speciation in Cu-CHA [37,39,40,51,100] and
Cu-MOR [38] under conditions relevant to both DMTM and NH3-SCR [89,112,113]. In the following,
we will summarize these findings, aiming at highlighting the potential of the MCR/XAS combination
to face the characterisation challenge in metal-exchanged zeolites, reveal structure-activity correlations
and ultimately decipher reaction mechanisms and nature of the active sites for the targeted processes.

A general note is deserved about how reconstruction ambiguities, discussed in Section 2.2.2, have
been managed in the successful research examples reported below for Cu-zeolites. In all the presented
cases, multiple XAS datasets collected (i) under the same conditions (temperature profile and reaction
feed) on Cu-zeolites with the same topology but different compositional characteristics and/or (ii) under
different conditions for the same Cu-zeolite sample were collectively analysed by MCR-ALS. Upon
careful selection of the set of samples/experimental protocols, through such “multi-way” MCR-ALS
analysis, it was possible to maximize the variance of the global dataset, greatly enhancing the chances
to have portions of the dataset characterised by the presence of each PC with concentration close to
unit. As shown in Section 2.2.2, in addition to the use of non-negativity constrains for spectral and
concentration profiles as well as mass balance condition, this represents an important requirement to
drive the reconstruction towards a meaningful solution. If, under the relevant experimental conditions
certain Cu-species are still expected to contribute only minorly in the whole dataset, it was shown that
the MCR-ALS algorithm can be “guided” by fixing the spectral profile for one or more PCs to those
obtained for well-characterised model compounds [37].

A second important aspect regards the a posteriori validation of the obtained solution and of the
assignment of each PC to a well-defined Cu-species/sites formed in the zeolite framework. An emerging
strategy, pursued, for example, in Reference [51], is the critical comparison of MCR-ALS-retrieved
XANES spectra with DFT-assisted simulations, giving access to the theoretical XANES features for an
individual structural/electronical configuration of the absorber atom. Moreover, as we will highlight
on a case-by-case basis in the following examples, complementary characterisation/testing results
consistently obtained in the same study or available in the previous literature, also represent an essential
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counterpart to assess the validity of the information extracted from MCR analysis of in situ/operando
XAS data.

3.1.1. Cu-Speciation in Dehydrated Cu-CHA and Cu-MOR Zeolites and Implications for DMTM

The effect of compositional characteristics on the Cu-speciation in dehydrated Cu-CHA has been
extensively debated in the recent literature [89,114]. Two major Cu-sites were suggested to exist with
their relative abundance determined by composition, these include: (i) self-reduction-resistant Z2Cu(II)
species (Z denotes coordination to zeolite lattice oxygens in the proximity of a charge-balancing Al atom)
hosted in 6MRs of the CHA framework at paired 2Al sites and (ii) 1Al Z[Cu(II)OH] complexes stabilized
next to isolated 1Al sites preferentially in the 8MR, known to undergo substantial self-reduction to
ZCu(I) during pretreatment in inert atmosphere at 400 ◦C [51,104,115].

In this context, MCR-ALS analysis (see Section 2.2.2) of temperature- and composition-dependent
XANES collected at the BM23 beamline [116] of the European Synchrotron Radiation Facility (ESRF)
during thermal pretreatment in He gas flow (Figure 14a) have provided unprecedent quantitative
evidences of Cu-speciation in dehydrated Cu-CHA [51]. After PCA of the global XANES dataset,
MCR-ALS allowed extracting chemically meaningful spectra and concentration profiles of five pure
Cu-species. Based on the spectroscopic fingerprints of each MCR-ALS-retrieved XANES (Figure 14b)
and of the correspondent temperature-dependent concentration profiles (Figure 14c), it was possible
to reliably assign each pure spectrum to the Cu-species, shown in Figure 14d, also aided by XANES
simulations based on the available DFT-optimized geometries for each Cu-species/site.
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Figure 14. (a) Multi-composition time-dependent XANES dataset collected on Cu-CHA during
He-activation from RT to 400 ◦C. Cu/Al and Si/Al ratios of the investigated samples are indicated in
the top-left corner of each panel. (b) The XANES spectra and (c) concentration profiles of the five
Cu-species (identified by PCA) obtained by MCR-ALS analysis of the dataset in part (a). (d) Models
of the identified Cu-species. Atoms colour code: Cu, green; H, white; O, red; Si, grey; Al, orange.
Unpublished figure, reporting results previously published in Reference [51].

Framework-interacting Cu-species were formed from mobile Cu(II) aquo-complexes present at RT
(PC1) via a four-coordinated Cu(II) dehydration intermediate (PC5), peaking around 130 ◦C. Then, 1Al
Z[Cu(II)OH] (PC3) and 2Al Z2Cu(II) (PC4) species progressively developed, with relative abundance
strongly influenced by the Si/Al ratio in the parent zeolite. The Z[Cu(II)OH] peaked around 200 ◦C and
therein started to progressively decrease, in favour of reduced ZCu(I) (PC2) species. Conversely, the
Z2Cu(II) sites, dominant at Si/Al = 5, reached a steady population in the 200–300 ◦C range and remained
stable until 400 ◦C. The Cu-speciation at 400 ◦C can be described for all samples as a combination of
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Z[Cu(II)OH]/ZCu(I) and Z2Cu(II) sites, as independently validated by DFT-assisted multi-component
EXAFS fits. Remarkably, the self-reducibility level for Z[Cu(II)OH] complexes did not monotonously
depend on the Si/Al ratio: the optimal reducibility was observed at Si/Al~15 as was also confirmed by
complementary IR spectroscopy of adsorbed N2 [51].

The pure MCR-retrieved XANES spectra shown in Figure 14b further allowed establishing
quantitative structure-activity relationships for the stepwise DMTM conversion over a different set
of Cu-CHA samples [100]. In particular, the quantitative determination of Cu-speciation by simple
XANES linear combination analysis (see Section 2.2.1) using MCR-ALS-derived references indicated
that the reducibility after thermal treatment in He gas flow at 500 ◦C can be used as a descriptor for the
methanol productivity in the DMTM process over Cu-CHA.

This correlation, together with a number of complementary evidences, indicated that: (i)
redox-inert Z2Cu(II) species at 2Al sites were inactive for the DMTM conversion; (ii) Z[Cu(II)OH]
complexes at 1Al sites were not directly active but were identified as the precursors to the active
sites, plausibly represented by CuxOy moieties formed in the presence of O2. Further insights on the
formation of O2-derived species in Cu-CHA were obtained from MCR analysis of high-energy resolution
fluorescence-detected XANES data [110,111] collected by means of a crystal spectrometer at an undulator
source [37]. Data analysis by MCR–ALS, aided by the enhanced energy-resolution guaranteed by
High Energy Resolution Fluorescence Detected (HERFD) XANES, enabled the identification of an
additional framework-coordinated Cu(II) species. This component, solely formed in the presence of
O2 at temperature >200 ◦C, is plausibly connected with a CuxOy species and suggested to play a role
in the DMTM conversion over Cu-CHA [37].

Another demonstration of the potential of MCR-ALS analysis of HERFD XANES datasets
was provided in the context of methane conversion over Cu-MOR. In particular, by correlating
XANES-derived information about Cu-speciation during different pretreatments with laboratory
activity measurements carried out under consistent conditions, it was possible to unambiguously
assess the nuclearity of the DMTM Cu active sites in the investigated Cu-MOR zeolites [38], lively
debated in the specialized literature. Temperature-dependent HERFD XANES measurements were
performed at the ID26 beamline [110] of the ESRF during thermal treatment in both O2 and He gas
flow for two selected Cu-MOR zeolites, showing significantly different DMTM productivities. The
global HERFD XANES dataset was analysed by means of PCA and MCR-ALS, identifying 5 PCs with
the pure spectra and concentration profiles shown in Figure 15a,b.
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Figure 15. (a) MCR-ALS-retrieved XANES spectra of pure Cu-species obtained from the analysis of
time-dependent HERFD-XANES dataset collected on two Cu-MOR samples with different compositional
characteristics, indicated in parts (b,c) by ‘Cu/Al’Cu-HMOR(‘Si/Al’) labels, during thermal treatment in
O2 and He gas flow from 60 to 500 ◦C. The inset reports a magnification of the 1s→3d pre-edge peak.
(b) Corresponding temperature-dependent concentration profiles of each Cu-species. (c) Quantitative
correlation between the normalized productivity for direct methane to methanol (DMTM) conversion
and the fraction of fw-Cu(II)#2 (PC5: presumed DMTM active site) from XANES analysis. Unpublished
figure, reporting results previously published in Reference [38].
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These findings for Cu-MOR underpin a similar scenario as previously discussed for Cu-CHA
(Figure 14) [51]. Pseudo-octahedral Cu(II) aquo complexes (PC1) undergo partial dehydration to four
coordinated Cu(II) dehydration intermediates (PC4). This species reaches maximum concentration
around 200 ◦C, and then gradually converts into two framework-interacting fw-Cu(II) species (PC3,
PC5). Among these, fw-Cu(II)#1 (PC3) efficiently undergoes reduction to fw-Cu(I) (PC2) in He gas
flow already from 250 ◦C. Conversely, fw-Cu(II)#2 (PC5) remains stable in He up to 400 ◦C and is more
abundant in the 0.18Cu-HMOR(7) sample, showing the best DMTM performance. All this evidence
consistently suggests that fw-Cu(II)#2 should represent the CuxOy active site for the DMTM conversion.

A second stage of the study involved the characterisation of a larger set of Cu-MOR materials by
higher-quality HERFD XANES, after the samples were maintained at 500 ◦C in O2 for 30 min or kept
in He flow and subsequently exposed to O2 at the same temperature. The MCR-ALS-retrieved spectra
reported in Figure 15a were thus employed as references in LCA of high-quality HERFD XANES scans,
to precisely quantify Cu-speciation in this complete set of samples/conditions. Finally, laboratory
DMTM activity tests were repeated under exactly the same pretreatment protocols as adopted for
HERFD XANES. The resulting yield of CH4 oxidation products per Cu was observed to directly
correlate with the abundance of fw-Cu(II)#2, corroborating the assignment of this component to CuxOy

active sites (Figure 15c). Here, all the experimental points are observed to match the characteristic trend
line for stoichiometric DMTM conversion over a di-copper active site (orange, solid line in Figure 15c),
requiring two Cu ions to activate a CH4 molecule.

It is clear that such an accurate Cu speciation-activity correlation would have been out of reach
without braiding spectral decomposition techniques, superior energy resolution and careful selection
of samples and treatment protocols in order to maximize the variance of the analysed dataset.

3.1.2. Cu-Speciation in Cu-CHA Catalysts under NH3-SCR-Relevant Conditions

As mentioned at the beginning of Section 3.1, the Cu-CHA zeolite represents the catalyst of choice
for commercial deNOx applications especially in the automotive sector, to remove polluting nitrogen
oxides from the exhaust gases of diesel vehicles via NH3-SCR [89,90,114]. The reaction stoichiometry
is given by: 4 NO + 4 NH3 + O2→4 N2 + 6 H2O. Here, ammonia is a key reactant, which is also known
to induce profound modifications in the nature of Cu-species present in the catalysts, due to the fact
of its high solvation/mobilization ability towards Cu ions [92,105–107]. Thus, clarifying nature and
thermal stability of Cu-amino-complexes formed inside the CHA zeolite in the presence of ammonia is
an important step to clarify certain aspects of the NH3-SCR mechanism.

In this context, PCA and MCR-ALS analysis of XAS data obtained for Cu-CHA during
NH3-temperature programmed desorption (TPD, He gas flow) and temperature programmed surface
reaction (TPSR, 1% NO/He gas flow) (Figure 16) has provided important insights [39]. Such approach
has enabled a much higher level of detail with respect to what would have been possible by LCA using
the experimental spectra of model Cu-amino complexes, e.g., [Cu(I)(NH3)2]+ and [Cu(II)(NH3)4]2+

as references.
The MCR-ALS results pointed to the formation of mixed-ligand amino-Cu(II) complexes such

as [Cu(II)(NH3)3(OH)]+ (PC1, light blue in Figure 16), starting to desorb NH3 already from 100 ◦C.
Notably, the MCR-ALS retrieved XANES spectrum for these species (Figure 16a) closely resembles
the one of [Cu(II)(NH3)4]2+. However, it exhibited broadened features in correspondence of both
the rising-edge and while line peaks, consistently with the replacement of one over four NH3 with
a different ligand. A key result attained by MCR-ALS analysis was the possibility to deconvolve
contributions from mobile [Cu(I)(NH3)2]+ (PC3) and framework-coordinated Z[Cu(I)(NH3)] (PC4)
moieties, while allowing to extract the XANES signature of the latter species, difficult to replicate
synthetically. As evident in the profiles reported in Figure 16b, the concentration peak of such
Z[Cu(I)(NH3)] intermediates preludes to the final NH3 desorption step leading to bare ZCu(I) species
(PC2), well matching the dip in NO conversion commonly detected around 350 ◦C during NH3-SCR
over Cu-CHA [117]. This observation could have interesting mechanistic implications: the formation
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of Z[Cu(I)(NH3)] is envisaged to transiently hamper O2-activation within the SCR cycle, separating
low-temperature and high-temperature regimes where O2 is believed to be more efficiently activated
over mobile [Cu(I)(NH3)2]+ by transient pair formation [106,107] or over bare ZCu(I) ions, respectively.
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Figure 16. (a) MCR-ALS-retrieved XANES spectra for the in situ XAS dataset collected during
NH3-temperature programmed desorption (TPD) and temperature programmed surface reaction
(TPSR) experiments starting from Cu-CHA samples activated under oxidizing or inert conditions.
The XANES spectra of [CuII(NH3)4]2+ and [CuI(NH3)2]+ complexes (measured at RT in the solution
phase) are also reported for comparison. (b) Example of concentration profiles of the four identified
Cu-species during NH3-TPSR (1%NO/He). The temperature profile is reported as a grey line, and
corresponding values are given on the right ordinate axis. The vertical grey, dashed line marks the
beginning of the heating ramp from 100 to 500 ◦C for the TPSR step of the experiment. (c) Illustration
of the Cu-species assigned to the 4 PCs identified in the dataset, using the same colour code as in parts
(a,b). Unpublished figure, reporting data previously published in Reference [39].

The study discussed above focused on in situ XAS experiments, to obtain information relevant
to the SCR reaction by separately investigating the interaction of selected reactants with the catalyst.
In a more recent report, Clark et al. [40] conjugated time-resolved XAS and MCR-ALS analysis to
monitor Cu-CHA under actual operando conditions during NH3-SCR as well as to follow the transient
modification in Cu-speciation during fast cut-off/addition of NH3 and NO. Operando Cu K-edge XAS
measurements were performed at the SuperXAS beamline of the Swiss Light Source (SLS) [118] in
quick-scanning extended X-ray absorption fine structure spectroscopy (QEXAFS) mode, reaching an
excellent time-resolution of 500 ms/scan.

The MCR-ALS analysis was simultaneously applied to multiple QEXAFS datasets collected following
the cut-off/addition of either NH3 or NO from the reaction mixture at several temperatures [119].

Figure 17a reports the MCR-ALS-retrieved pure spectra for the five components identified during
operando QEXAFS experiments, compared with reference Cu K-edge XANES spectra for relevant
model compounds (Figure 17b). The comparison corroborated the assignment proposed by the authors.
However, it also emphasized the added value of MCR analysis, allowing for instance isolation of the
spectral signatures for framework-coordinated Cu(I) and Cu(II) ions, which significantly differ from
those of Cu2O and CuO references, in line with previous studies [51,104]. Furthermore, MCR-ALS
analysis has provided quantitative evidence about the concentration profiles of the identified spectral
components during the different transient experiments performed. With this respect, examples related
to NH3 cut-off experiments at 190, 225, 283 and 400 ◦C are reported in Figure 17c, while Figure 17d
reports the correspondent concentrations of NH3 and NO from online mass spectrometry during the
same experiments.



Crystals 2020, 10, 664 30 of 46
Crystals 2020, 10, x FOR PEER REVIEW 30 of 46 

 

 
Figure 17. (a) The MCR-ALS-derived spectral components from the simultaneous analysis of QEXAFS 
data collected during multiple experiments on Cu-CHA (Cu/Al = 0.17; Si/Al = 14,) following the cut-
off and addition of either NH3 or NO from the reaction mixture at 190, 225, 283, and 400 °C. (b) The 
XAS spectra of relevant reference compounds. (c) Concentration profiles of the five Cu-species 
resolved from MCR analysis of time-resolved QEXAFS spectra after cut-off of 1000 ppm NH3 from 
the gas feed at indicated temperatures. Prior to removing NH3 from the gas feed, the catalysts were 
equilibrated under NH3-SCR conditions (1000 ppm NH3, 1000 ppm NO, 6 vol% O2, 2 vol% H2O with 
balance of N2, total flow 50 mL min−1). (d) Correspondent concentrations of NH3 and NO from online 
mass spectrometry during QEXAFS experiments at the four investigated temperatures. Adapted with 
permission from Reference [40]. Copyright (2020) Wiley. 

Figure 17a reports the MCR-ALS-retrieved pure spectra for the five components identified 
during operando QEXAFS experiments, compared with reference Cu K-edge XANES spectra for 
relevant model compounds (Figure 17b). The comparison corroborated the assignment proposed by 
the authors. However, it also emphasized the added value of MCR analysis, allowing for instance 
isolation of the spectral signatures for framework-coordinated Cu(I) and Cu(II) ions, which 
significantly differ from those of Cu2O and CuO references, in line with previous studies [51,104]. 
Furthermore, MCR-ALS analysis has provided quantitative evidence about the concentration profiles 
of the identified spectral components during the different transient experiments performed. With this 
respect, examples related to NH3 cut-off experiments at 190, 225, 283 and 400 °C are reported in Figure 
17c, while Figure 17d reports the correspondent concentrations of NH3 and NO from online mass 
spectrometry during the same experiments. 

In agreement with previous reports [105], the Cu-speciation after equilibration under SCR 
conditions is strongly influenced by operation temperature. In particular, below 283 °C a significant 
fraction of “solvated” linear Cu(I) species was observed. Conversely, from 283 °C upward, solvated 
Cu(I) and Cu(II) species were no longer detected, whereas Cu-speciation was dominated by 
framework-coordinated Cu ions. Importantly, perturbation of the steady-state SCR conditions by 
cutting-off NH3 translated into transient modifications in Cu-speciation. In particular, at both 190 and 
225 °C, MCR-ALS revealed a transient increase in solvated square planar Cu(II) species immediately 
after NH3 removal from the gas feed. In parallel, mass spectrometry data (Figure 17d) indicated a 
transient increase in NO conversion. These findings allowed the authors to support the previously 
proposed NH3 inhibition effect [119], implying that NH3 locks solvated Cu-ions to Cu(I) species, 
hampering their re-oxidation to Cu(II) with a consequent decrease the SCR activity in the low-
temperature range. 

Figure 17. (a) The MCR-ALS-derived spectral components from the simultaneous analysis of QEXAFS
data collected during multiple experiments on Cu-CHA (Cu/Al = 0.17; Si/Al = 14,) following the cut-off

and addition of either NH3 or NO from the reaction mixture at 190, 225, 283, and 400 ◦C. (b) The XAS
spectra of relevant reference compounds. (c) Concentration profiles of the five Cu-species resolved from
MCR analysis of time-resolved QEXAFS spectra after cut-off of 1000 ppm NH3 from the gas feed at
indicated temperatures. Prior to removing NH3 from the gas feed, the catalysts were equilibrated under
NH3-SCR conditions (1000 ppm NH3, 1000 ppm NO, 6 vol% O2, 2 vol% H2O with balance of N2, total
flow 50 mL min−1). (d) Correspondent concentrations of NH3 and NO from online mass spectrometry
during QEXAFS experiments at the four investigated temperatures. Adapted with permission from
Reference [40]. Copyright (2020) Wiley.

In agreement with previous reports [105], the Cu-speciation after equilibration under SCR
conditions is strongly influenced by operation temperature. In particular, below 283 ◦C a significant
fraction of “solvated” linear Cu(I) species was observed. Conversely, from 283 ◦C upward, solvated
Cu(I) and Cu(II) species were no longer detected, whereas Cu-speciation was dominated by
framework-coordinated Cu ions. Importantly, perturbation of the steady-state SCR conditions
by cutting-off NH3 translated into transient modifications in Cu-speciation. In particular, at both
190 and 225 ◦C, MCR-ALS revealed a transient increase in solvated square planar Cu(II) species
immediately after NH3 removal from the gas feed. In parallel, mass spectrometry data (Figure 17d)
indicated a transient increase in NO conversion. These findings allowed the authors to support the
previously proposed NH3 inhibition effect [119], implying that NH3 locks solvated Cu-ions to Cu(I)
species, hampering their re-oxidation to Cu(II) with a consequent decrease the SCR activity in the
low-temperature range.

While the interested reader is referred to the original work by Clark et al. for additional chemical
insights about NH3-SCR reactivity [40], the selected example well demonstrates the impact of MCR
techniques in effectively interpreting the larger and larger spectral datasets collected by quick and
dispersive XAS [19,20,118,120–122] to boost the time resolution of the technique. Remarkably, a
similar approach combining operando QEXAFS and PCA/MCR-ALS analysis has been also recently
employed to investigate Pd/Cu-exchanged zeolite Y catalysts for the heterogeneous Wacker oxidation
of ethylene [43].
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3.2. Shedding Light on Supported Metal Catalysts by XAS Spectral Decomposition Techniques

Transition-metal complexes and low-nuclearity metal-oxo clusters in zeolites discussed in the
previous section play an important role in the current scenario of selective redox catalysis [89,123].
Nonetheless, supported metal catalysts remain the most classical and ubiquitously exploited systems
in the field of heterogeneous catalysis, for (de)hydrogenation/oxidation reactions, biomass conversion,
Fischer-Tropsch and ammonia synthesis, deNOx applications and many other well-established and
emerging processes [124–127]. Also in this context, XAS have been widely employed, to elucidate
local structural properties, electronic configuration and reactivity of supported metal/metal-oxide
nanoparticles (NPs) [2,128,129]. Careful EXAFS analysis has shown a great potential in the
characterisation of such structurally-challenging and dynamic nano-systems, enabling robust
determination of statistically-averaged size and shape of the NPs under catalysis-relevant conditions,
together with details on compositional distribution (e.g., core/shell, cluster-to-cluster or random alloy)
in bimetallic systems [130]. Still, we envisage that spectral decomposition techniques allowing blind
source separation of the dataset components [21] will have a significant impact to keep advancing the
field, e.g., unlocking the information hidden in subtle variations of the XANES spectra for both the
metal and the support components. The few selected examples discussed in the following sections
are aimed at supporting these considerations, while demonstrating the potential of XAS spectral
decompositions methods alternative to MCR-ALS, widely covered in previous Section 3.1.

Also, in this case, a note is deserved on strategies adopted to mitigate the rotational ambiguity
problem. Similarly to what was previously mentioned in Section 3.1, critical comparison with
complementary characterisation results is essential: the pioneering study by Fernandez-Garcia et al. [14]
about zeolite-supported bimetallic PdCu particles using ITTFA (Section 3.2.1) refers for instance to
H2-TPR studies for cross-validation of the in situ XANES results. For more recent applications
involving the TM matrix approach, both the selected examples (Sections 3.2.2 and 3.2.3) emphasize the
importance of identifying and applying suitable constrains in order to reduce as much as possible the
number of free parameters (i.e., user-controlled sliders in the PyFitIt implementation). With this respect,
boundaries conditions can be used, e.g., setting as pure spectra the first and/or the last experimental
scans in the dataset. In parallel, normalization of the extracted spectral profiles can be employed as an
additional strategy to reduce the number of free parameters. For a detailed description on how these
constraints are mathematically realized, the interested reader is referred to Reference [65].

3.2.1. Phase Behaviour of a Pd-Cu Bimetallic Catalyst during H2-TPR

Fernandez-Garcia et al. employed for the first time in the analysis of XANES data a self-modelling
approach, the ITTFA method (see Section 2.2.2), in order to study the phase speciation in Pd-Cu
bimetallic catalysts during TPR in H2 [14]. The authors analysed two bimetallic samples, namely,
PdCu50 (1% Pd and 0.5% Cu) and PdCu25 (1% Pd and 0.25% Cu) supported on the K-exchanged form
of an L zeolite (KL) [14]. The XANES-TPR experiments were performed in a controlled-atmosphere
cell, heating the sample at a rate of 5 K/min from RT to 773 K in flowing H2/He (5 vol % H2). The
resulting datasets are reported in Figure 18a,b.

The application of PCA on both datasets and the further study of the derived statistical estimators,
employed to identify the correct number of chemical species affecting the dataset, revealed the presence
of three principal components. In particular, the authors analysed the variance associated to each
component together with the dataset IND and F-Test. Therein, they underlined a certain degree of
ambiguity related on the number of PCs to consider. In particular, while the variance analysis and the
F-Test suggested the existence of three components, the Malinowski IND factor showed a minimum in
correspondence of the fourth component. This problem was solved visually examining the shape and
intensity of this last component, which appeared dominated principally by noise and, for this reason,
excluded from the subsequent analysis. Having identified the correct number of pure components
characterising the XANES datasets, the authors applied ITTFA (see Section 2.2.2) to convert the three
abstract spectral profiles in the corresponding set of spectroscopically interpretable pure XANES.
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The retrieved pure spectral profiles together with their related concentration values during H2-TPR
experiments are shown in Figure 19.Crystals 2020, 10, x FOR PEER REVIEW 32 of 46 
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Analysing Figure 19, it is interesting to observe that two species, (1) and (2), are simultaneously
present at the beginning of the H2-TPR process (after the calcination of the catalysts [14]) while only
one, (3), is required to describe the final state of the system.

The shape of the spectrum (1) in Figure 19 corresponds to a Cu(II) species, having a square-planar
coordination in perfect agreement with the Cu(II) coordination symmetry proper of Cu-Pd mixed
oxides. Moreover, it is worth noting in Figure 19c,d, that the concentration profiles of this species, for
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both the samples, did not show a characteristic reduction temperature, suggesting the presence of a
solid solution of the Cu component in the PdO host matrix. The second species, whose concentration
was higher for the PdCu25 sample, possesses a XANES spectrum ascribable to Cun+ cations exchanged
into L-zeolite positions [131]. In order to obtain deeper insights on this species, the authors tried to
compare it quantitatively with two reference spectra corresponding to CuO and Cu2O oxides. However,
the analysis of the SPOIL factors (see also Section 2.2.1) indicated that it did not correspond to either of
the two Cu oxides (SPOIL > 6 in both cases). This finding is ultimately in agreement with the results
discussed in the previous Section 3.1, highlighting how framework-coordinated Cu ions in zeolites
adopt peculiar coordination geometries, difficultly reproduced by model compounds such as CuO and
Cu2O. Finally, during the reduction process, no intermediate compounds were observed. Both the Cu
species yielded to a third component, species (3), which was assigned to metallic Cu(0), occurring in
the form proper of the Cu-Pd alloy.

3.2.2. Pd Carbide and Hydride Formation in Supported Pd-Catalysts

Supported Pd-based catalysts are massively employed at the industrial scale for selective
hydrogenation of hydrocarbons [132,133]. Under reactions conditions, metallic Pd may convert
into Pd-hydride (Pd-H) or Pd-carbide (Pd-C) phases, with consequent modifications in the activity and
selectivity of the catalysts [134]. Upon formation of such species, H or C atoms enter the fcc lattice
of metal Pd, occupying interstitial octahedral sites and causing elongation of the lattice parameter
detectable by PXRD and EXAFS [135,136]. Nonetheless, both the techniques have been shown to
possess poor sensitivity in discriminating among Pd-H and Pd-C phases which render them rather
ineffective in pinpointing the active Pd-phase under reaction conditions. With this respect, more
accurate information can be accessed by probing the modification in the electronic states due to
the mixing of Pd orbitals with those of H/C ligands upon formation of Pd-H/Pd-C bonds. Here,
XPS [137,138] and Pd L-edges studies [139,140] using low-energy X-rays have provided important
insights. However, the possibility to obtain equivalent information by hard X-ray XANES at Pd
K-edge, much more suited for in situ/operando experiments at ambient pressure, have been also
demonstrated [141]. In this context, rather limited spectral variance across the obtained datasets was
often observed, which put a prize on advanced data analysis methods capable to robustly capture
the underlying modifications in Pd-speciation. Beside differential ∆XANES approaches [55,141],
statistical analysis and spectral decomposition methods can offer viable solutions in the interpretation
of these data.

With this respect, Bugaev et al. [55] investigated the formation and decomposition of the Pd-C
phase in the bulk and at the surface of 2.6 nm Pd NPs supported on wood-based activated carbon upon
their exposure to acetylene, hydrogen and their mixtures, by means of Pd K-edge XAS measurements
carried out at the BM31 beamline [142] of the ESRF.

Initially, the sample was activated in pure H2 at 120 ◦C, successively evacuated, and cooled down
to 100 ◦C to obtain the spectrum of the clean NPs (pure Pd metallic phase). Then, it was exposed to a
mixture of acetylene and hydrogen with partial pressures of 350 and 650 mbar, respectively, resulting in
the formation of Pd-H species. In order to form the Pd-C phase, the sample was subsequently exposed
to pure acetylene, and three consecutive XAS spectra were collected. The stability and reversibility of
the carbide phase were checked first by evacuation down to 10−3 mbar at 100 ◦C and then by treatment
in hydrogen (1000 mbar at 100 ◦C) and subsequent evacuation, that caused the partial removal of
Pd-C species. Then, the sample was exposed again to pure acetylene at 100 ◦C determining a further
grown of the carbide phase. The resulting dataset, shown in Figure 20a, consisted in only ten spectra,
but acquired uniformly during the entire evolution of the metal, hydride and carbide phases. Here,
PCA led to the identification of three pure Pd-species, as consistently supported by all the employed
statistical estimators, namely, scree plot, IE, IND and F-test. Afterwards, the retrieved three pure
components and their related weights were modified on the basis of the TM approach (see Section 2.2.2)
employing the non-negativity constraint for the normalized spectral and concentration profiles as well



Crystals 2020, 10, 664 34 of 46

as the mass balance condition. Moreover, because the first spectrum of the dataset corresponded to
the pure Pd metal phase, it was safely fixed as a pure component, determining the reduction of the
elements of the transformation matrix from six to four [65].
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Figure 20. (a) Pd K-edge XANES dataset (ten spectra) collected under the experimental conditions
showed in panel (c). (b,c) Set of the three pure XANES spectra and concentration profiles retrieved from
the Pd K-edge XANES dataset shown in (a) using the TM approach. Unpublished figure reporting data
previously published in Reference [55].

The retrieved pure spectra are reported in Figure 20b, while Figure 20c shows the correspondent
concentration profiles. They were assigned to pure Pd metal NPs, Pd-hydride and Pd-carbide phases,
for the 1st, 2nd and 3rd components, respectively.

It is possible to see from the spectral and concentration profiles reported in Figure 20b,c the initial
state is represented by pure metallic Pd. Then, exposing the sample to a mixture of acetylene and
hydrogen at 100 ◦C (with the partial pressures described before) it is possible to assist to the Pd-H
phase formation and to the subsequent hydrogenation of acetylene to ethylene. After the exposure
to pure acetylene, the pure metallic and carbide phases coexist in the investigated Pd-NPs. At longer
time scales, the concentration of the metallic phase shows a decreasing trend, while the opposite
behaviour is observed for the carbide one. After cleaning in hydrogen, a drop in the Pd-component
and an increase of the pure metallic phase are visible. It is interesting to note that the Pd-component
was not observed, in its pure state, in any of the investigated experimental conditions. Moreover, it is
remarkable that the EXAFS of the Pd-component virtually coincided with that of the hydride, meaning
that both phases have similar interatomic distances as showed by complementary PXRD studies [135].

3.2.3. Tracking the Ce-Speciation in Pt/CeO2 Catalysts under Redox Conditions

Noble metals on redox-active CeO2 supports are largely employed in the automotive sector to
clean vehicles exhaust gases from polluting products such as CO, NOx and unreacted hydrocarbons.
In relation with their application in gas aftertreatment systems, these catalysts naturally operate
under rapid oscillations of the gas feed composition [143], making transient XAS experiments
particularly suited to determine and correlate reduction/oxidation kinetics of both noble-metal NPs
and ceria support.
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To this aim, Guda et al. [65,144] employed, at the SuperXAS beamline of the SLS, a setup for
fluorescence-detected XAS with sub-second time resolution to track Ce-speciation in 1.5 wt% Pt/CeO2

catalysts while cycling CO and O2 gas feeds. The sample was sieved to 100–150 µm grain size and
placed into an in situ plug-flow reactor cell [145]. Afterwards, the reactor was connected to gas lines
devoted to reductive (5% CO in argon) and oxidative (21% O2 in argon) gas feeds; fast electro-valves
allowed quick switching between these two mixtures. The study involved XAS data collection at both
Pt L3- and Ce L3-edge; hereafter, we focus on the latter dataset, addressing the response of the CeO2

support. Figure 21a shows the set of experimental spectra, recorded during two redox cycles at 26 ◦C
and 90 ◦C, consisting into 120 s of reduction by CO gas flow followed by 60 s of oxidation in O2. These
cycles were repeated for every energy point of the spectrum, selected by the monochromator; in each
point, the Ce L3 fluorescence signal was recorded with 0.3 s time resolution, ultimately resulting in
1103 Ce L3 XANES spectra.

The differences between subsequent spectra are hardly visible from simple qualitative analysis of
the dataset, as it can be noted in Figure 21a. Thus, quantitative analysis of the PCs was applied to
clarify the number of pure components in the set of spectra and their concentrations profiles. PCA
performed on the raw fluorescence-detected data indicated the presence of two components affecting
the dataset; all the statistical estimators (scree plot, IE, IND, and F-test) suggested the same number
of PCs. Similar to what was done in the previously discussed example, also in this case the TM
approach (see Section 2.2.2) was employed to model the abstract spectra and concentrations, starting
from an initial transformation matrix consisting of four elements. Imposing the normalization of the
components, the number of its free parameters was reduced to two. Afterwards, these elements were
moved in order to guarantee the non-negativity of the spectra and concentration values, as well as the
mass balance condition, yielding the solution shown in Figure 21b,c.
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Figure 21. (a) Dataset including 1103 Ce L3-edge XANES spectra acquired in florescence mode on a 1.5
wt% Pt/CeO2 catalyst during cyclic reduction and oxidation conditions. The inset shows a magnification
of the white-line peak for all the spectra, indicating the presence of very small variations of the XANES
features during the reaction. (b,c) Set of pure spectral and concentration profiles retrieved by applying
the TM approach to the dataset shown in part (a). The blue and red spectra correspond to Ce(III)
and Ce(IV) compounds, respectively. Unpublished figure, reporting data previously published in
References [65,144].
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Kinetic curves showed in Figure 21c contain important information about the catalytic properties
of the system. First, it is possible to directly estimate the concentration of active oxygen atoms which
are released from ceria lattice at the two investigated temperatures of 26 and 90 ◦C. Indeed, each
released oxygen leaves two electrons in the system, which reduce two ceria atoms from Ce(IV) to Ce(III).
The amount of lattice oxygen that can be extracted in CO atmosphere from the ceria support in the
investigated Pt/CeO2 system increases six times upon temperature increase. Another important feature
is that at 26 ◦C ceria is not fully oxidized in the O2 atmosphere and a small fraction of Ce(III) atoms is
constantly present in the lattice, as also indicated by other methods [146]. Finally, the time-dependent
concentrations can be further used to calculate kinetic constants of the system which are important to
understand the microscopic origin of the catalytic behaviour of the ceria-based catalysts [144].

4. Conclusions and Perspectives

In summary, in this work we introduced and described in detail different methods employed to
decompose a XAS data matrix in a set of pure spectral and concentration profiles referring to the different
species present in the measured chemical mixture. All the decomposition approaches are initially
based on the analysis of the principal components, representing an essential and well-established
procedure to understand the number of chemical species affecting the dataset.

Selection of the most appropriate methods among the various MCR approaches described in
the previous sections should be driven by the degree of variation of the dataset. In particular, the
TM method demonstrated to be useful when the XAS data matrix only shows small changes in its
spectral features. Conversely, the ITTFA and the MCR-ALS routines appear to be more suitable for
those datasets that are characterised by several components and affected by larger variations.

In all cases, the definition of a good set of constraints involving also the possibility to combine the
chemical information gained by different theoretical and experimental techniques (see below) leads the
routines toward a feasible and meaningful solution, delivering accurate information which would be
difficult, if not impossible, to get otherwise by the simple qualitative analysis of the XAS spectra.

Since their first appearance in the context of XAS data analysis, PCA and MCR approaches rapidly
spread across several research areas. These methods imposed as essential tools for in-depth analysis
of datasets acquired during time-resolved experiments, as illustrated by the examples discussed in
this review with an emphasis on in situ/operando characterisation in catalysis. Here, thanks to the
advent of third-generation synchrotron radiation facilities, an accurate description of the chemical
species involved in a process can be achieved with resolution down to sub-ms timescale, allowing to
capture even short-lived reaction intermediates [33]. Applications of these methods to space-resolved
XAS [147] have been also reported, especially in the fields of environmental/earth science and cultural
heritage [148,149]. With this respect, we envisage important developments also in catalysis-related
research, to guide data analysis in advanced spectroscopic applications able to reveal and track
heterogeneities of individual catalyst particles in both the time and space domain [150].

However, as shown before, the main bottleneck of these techniques remains connected with
the ambiguity of the identified solution. Indeed, in most cases, only the presence of a strong set of
constraints can drive the MCR algorithms towards a chemically/physically interpretable result. In this
respect, it is worth noting that the employment of certain constraints clearly depends on the knowledge
of the system under study, which sometimes is challenging to access, if not ultimately precluded.

In order to overcome this problem, different theoretical and experimental multi-technique
approaches have been employed together with XAS analysis of the sample under study. For instance,
Smolentsev et al. [1] conjugated the TM decomposition approach with a XANES interpolation-based
method to shed light on a reaction involving a methylrhenium trioxide catalyst. In this work, the authors
showed that it is possible to remove the ambiguity associated to the MCR solution by minimizing
an objective function depending on the elements of the transformation matrix and on the structural
parameters characterising the XANES interpolated spectra. Similarly, Tavani et al. [32] analysed a
set of energy-dispersive XANES spectra obtained on a class of non-heme iron complexes using again
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the TM method. Afterwards, the isolated spectra were quantitatively characterised by full multiple
scattering calculations using the MXAN code [151,152]. This procedure allowed retrieving mechanistic
information about the room-temperature reaction of Fe(II)(tris(2-pyridylmethyl)amine) with peracetic
acid in CH3CN as well as with native non-derivatized TPA substrate.

Noteworthy are the joined applications of the MCR algorithm on sets of data referring to different
experimental techniques employed to track a determined reaction. Notably, EPR, XANES/EXAFS,
UV-Vis and ATR-IR spectroscopic methods were employed for the first time in the same experimental
setup by Rabeah et al. [31] for the investigation of unclear aspects connected to the selective aerobic
oxidation mechanism of benzyl alcohol by a Cu/TEMPO catalytic system. The authors showed that the
MCR-ALS approach executed on two sets of XAS and UV-Vis data acquired simultaneously during
the same experiment was able to identify a set of three pure species, among which only one was
not EPR-silent.

Taken together, these pioneering examples outline two important development routes to further
improve reliability and applicability of MCR-based approaches, including (i) theory-driven constrains
or/and output validation and (ii) combined analysis of multi-technique datasets, possibly acquired
in a quasi-simultaneous fashion and unlocking complementary information on the investigated
system/process.

Finally, it is worth noting that, to the best of our knowledge, MCR algorithms have never been
applied to the analysis of soft X-ray Near Edge X-ray Absorption Fine Structure (NEXAFS) spectra,
to date. However, much valuable information on the physico-chemical properties of the system
under study could emerge combining NEXAFS measurements of deep-core K- and L-edge spectra.
In particular, NEXAFS analysis would be uniquely suited not only for studying light elements (O,
C, N, etc.) but also for the parallel investigation of transition metals, which plays a key role in a
multitude of catalytic reactions [153,154]. In fact, since the XANES region is governed by the dipole
selection rules, the d-shell properties of the first-row transition metals would be best probed by the L2,3

absorption edges [155,156]. Moreover, while NEXAFS measurement are typically carried out under
high-vacuum conditions, in the last decade innovative experimental layouts and cell design have made
possible in situ/operando studies under gaseous environments at atmospheric pressure [153,157,158].
These instrumental advances together with the competitive time-resolution achievable at dedicated
beamlines are paving the way to previously unexplored characterisation opportunities, e.g., in the fields
of catalysis and gas adsorption/sensing [159–162]. In this context, also considering the remarkably
high spectral variance and sharp resonances commonly characterising in situ NEXAFS datasets, we
expect a rapid growth in the use of statistical and spectral decomposition techniques.

The major problem connected with the application of MCR approaches to NEXAFS analysis can
be identified in the complex data treatment procedure which is employed to properly correct and
normalize the acquired set of data [163]. The presence of several edges sited at close distances in
energy can make the data normalization protocols well established for hard X-ray XAS sometimes
difficult or even impossible to realize. In addition, due to the presence of a gas atmosphere, if in
situ NEXAFS measurements are performed in total electron yield (TEY) mode, it is probable that the
spectral background would not be linear [158]. Nonetheless, different codes specifically designed
for the analysis of soft XAS data have been recently developed [163,164], allowing to overcome these
issues and making the application of MCR approaches to this typology of data soon a reality.
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