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Abstract 
Research into hand gestures for human computer interaction has been prolific recently, but within it 
research on hand gestures for conceptual design has either focused on gestures that were defined by 
the researchers rather than the users, or those that were heavily influenced by what can be achieved 
using currently available technology. This paper reports on the study performed to identify a user 
elicited vocabulary of gestures for conceptual design, disassociated from the currently available 
technology, and its subsequent evaluation. The study included 44 product design engineering 
students (3rd, 4th year and recent graduates) and identified 1772 gestures that were analysed to build 
a novel gesture consensus set of vocabulary of hand gestures for conceptual design. This set is then 
evaluated by 10 other professionals, in order to generalise this set for a wider range of users and 
possibly reduce the need for training. The evaluation has shown that majority of gestures added to the 
vocabulary were easy to perform and appropriate for the activities, but that at the implementation 
stage the vocabulary may need another round of evaluation to account for the technology capabilities. 
The aim of this work is to create a starting point for a potential future system that could adapt to 
individual designers and allow them to use non-prescribed gestures that will support rather than inhibit 
their conceptual design thinking processes, akin to the developments that happened in hand writing 
recognition or predictive texting. 
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1. Introduction 
Hand gestures are motions performed by humans’ hands. Reviews show that they have been 
extensively researched since the 80s, as a natural and intuitive means of interaction between humans 
and computerised systems (Pisharady and Saerbeck, 2015, Rautaray and Agrawal, 2015, Santos¹ et 
al., 2015, Milani et al., 2017, Al-Shamayleh et al., 2018). Hand gestures are explored as a means that 
allows for touchless interaction providing specific benefits such as hygiene (Lopes et al., 2017) 
undivided attention focused on the main task (Riener et al., 2013), a more natural fit for interaction 
with household items (Dinh et al., 2014), large displays (Foehrenbach et al., 2009), or interaction with 
three-dimensional (3D) objects in Virtual Reality (VR)/Augmented Reality (AR) supported spaces (Kim 
and Lee, 2016, Memo and Zanuttigh, 2018).  
 
Conceptual design is the initial, fundamental outline of a product during which ideas are explored 
before the design specification is established (Keinonen and Takala, 2010, pg 17). Hand gestures 
have also been explored in the field of conceptual design. However, in the applications which have 
resulted in a prototype the gestures employed are either prescribed, where the authors identify the 
need for further exploration of more appropriate gestures (Huang et al., 2019), or free-form, which 
allow natural and efficient but limited types of interactions (Vinayak and Ramani, 2015). Where hand 
gestures have been explored in the context of conceptual design without practical application, but 
considering user based input, the work performed has been linked to envisaged Computer Aided 
Design (CAD) application (Khan and Tunçer, 2019). User based research has been established as an 
effective gesture elicitation method. It results in a vocabulary of gestures for a specific purpose that is 
likely to be adopted by the users, and can, if needed, be used to eliminate technological limitations 
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from consideration (Wobbrock et al., 2009, Wobbrock et al., 2005, Ruiz et al., 2011, Piumsomboon et 
al., 2013, Khan and Tunçer, 2019). However, use of CAD has been found to interrupt the designers 
thinking, as instead of thinking about the design they tend to focus on commands and procedures 
used in CAD for specific shape creation (Huang, 2007).  
 
As the gestures used in interfaces have typically been defined by designers or driven by technological 
capability, the aim of this paper is to instead identify a vocabulary of gestures that designers would 
naturally use if there were no limitations. Hand gestures are thus explored for conceptual design in 
isolation from the technology enabling their implementation, which has not been done in the past. 
Established user based research approach is applied, disregarding what is possible to achieve with 
existing technology, in order to identify the most natural and intuitive gestures. Exploring what the 
designers would naturally do instead of allowing the gesture definition to be driven by what is 
technologically possible at any given time could be used to identify the requirements that need to be 
met by a future technology and potentially even drive future implementations. The goal of the 
research reported in this paper is to explore gestures that are most suitable for the conceptual design 
process and most likely to support and enhance the design process instead of interrupting it. It is 
envisaged these gestures would be utilised in a hypothetical future system akin to CAD currently used 
for detailed design, although at this stage the system itself is not explored and the focus is instead on 
gestures that may inspire the development of a more appropriate system to support the conceptual 
design. 
 
This paper reports a user based study of hand gestures for conceptual design, focusing on 
identification of natural and intuitive hand gestures, addressing the gap identified in the field. The aim 
of the study is to create a gesture vocabulary for conceptual design, focusing on the user preferences, 
in terms of how they would use their hands to create, modify and manipulate 3D objects shown on a 
screen in front of them. The participants, final year design students, were not given any instructions 
on how to interact with the objects, other than to use their hands. Instead, they are shown different 
objects on a screen placed on a wall across from the participants, and asked to emulate how they 
would interact with the objects using their hands. From that, various gestures for creation, 
manipulation and modification of 3D objects are identified. The gesture vocabulary is evaluated by a 
different group of other professionals, in order to explore the suitability of the vocabulary for user 
groups outside of the niche conceptual design application. Figure 1 illustrates the elements of the 
research reported in this paper, and their key outcomes. Green boxes illustrate user based studies. 
Two boxes on the left illustrate a user centred gesture study (consisting of two parts) during which a 
vocabulary/consensus set of gestures for conceptual design is identified, which is considered a 
primary outcome of this work. Then this vocabulary of gesture is evaluated. Set of green boxes on the 
right illustrates the evaluation of the consensus set, performed for the full consensus set abstractly, 
and for the 16 implemented gestures using a VR prototype. Outcome of the evaluation is a variation 
of the vocabulary, taking into consideration usability and implementation limitations, along with 
recommendations for future work. Outcomes are represented using blue boxes. Yellow boxes indicate 
pilot studies that were used to test and refine the approach taken in the user centred gesture study. 

 
Figure 1 Elements of the research reported in the paper 
 
 
Section 2 provides a short review of the related work present in the literature. Sections 3 and 4 
introduce the methodology used in the user centered gesture study and the analysis approach, 
respectively. The study results are reported in Section 5, including the key findings and the consensus 
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set of vocabulary of gestures for conceptual design. Section 6 details the evaluation study performed 
to test the initial findings and refine the consensus set of vocabulary of gestures for conceptual 
design. Section 7 provides a discussion of the contributions and explores some potential future 
research directions. Then the conclusion is given in Section 8. 

2. Related work 
Gestures are frequently used in novel interaction approaches, primarily because they are habitually 
used in human communication processes. The use of gestures is even more frequent when the 
interaction includes physicality of a three-dimensional (3D) object e.g. interaction with a 3D/VR/AR 
environment (Rautaray and Agrawal, 2015, Koutsabasis and Vogiatzidakis, 2019, Vuletic et al., 2019). 

2.1. Gestures in human communication and interaction with objects 
Hand gestures are a mode of human expression, both in terms of interpersonal communication and 
interaction with objects surrounding humans (Zimmerman et al., 1987, Buchmann et al., 2004). When 
they are used for communication they often accompany speech (McNeill, 1992, Quek, 2004). 
However, this is not always the case, and they can be used for communication independently of 
speech. For instance, pantomimic gestures can be used as a sole communication mode e.g. to say 
“no” a person may wave their finger left to right, or show “thumbs up” to indicate agreement. 
Depending on the context, hand gestures can be further classified. These sub categories will not be 
further explored in this paper, as they largely refer to speech-linked gestures, which are not the key 
focus of this research. At this stage the focus is on gestures only and the identification of activities 
performed in conceptual design that could be well supported using gestures. In the remainder of this 
paper, hand gestures will be referred to as gestures. 
Whether communicative or interactive, gestures have a meaning and this meaning needs to be 
understood in the same manner by all entities involved in the process. In the past, this was achieved 
through use of prescribed gestures (Isbister and Mueller, 2015, Vuletic et al., 2019). Prescribed 
gestures are predefined in a vocabulary created prior to their implementation. While set number of 
gestures may aid the implementation in a system, learning and using predefined gestures is not the 
most natural and intuitive way of interacting with an interface (Huang et al., 2019, Vuletic et al., 2019). 
Interaction with the interface discussed in this paper focuses on in-air gestures to create, modify or 
manipulate 3D objects, using various implementation technologies (AR/VR, holograph, screens or 
surfaces). Some examples of gestures used for interaction are: in-air sketches, symbols and hand 
poses recognised as commands for creation of 3D objects (Huang et al., 2019), pulling two hands in a 
pinch pose apart to zoom when interacting with holographic surfaces (Noor and Aras, 2015), point to 
select when using virtual pottery (Vinayak et al., 2013), point or pinch to zoom in/out, spread, drag or 
rotate when manipulating a 3D cardiac model (Riduwan et al., 2013) etc. When prescribed gestures 
were used, those defined by the users themselves have been shown to be much more memorable 
than gestures predesigned by researchers (Wobbrock et al., 2009, Nacenta et al., 2013). Interaction 
with objects may require natural gestures that do not conform to predefined rules and are instead 
created by the subject involved in the interaction. They have been found to have higher usability rates 
than arbitrary predefined gestures, higher sense of control, they were more immersive and were seen 
to contribute to better interface quality (Bailey et al., 2018). 

2.2. Effect of recent advancements in technology on gesture research 
Use of hand gestures for interaction is not new, however expansion in numbers of applications 
incorporating hand gestures seems to coincide with technology developments that have occurred in 
the past decade (Vuletic et al., 2019). Introduction of sensors such as Kinect (Kinect, 2018) and LEAP 
(LEAP MOTION INC., 2018) that are relatively cheap, portable and supported by Software 
Development Kits (SDKs) simplified hand detection and recognition by reducing the need for 
development of independent algorithms for every step in the process, and provision of shared 
databases. Technology development is constant, and now both Kinect and LEAP (initially released in 
2010 and 2013 respectively) have been replaced with versions with enhanced functionality Azure 
Kinect DK (released in 2020), Orbbec (released in 2015), Ultraleap (released in 2019), Intel 
RealSense (released in 2018) etc. These types of contactless sensors, along with traditional cameras 
and image recognition for detection, have been applied in a variety of fields. For example, hand 
gesture based interaction is used to reduce the need for user training prior to application use 
(Buchmann et al., 2004, Kim et al., 2005a, Beyer and Meier, 2011). Sensor based hand detection 
enables touchless operation guaranteeing sterility or safer interaction in the medical field (Lopes et 
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al., 2017). Hand gesture or full body gesture interaction supports immersion using Virtual Reality (VR) 
or Augmented Reality (AR) (Deller et al., 2006). Use of hands aids expression of spatial concepts 
when externalising ideas (Vinayak et al., 2013). While driving eye contact with the road can be 
maintained if sensor based hand detection is used to control comfort functions in a car (Riener et al., 
2013). Some applications focus on inclusion of older population, by allowing them to control 
household functions using hand gestures (Bhuiyan and Picking, 2011). A drawback of the applications 
inspired by technological developments has been that often the gestures used are those that are 
easily recognisable by a specific system (Schmidt, 2015). To avoid premature focus on an approach 
that prioritises ease of implementation over needs of the designers, in the first instance we explore 
the gestures suggested by designers without any technological limitations or consideration of the 
application. These gestures may evolve over time, once the appropriately advanced technology 
makes implementation possible.  

2.3. Gestures for design 
During conceptual design ideas are externalised by designers, and can be vague, incomplete and 
frequently changing (Liddament, 1999, Varga et al., 2007, Zhong et al., 2011). While this aids idea 
development and leads to more creative solutions, it does not align well with the methods currently 
employed in computer based interaction systems, which require fully formed and defined shapes at 
specific points in the process (Shesh and Chen, 2004, Alcaide-Marzal et al., 2013). These are 
typically available during the detailed design stage, and well supported by CAD systems (Hartman, 
2009). Use of hand gestures for shape creation has been explored in the field of Human Computer 
Interaction (HCI). In this paper, shape creation was defined as the use of hand gestures to create a 
new shape in an empty space. Shape modification was defined as interaction with a shape in order to 
change its geometric characteristics. Shape manipulation was defined as an activity that changes its 
position in space, translates, rotates or scales it, but does not change it (Vinayak et al., 2013). These 
activities were explored to different extents in a number of studies, and typically linked to 3D CAD 
systems. Hand gestures were used for 3D architectural urban planning (Buchmann et al., 2004, Yuan, 
2005), cable harness design (Robinson et al., 2007), CAD (Dani and Gadh, 1997, Kim et al., 2005b, 
Qin et al., 2006, Holz and Wilson, 2011, Kang et al., 2013, Vinayak et al., 2013, Arroyave-Tobón et 
al., 2015, Huang et al., 2018), or manipulation of already created objects (Chu et al., 1997, Kela et al., 
2006, Qin et al., 2006, Bourdot et al., 2010, Kang et al., 2013, Vinayak et al., 2013, Song et al., 2014, 
Beattie et al., 2015, Noor and Aras, 2015, Xiao and Peng, 2017), and virtual pottery (Dave et al., 
2013, Han and Han, 2014, Vinayak and Ramani, 2015). The applications typically used free-form 
gestures for the creation of splines or surfaces that build up a 3D model (Chu et al., 1997, Buchmann 
et al., 2004, Kim et al., 2005a, Robinson et al., 2007, Holz and Wilson, 2011, Vinayak et al., 2013, 
Han and Han, 2014, Arroyave-Tobón et al., 2015, Vinayak and Ramani, 2015). Some intermediate 
activities, for example selection, were performed using simple prescribed gestures such as pinch or 
hand grasp. In some applications shapes were created by drawing a profile that is then swept in 
space along a path, which in itself was a prescribed activity similar to a sweep command in CAD, and 
were then further modified using free-form and parametric deformation and manipulation (Vinayak et 
al., 2013, Huang et al., 2018). The gestures were typically chosen by the researchers, not elicited 
from the population that will ultimately be using them, and the appropriateness of these gestures for 
the activities they were used for was often not evaluated. 

2.4. Existing elicitation studies 
While there has been an expansion in numbers of gesture based interfaces, the gestures used in 
them were typically defined by the researchers developing the studies, often due to ease of 
application or alignment with the technology used. This has been acknowledged in the field of design 
(Huang et al., 2018) and HCI in general (Piumsomboon et al., 2013). A study by Jahani and Kavakli 
(2018) used user elicited gestures for design, which resulted in high level findings that do not explicitly 
identify specific hand gestures, and where application seemed to diverge from design into car comfort 
control interfaces.  
User-based gesture elicitation has been explored in the field of HCI for AR environments 
(Piumsomboon et al., 2013), TV control (Dong et al., 2015, Dim et al., 2016), and 3D CAD modelling 
in conceptual design (Khan and Tunçer, 2019). Approaches followed in them were variations of work 
by Wobbrock et al. (2009) and  Morris et al. (2010), focusing on exploration of the most appropriate 
gestures for surface technology based interaction. They elicit gestures from inexperienced users, in 
order to identify the most universally appropriate gestures, and keep the elicitation process itself 
separate from the technology that may be used during the implementation stage, in order to elicit the 
most appropriate gestures that are not limited by current capabilities of available technology. There 
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have been no studies exploring user-elicited gestures for conceptual design in isolation from the 
technology that may be used to support it and this is the gap the study reported in this paper will 
address. 

3. Developing the user based gesture vocabulary 
The key goal of the study was to discover how designers would perform conceptual design if they 
were not influenced by what was achievable using existing technology and could instead use their 
hands to create virtual 3D objects in any manner they wished to. Gestures performed were identified, 
parsed, coded, categorised and analysed for patterns and relations. The most repeated gestures that 
were not likely to have been repeated by chance then form a gesture vocabulary for conceptual 
design. The benefit of this approach is that gestures suggested by a larger number of participants are 
likely intuitive to them, and may in turn be intuitive to other designers (Wobbrock et al., 2009, Nacenta 
et al., 2013).  

3.1. Approach to research design 
Elements of established methodologies from the literature exploring user defined gestures were 
adopted. Typically an effect of the gesture was portrayed in some manner and participants were 
asked to perform the cause of this effect i.e. gesture causing it (Wobbrock et al., 2009, Piumsomboon 
et al., 2013). This approach, sometimes referred to as “guessability study methodology”, originates in 
a study by Wobbrock et al. (2005) aiming to maximise the guessability of symbolic input. In 
subsequent studies it was expanded to general gesture elicitation from users. In a typical study set up 
users propose gestures prompted by referents shown to them. Users’ propositions are always 
acceptable, and “Wizard of Oz” approach is used where the response is emulated by study designer 
to confirm this acceptance to the users (Lee and Billinghurst, 2008). This ensures the technology 
disassociation, and allows elicitation of gestures that are genuinely the most natural to the users. In 
linguistic terms, the displayed effect of a gesture is a referent, as the gesture performed refers to it 
(McNeill, 1992). These elements have been implemented in the design of the study reported in this 
paper. Users were asked to respond to an activity they see enacted on a screen. They suggested a 
gesture they believed would cause the activity and performed it as they observed the activity 
unfolding, pretending that they were causing it. This approach was aiming to remove excessive 
premeditation from the process. They were verbally instructed that all activities they could imagine are 
possible and achievable. They were told they were in a “magical room” which would instantly 
recognise the intent of their gestures, to expand their solution space.  
 
The study consisted of two parts. In the first part, participants observed and reacted to a number of 
predefined activities. The aim was to identify natural and intuitive gestures designers performed for 
some of the common manipulation and modification activities. In the first part of the study, the 
activities were discrete, and did not provide information on how participants progressed from one 
gesture to the other (activities can be seen in Figure 4 in Section 3.4), which would be necessary for 
the development of any future system. Part two aimed to observe the flow of a conceptual design 
activity, allow participants to propose both activities and gestures they found appropriate in creation of 
an object shown to them (activities can be seen in Figure 7 and Figure 8 in Section 3.4).  
After both parts were completed, the participants were asked to fill in a questionnaire providing further 
information on their perceptions of activities performed during the study. The questionnaire was 
designed by the authors. Typically, elicitation studies pose two questions post study, using Likert 
scale for the answers. For example, how good of a match for purpose and how easy to perform a 
gesture was (Wobbrock et al., 2009, Piumsomboon et al., 2013), or how easy the task was and how 
well were participants able to convey their intentions (Khan and Tunçer, 2019). Original questionnaire 
was designed in part to collect further information about the appropriateness of the study approach, 
and in part because the goal was to evaluate the gestures by a different group of participants during 
the evaluation of the consensus set (given in Section 6) instead of having participants evaluate them 
during the study. Only time limitations were set. Otherwise, there were no limitations imposed, or 
instructions given to participants on how to perform the gestures, and it was assumed they performed 
gestures they found appropriate and easy to perform. However, participants were asked to report any 
difficulties they had with the activities in the questionnaire. To ensure participants are not adopting the 
gestures for the activities they were asked to perform in the part one, and implementing them in the 
part two, one half of participants performed part one first, and the second half performed the part two 
first.  
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3.2. Participants 
Forty-four 3rd year and above Product Design Engineering (PDE) students participated in the study, 
aged 22.4 on average. Fifteen were female, and 29 were male. Seven were left handed, 33 right 
handed and one participant was ambidextrous. They had 4.9 years of CAD experience on average 
(using a variety of CAD software e.g. Solidworks, Creo, Inventor, Catia, Revit, Sketchup, Rhino, 
AutoCAD, Smartplant3D, Edgecam NX9, ProEngineer, Alias). They also had an average of 1.4 years 
of design experience in the professional environment, including internships. They have typically spent 
at least three years of working on student projects or limited projects with industry, but have not 
worked in professional design environments, rather than short term. Studies in the field typically use 
non-experienced or non-technical people, in order to avoid influence of previous experience 
(Piumsomboon et al., 2013) and to ensure the perspective recorded is that of a system user and not a 
system builder (Wobbrock et al., 2009). However, conceptual design problems are niche and require 
a level of creativity and mental manipulation of vague concepts that the general public would not 
necessarily possess. It would be difficult to reliably test the potential participants against this 
requirement, hence a decision was made to use design students in this study, as by the 3rd year they 
are considered to have a sufficient grasp of design, have used CAD in their projects, but have still not 
fully adopted the traditional way of working. They have also displayed the spatial perceptions skills, 
creativity and concept manipulation throughout their training. They were considered to have good 
declarative and procedural knowledge of CAD, and medium strategic knowledge. They were not 
expected to suffer from bounded ideation i.e. would not focus on CAD tools and how to use them 
rather than ideation. They were also considered less likely to suffer from circumscribed thinking i.e. 
limit their design steps to those possible in the CAD software they were familiar with, as their 
knowledge of both CAD tools and design processes was at an intermediate level. They have all 
successfully completed design projects requiring intermediate level use of CAD in their first three 
years of studies, i.e. they are highly skilled in use of frequently used CAD commands but may still 
need guidance in using more advanced tools such as surfacing for example. They can be considered 
advanced beginners or novice designers that have key characteristics of designers (Liikkanen and 
Perttula, 2009). However, in order to reduce the influence of design experience on gesture inclusion 
into the vocabulary, a group of other professionals evaluated the consensus set. More on this process 
is reported in Section 6. 

3.3. Study setup and sequence of activities 
The participants were seated at a table, in front of a large 2D screen the animations and 
presentations containing images of shapes participants were asked to “create” using their hands were 
shown on. The screen was on the other end of the room, and out of reach of the participants. Two 
cameras, one positioned under the screen and one on the users’ left hand side recorded them, and 
an example of camera views can be seen in Figure 2. A pilot study performed to test the setup has 
shown that the users imagined the objects shown as 3D. A post study questionnaire in this study 
posed that question explicitly. In the second part of the study, where participants suggested activities 
freely, think-aloud protocol (Ericsson and Simon, 1984, Jääskeläinen, 2010) was included to record 
their thought processes. 

 
Figure 2 Screenshot of one of the participants taking part in the study (front view on the left, side view on 
the right) 
 
In part one of the study the participants were asked to observe an animation of a 3D rendered part 
being manipulated or modified (this is referred to as an activity throughout the paper), and react to it 
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by performing a hand gesture they believe would result in the observed activity i.e. imagine they were 
causing the activity. A flowchart illustrating this process is shown in Figure 3. The approach, including 
timings and repetition numbers, was successfully tested in a pilot study. 

 
Figure 3 Sequence of activities in Part one 
 
A video containing three repetitions of each activity was played to the participants. A participant 
watched the first two repetitions, before performing the gesture on the third viewing. Each activity had 
a three second duration, and between the second a third repetition the screen counted down from 
three to one in order to give the participants time to get ready to perform the hand gestures 
concurrently with the third showing of the activity. This time limitation was introduced in order to 
record the participants’ initial reaction, and reduce the likelihood of analogy creation between hand 
gestures and traditional CAD interaction.  
25 activities were shown to the participants, and these are illustrated in Figure 4. They were based on 
16 core activities, where some were repeated for different shapes (Figure 4 shows which were 
repeated): translate up/down/left/right, zoom in/out, rotate clockwise/counter clockwise, 
select/deselect, extrude cut, extrude cut shallower, extrude up, extrude down. Before that, two or 
three randomly selected activities were shown to the participants in the training session, in order to 
ensure they have understood the instructions.  
Ten sets of randomized sequences were created, so every tenth participant would perform the same 
sequence e.g. participants 1, 11, 21, 31, 41 would have performed the activities in the same 
sequence. Participants were given no further instructions. They were not told what the goal of the 
study was until both parts were completed. If they asked for more information about how to perceive 
the object or use their hands e.g. “Is the object on the table in front of me?”, they were told to interact 
with it however they perceive it and use their hands however they wish to. Participants were 
intentionally not given any instructions on how to use their hands. The goal was to remove as much 
researcher influence as possible and observe how the participants would choose to interact with the 
shapes and the space in front of them without constraints imposed on them.  
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Figure 4 Activities performed in Part one of the full study 
 
The objects animated to incite interaction were either simple and recognisable, with a clearly assigned 
function e.g. chair and phone, or shapes that were still simple and easy to perceive but without an 
assigned function e.g. irregular sphere and the console. It was important that the participants can 
perceive the shape of the object quickly. The variety of object shapes and functions were introduced 
to explore their effect on the interaction choices.  
 
In part two of the study, an uninterrupted design process was observed, and this part consisted of two 
stages. In both stages, the participants were shown images on the screen and asked to create the 
objects shown in the images using their hands. Stage 1 contained a number of predefined steps 
leading the participant to the completion of the final shape. These predefined steps were included to 
ensure that information on the hand gestures for key design activities were collected. In stage 2, the 
participants were only shown the final shape and asked to create it any way they saw fit. Compared to 
part one, the only difference in the instructions given was that the participants were explicitly told to 
imagine the object shown on the screen as if it was a 3D object suspended in the “virtual space” in 
front of them. Sequence of activities in part two of the study is shown in Figure 5. 
 

 
Figure 5 Sequence of activities in Part 2 
 
Stage 1 began by asking the participants to create one of the objects shown in Figure 6. 



9 
 

 
Figure 6 Full study Stage 1, first step for three different parts 
 
Then participants were shown a new slide where a slightly more developed object is placed to the 
right of the initial object, and asked to further develop the already created object to match the new 
image. All of the steps are shown in Figure 7. Sequences for a cup and hexagonal plate had two 
versions each, where the only difference was the last step. The last step for the second version for 
both is shown to the right of the sequence in Figure 7. 
 

 
Figure 7 Steps for Stage 1 of Full study for all three parts 
 
In the stage 2, participants were shown only one image displaying the final shape they were asked to 
create. This final shape is one of the products in the Figure 8.  
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Figure 8 Final products used in Stage 2 of the Full study 
 
Each participant created two products in total, and the combinations of images per presentation 
shown to participants are given in Table 1.  
 
Table 1 Combinations of objects shown to participants in two stages 

Presentation Stage 1 Stage 2 
1 Cup Hexagonal plate 
2 Hexagonal plate Cup 
3 Phone Cup 
4 Cup Phone 
5 Hexagonal plate Phone 
6 Phone Hexagonal plate 
7 Cup version 2 Hexagonal plate version 2 
8 Hexagonal plate version 2 Cup version 2 

 
To reduce the effect of potential adoption of the practices from the first stage in the second stage, half 
of the participants performed the two stages in reverse order.  

4. Data analysis 
For both parts of the study, video recordings were reviewed and the hand gestures performed in them 
were first identified and described (see Supplementary material, Section 1 for details). Then each 
gesture was sketched on a post-it. Gestures were then parsed by grouping the same gestures on 
post-its together. When the same gesture was performed in different planes, and where a change of a 
point of view would lead to the gestures being identified as the same they were grouped together. For 
example, gestures were merged into one when pointer finger tapped in horizontal plane to select a 
horizontal surface and when the pointer finger tapped in vertical plane to select vertical surface, but 
the gestures were the same, relative to the surface observed. Once this was completed, the coding 
could start.  
 
The entire gesture coding and categorisation process is illustrated in the flowchart shown in Figure 9. 
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Figure 9 Gesture coding and categorisation process 
At the end of the classification and categorisation process, a consensus set of gesture vocabulary for 
conceptual design was compiled. 
 

4.1. Coding taxonomy 
Taxonomy used in the coding, was based on the participatory design technique (Schuler and 
Namioka, 1993) and extended from Wobbrock et al. (2009), Morris et al. (2010) and Piumsomboon et 
al. (2013). Wobbrock et al. (2005) explored the gestures performed when using surface computing 
and Piumsomboon et al. (2013) explored hand gestures for AR interaction. Similar approach was 
used by Ruiz et al. (2011) to identify gestures for mobile interaction. Wobbrock et al. (2009) classify 
gestures based on their form, nature, binding, and flow. Piumsomboon et al. (2013) add symmetry 
and locale. In this study the taxonomy has been extended with connecting gestures (activity 
performed between the two gestures, in order to identify the connecting motions), and 
dimensionality of gestures (2D or 3D). The taxonomy is summarised in Table 2, and described in the 
remainder of this section.  
 
Table 2 Summary of the taxonomy of the gesture coding 

Classification type Sub-classes 
Form Static pose 

Dynamic pose 
Static pose and path 
Dynamic pose and path 

Nature Pantomimic (physical) 
Metaphorical pantomimic 
Iconic 

Binding Object-centric (location defined wrt object features),   
World-dependent (location defined wrt world features),  
World-independent (location can ignore world features), and 
Mixed dependencies (world-independent plus another). 

Flow Discrete 
Continuous 

Symmetry Unimanual,  
Bimanual symmetric mirrored, 
Bimanual symmetric copied,  
Bimanual asymmetric. 

Locale On the surface 
In-air 

Connecting gestures Hands remain in previous position 
Hands resting on the table 
Open palms vertical in air 

Dimensionality 2D 
3D 

 
  



12 
 

4.1.1. Form  
Based on the form gestures can perform a: 

 Static pose – Hand and fingers are static. If both hands are used, if at least one of the hands 
is moving the pose is considered to be dynamic. 

 Dynamic pose – Hand does not move along a path, but fingers do move along their individual 
paths. 

 Static pose and path – Hand and fingers assume a static shape and move along a path 
 Dynamic pose and path – Hand and fingers change shape while moving along a path. 

Wobbrock et al. (2009) also included one-point touch and one-point path, as they were using tablets, 
however in the 3D environment one point touch and one point path are obsolete (Piumsomboon et al., 
2013). 
Examples for each of the form codes are shown in Table 3. 

 
Table 3 Examples of form coding 

Gesture Code and explanation 

 

Static pose. To rotate both hands stay motionless in one pose. 
 

 

Dynamic pose. To zoom out hand turns from open palm into a full hand 
pinch, but stays in the same spot. 
 

 

Static pose and path (example 1). To rotate both hands follow a circular 
path, but the hand shape doesn’t change. 

 

Static pose and path (example 2). To zoom in both hands follow separate 
paths. 

 

Dynamic pose and path (example 1). To undo right hand holds, but left 
hand changes shape from open hand with palm facing up into a fist while 
moving upwards in the process. 

 

Dynamic pose and path (example 2). To zoom out, right hand moves 
forward, and transforms in the process from a fist into an open hand with 
the palm facing down 
 

 
4.1.2. Nature 
Wobbrock et al. (2009) classified gestures, based on their nature, as symbolic, physical, metaphoric 
or abstract. In-air free form 3D gestures observed in this study required a modification of this 
classification. The meaning of the gesture would be less relevant for the eventual implementation in 
comparison to the information it provides and ability of others to understand/interpret the gesture 
without having to learn it prior to using a system. Some gestures were abstract, some might have had 
a symbolic meaning, but the common thread with both was that they would have had to be learnt and 
did not fully describe the motion, unless additional information was provided. If gestures with abstract 
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or symbolic meaning were observed without additional verbal explanation, an observer would not 
have been able to tell what the performed gesture was aiming to achieve, and in these cases the 
gesture was classified as iconic. It should be noted that gravity was not taken into account i.e. object 
being interacted with is considered to be a weightless virtual shape suspended in the air. Gestures 
classified as physical in the similar studies were classified as pantomimic in this paper. It was argued 
that the hand gestures performed to interact with the 3D object in the imagined virtual space were the 
same that would have been performed if the same interaction was performed in the physical world i.e. 
physical activity was pantomimed in the virtual world. In some cases, the hands were performing the 
motions that did pantomime an activity which can be performed in a physical world, but one that had a 
metaphoric meaning and if observed literally would indicate a different activity. In these cases the 
gestures were classified as metaphorical pantomimic gestures. 
Examples for each of the nature code types are illustrated in Table 4. 
 
Table 4 Examples of nature coding 

Gesture Code and explanation 

 

Pantomimic. To rotate left hand replaces an axis, and right hand spins the 
object around like a globe, or a basketball. 
 

 

Metaphorical pantomimic. To lift the bottom of the cut higher up, water is 
poured so the level of “water” rises. It was never indicated that the water 
was in the cut, therefore additional meaning seems to have been added to 
the visual by the user. 
 

 

Iconic (example 1). To fillet an edge a hand traces it. While this may be 
considered to be a pantomimic gesture as you may form an edge of a 
sculpted cup that way, it may as well be just tracing a shape and to pick 
one of the two more information is needed. 
 

 

Iconic (example 2). To translate an object down hand is moved 
downwards, parallel to the ground with an open palm. This may be 
understood as translate down, but it may also indicate change of height, 
compressing something, moving only one surface down etc. Without more 
information it is hard to say which option is more likely. 

 
4.1.3. Binding 
Wobbrock et al. (2009) and Piumsomboon et al. (2013) provide four classification options for binding 
classification of objects: 

 object-centric (location defined with regards to object features),   
 world-dependent (location defined with regards to world features),  
 world-independent (location can ignore world features), and 
 mixed dependencies (world-independent plus another).  

In this study all gestures were object-centric as the guidance given to participants was to focus on the 
object only.  
4.1.4. Flow 
In the established studies, in terms of flow, gestures were classified as discrete, where response 
occurred after the user acted, or continuous, where response occurred while the user acted. Again, 
due to study set up and instructions given to participants to perform gestures while viewing the 
animation and pretending they were causing the activity, gestures were continuous in all instances.  
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4.1.5. Symmetry 
In terms of symmetry Piumsomboon et al. (2013) classified gestures as unimanual (and then further 
as dominant or non-dominant depending on the participants’ handedness) and bimanual (and then 
further as symmetric or asymmetric). While differences in use of dominant and non-dominant hands 
were noticed during the study reported in this paper, hand dominance has not been further explored, 
as it was expected that left or right handedness would not be a technical issue in the foreseeable 
future, and that handedness was not a priority at this, early, phase of gesture exploration. For 
example, LEAP, a low cost consumer recognition system, can detect both hands equally well and 
does not intrinsically differentiate between them. Symmetric gestures were further classified in this 
study as symmetric mirrored (both hands have the same form and follow the same path, mirrored 
around a central axis) or symmetric copied (both hands have the same form and follow the same 
path).  
Overall, with regards to symmetry and number of hands used, gestures were classified as: 

 Unimanual,  
 Bimanual symmetric mirrored, 
 Bimanual symmetric copied,  
 Bimanual asymmetric.  

4.1.6. Locale 
In terms of locale, gestures could be performed on the surface or in the air. As in-air gestures were 
explored, majority of the gestures were performed fully in-the-air. However, at times participants used 
the table in front of them as an aid, with one or both hands. When table is interacted with for the full 
duration of the activity, gestures were classified as on-the-surface.  
4.1.7. Connecting gestures 
If a gesture vocabulary consensus set identified via this study was to become a new interaction 
paradigm for 3D modelling, the transitions between the gestures would become more important. 
Thus, a code was added describing the hand activity between two distinct gestures, in part two of the 
study only, as it included uninterrupted design process, where transitions would be identifiable.  
Two different activities took place: 

 Hands remained in the previous position or 
 Hands were resting on the table.  

4.1.8. Dimensionality 
Participants viewed the animations on a 2D screen, and performed the gestures in a 3D space. After 
the activity completion, participants were explicitly asked if they perceived the object in the video as a 
3D object suspended in front of them, and 86% of them confirmed that this was the case. Five 
participants (14% of the sample) did not agree. Two participants stated they did not know how they 
perceived the objects, one disagreed and said the gestures they performed were not in the 3D space 
and two strongly disagreed. Gestures these participants performed were coded for dimensionality. 
Gesture was considered to be 3D if hands "break" the plane i.e. use more planes than the vertical 
plane the image is shown in.  
Gestures were coded as 2D if: 

 All of the motions were performed in one plane that matches the plane gestures were shown 
in (vertical plane of the wall the screen was on), and users appeared to interact with a touch 
screen.  

 All of the motions were performed on the table (e.g. participant pushed the imaginary object 
forward with their palm touching the table). 

Gestures were coded as 3D if: 
 Participants seemed to interact with an object suspended in the air in front of them and used 

multiple planes, while at least one part of the hand was used for the interaction with the 
object. 

 Gestures were performed as if the imagined object is located on the table but was three-
dimensional (e.g. when a participant held the object’s imaginary vertical axis and “rotated” the 
object by touching the “sides of the object”). 

Illustrations of examples for each of the dimensionality codes are shown in Table 5. 
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Table 5 Examples of dimensionality coding 

Gesture Code and explanation 

 

2D (example 1). To translate an object left, hand is indication it is 
touching the vertical plane with one, two or three fingers. Gesture 
appears like it is interacting with a touch screen and it is not giving the 
object any depth. 
 

 

2D (example 2). To translate up, gesture is sliding an imaginary object 
forwards, but is fully touching the table, not allowing for any other 
dimension for the object other than the front face in the vertical plane 

 

3D (example 1). To translate an object left, right “side” of the object is 
pushed by the open palm, giving it depth. 
 

 

3D (example 2). Gesture is sliding an imaginary object backwards to 
“translate down” in one plane, but the gesture is grasping the object in a 
plane perpendicular to it, using a plane that did not exist in the visual 
representation of the activity. 
 

 

4.2. Inter-coder reliability 
To assess the coder reliability Krippendorf’s alpha measure of reliability was used. It is a general 
measure that can be used regardless of “the number of observers, levels of measurement, sample 
sizes, and presence or absence of missing data” (Hayes and Krippendorff, 2007). The first author 
coded 100% of the gestures recorded. Two additional coders were asked to code randomly selected 
10% of the sample for the part of the coding in where more interpretation was required (form, nature 
and dimensionality), to ensure that a consensus was reached among the coders. Either 50 units or 
10% of the sample is considered to be an appropriate size of the sample (Lombard et al., 2002). The 
coders were research assistants currently in their PhD write up year. They have both previously 
completed an MSc in the field of design and their research field is product design. The elements 
where interpretation occurred more were: dimensionality coding for the 18% of participants that did 
not state performed gestures were 3D, and hand path coding and gesture type coding for all 
participants.  
For the form Krippendorff’s Alpha reliability estimate of 0.8158 was calculated, for the nature of 
gestures it was 0.7458, and for the dimensionality it was 0.8468. Agreement of α≥0.8 is customarily 
required, with value of α≥0.667 being the lowest required value where tentative conclusions are 
acceptable (Krippendorff, 2004). This means that for the form and dimensionality the agreement was 
at a reliable level, whereas for the nature of gestures it fell slightly short of the required value, but it 
was still above the lowest required values for tentative results. Due to the discrepancies between the 
gesture definitions and their applicability to gestures for design this is considered acceptable by the 
authors, particularly since the nature of the gestures does not play a crucial role in the gesture 
categorisation primarily used to form the consensus set (reported in Section 5.3). 

4.3. Categorisation 
Once all the gestures were coded, for both parts of the study, they were categorised and analysed 
for patterns and relations. Sketches were then assigned unique identifiers. The coders were trained 
to apply the same approach to interpretation of gestures. Gestures that performed same activity 
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following the same path were grouped in the same category. However, there were variants within the 
category, based on the form the hands took. These variants were given their own sub-codes, 
expressed by the decimal value. Each unique activity was given a unique code and number, and the 
numbers have the form of nn.n, e.g. TL01.1. The list of codes and example of a coding process can 
be seen in the Supplementary material (Section 2), along with the Images containing sketches of all 
gestures performed. 

4.4. Statistical analysis 
Once the gestures were grouped, the Agreement Rate (AR), Chi Square and Fleiss Kappa were 
calculated for them. This was done to increase the robustness of the study and ensure that the 
gestures added to the vocabulary are those most frequently used, that showed statistical significance 
and were not likely to have been repeated by chance, instead of relying on an arbitrary number of 
repetitions as a criteria.  
Agreement Rate (AR), calculation derived by Findlater et al. (2012) and adopted by Vatavu and 
Wobbrock (2015), was calculated for each of the activities and the categories within it.  AR rate 
measures the homogeneity for nominal data. 
Agreement rate is widely used, but not universally accepted as a measurement for selection of 
appropriate gestures for the inclusion in the consensus set. Tsandilas (2018) suggests that an 
additional measure, either Fleiss’ κ or Krippendorf’s α, should be used to chance-correct the 
coefficients and specific agreement. For this study Fleiss’ κ was calculated to correct for chance of 
agreement. 
AR is used to discover if there is sufficient agreement between the participants proposing gestures 
from a theoretically infinite set of gestures. Fleiss’ κ determines if the agreement is statistically 
significant. AR and Fleiss’ κ do not provide information on what number of repetitions would be 
required for a specific gesture to be included in the consensus set. To determine this, Chi square 
Goodness of Fit analysis was performed to determine if the number of repetitions for different 
categories within each activity was likely to happen by chance, and what number of repetitions was 
expected to happen by chance for each category.  
The calculations were performed using SPSS. Chi-Square goodness of fit calculations also allowed 
for observation of the repetitions for each shape, where same activities were performed for different 
shapes.  

5. Results of the user centered gesture study 
This section reports the results of the data analysis approach outlined in Section 4, for 1785 gestures 
collected during the were collected during the user centered gesture study.  

5.1. Gesture parsing 
In part one 1100 gestures were planned to be collected, but 1083 gestures were performed 
successfully by the participants. Five gestures were skipped in part one of the study e.g. participants 
did not understand what happened on the screen when a surface was deselected and did not perform 
a gesture with their hands. One gesture was eliminated from the analysis, as the gesture performed 
was not a hand gesture i.e. the participant moved their head closer to the object to zoom in. In part 
two participants had more freedom to determine the activities they would perform, and this meant that 
the number of gestures they performed was variable and 702 gestures were recorded. Due to the 
camera failure, four gestures for participant four and seven gestures for participant 20 were not 
recorded in part one of the study, and the gestures performed during part two of the study for the 
participant four were not recorded for part two. This left 1785 gestures for the full analysis for both 
parts of the study combined. 

5.2. Gesture coding and taxonomy 
In terms of form vast majority of gestures performed static pose and path, 1711 gestures, or 96% of 
the performed gestures. Gestures using dynamic pose were performed by only thirteen participants, 
and were used to fill, draw or extrude. Eleven different participants used static pose, and they used it 
for shape creation, plane selection, loft activity or rotation. On their own, these static gestures would 
not be able to convey the activity, unless they were predefined and linked to a specific activity prior to 
their use. Eleven participants performed gestures using dynamic pose and path. They were used to 
extrude, zoom in or out, undo, draw, or extrude cut a shape, and were generally similar to the static 
pose and path gestures performed for the same activities. The difference was that the moving hand 
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changing shape provided more indication of what the activity was e.g. for zoom in fingers of the 
moving hand move apart to indicate the increase of the size of the object being zoomed into. It is 
interesting that, aside from zoom in or out activity, dynamic pose and path type of gestures were 
mostly found in the second part of the study, where participants were free to propose their own 
activities. 
Observing the nature of the gestures over 70% of gestures performed were iconic. These gestures 
would be required to be learnt prior to use. Although they often resembled physical gestures that 
would have been used to manipulate the object, they were lacking some elements or information that 
would fully describe the activity performed to observers that had no prior knowledge of the goal of the 
activity. Less than 30% of the gestures performed were pantomimic. Three gestures were metaphoric 
pantomimic gestures. For example, to zoom in two participants have “pulled a rope”. To raise the 
height of an extruded cut surface one participant had “poured water” into it. The observations in this 
paragraph can only be considered tentative because of the lower alpha value calculated for the 
agreement between the coders for the nature of the gestures.  
 

   
Figure 10 Gestures coded by form, nature, binding flow, symmetry, locale, connecting gestures and 
dimensionality 
 
Classification based on binding criteria showed that all gestures were object-centric. This was 
predetermined by the study design and participants were explicitly asked to manipulate the object 
they saw using their hands.  
Similarly, study design required the participants to perform gestures as if they were controlling the 
activity shown on the screen while it was happening, which meant that for part one of the study in 
terms of flow gestures were continuous by design. In part two participants were not instructed to 
perform continuous gestures, but due to the nature of the activities, they all still were continuous. 
Participants started by imagining they were creating a part in the empty space in front of them, and 
the activity was complete when the imaginary 3D model suspended in the space in front of them has 
been” created”. Each step contributed to creation of a piece of the geometry and imagining it was 
appearing as the gestures progressed. Naturally, continuous gestures corresponded better to the 
activities than the discrete gestures.  
Split between unimanual and bimanual gestures was close to 50/50, with unimanual gestures 
accounting for 47.8% of the performed gestures. Bimanual asymmetric gestures were 19.4% of the 
total sample, bimanual symmetric mirrored gestures were 32.4% of the total sample, and only seven 
gestures (0.4% of the sample) were bimanual symmetric copied gestures. Some unimanual and 
bimanual gestures were identical, if only the moving hand was observed. In the bi-manual variant, the 
static hand was used to hold the object being modified in place. In this study these variations were 
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classified as different gestures, however in the future work, if the vocabulary was to reach the 
implementation stage, these gestures may merge into a single gesture. For example if the object 
would be assumed to be stationary unless indicated otherwise. 
In terms of locale, majority of gestures (96%) were performed in-air. As participants were seated at a 
table, some used the table to rest one of their hands while performing the gestures. As the other hand 
was in all cases still used in-air, and the resting hand did not an active role in the gesture 
performance, these gestures were classified as in-air. Gestures were classified as on-the-surface if 
they were in contact with the table for the entirety of the activity, without the in-air element. For 
example, in one of the gestures used to translate left shown in Figure 11, coded with TL06, hand 
slides to the left along the table, and it was classified as on-the-surface. Gesture used to pattern a 
shape around, MulPat07, in some instances touches the table. However, the motion “moving” the 
shape to the next position is fully in-air, conveying a key element of the activity, and without it the 
gesture would be incomplete. Hence, this gesture was classified as in-air, as shown in the image in 
Figure 11. The table was a part of the study setup primarily to provide a more comfortable 
environment for the participants. The added benefit of its presence was the ability to observe the 
extent to which the participants needed to use it. It was encouraging to see that 96% of participants 
performed in-air gestures instead. 
 

 
Figure 11 Example of on surface and in-air classification 

 
Connecting gestures category was not predefined, but instead identified from the gestures 
performed in the part two of the study, as that is where uninterrupted design took place. Only two 
distinct activities took place in the full study. Either hands remained in the form they took at the end of 
the previous gesture, while the participant was thinking about the next step (85%), or they were 
resting on the table (15%). In the stage 1 of part 2 of the full study there were interruptions between 
the predefined stages. The connecting gestures between predefined stages were not included in the 
sample as the participants may not have been thinking about the design activities during these. For 
majority the hands were resting on the table (92%). 
Observing dimensionality for the participants who stated they did not perceive the objects as 3D or 
did not know if they perceived them as 3D, it was found that 90% of the gestures were performed as if 
the object was perceived in 3D. Majority of 2D gestures were used for translation, presumably 
emulating the tablet interaction paradigms. 
 

5.3. Statistical analysis and gesture categorisation  
Agreement rates were first calculated for both parts of the study and they are illustrated in Figure 12. 
For the Part one all agreement rates are above 0.1, indicating at least medium agreement. AR for 
Rotate clockwise, Rotate counter clockwise and Extrude cut are above 0.3, indicating high 
agreement. For the Part two, AR for 11 activities indicate low agreement, and AR for nine activities 
are above 0.1, indicating at least medium agreement. AR for Resize is above 0.3, indicating high 
agreement. 
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Figure 12 Agreement Rates for Part 1 
 
To chance-correct, the coefficients and specific agreement Fleiss Kappa values were calculated and κ 
values for different activities are given in  
Table 6, along with the AR values. 
 
Table 6 AR, Fleiss' kappa values for activities in Part 1 and Part 2 of the study 
Part 1    Part 2     

Gesture AR 
(>0.1) 

Fleiss 
κ 

 
Gesture AR 

(>0.1) 
Fleiss 
κ 

Extrude Cut 0.341 0.897  Resize 0.308 0.163 
Rotate Counter Clockwise 0.328 0.898  Select 0.233 0.632 
Rotate Clockwise 0.307 0.923  Slice 0.214 0.457 
Translate left 0.297 0.989  Draw 0.198 0.927 
Translate right 0.289 0.971  Join 0.180 0.679 
Extrude Down 0.262 0.879  Zoom 0.165 0.35 
Translate Down 0.254 0.974  Scale 0.143 -1.021 
Translate Up 0.245 0.963  Multiply/Pattern 0.129 0.43 
Select 0.180 0.828  Bend 0.110 0.316 
Deselect 0.174 0.831  Extrude cut 0.089 0.684 
Extrude Cut Shallower 0.158 0.775  Rotate 0.087 0.509 
Extrude Up 0.158 0.748  Fill In 0.077 -0.172 
Zoom Out 0.142 0.789 

 
Create/Select Plane 0.074 0.605 

Zoom In 0.132 0.715  Fillet 0.059 0.016 
    Sculpt 0.055 0.059 
    End the Extrude 0.055 -1.33 
    Loft 0.048 -6 
    Extrude 0.046 0.606 
    Undo 0.041 0.218 
    Sphere 0.015 -3.713 

 
Gestures were added to the consensus set only if AR was above 0.1, and if Fleiss’ κ was showing at 
least fair agreement (>0.21). All activities performed in the part one had representatives in the 
consensus set. In part two only eight activities had both AR and Fleiss’ κ that were higher than the 
required value: Resize, Select, Slice, Draw, Join, Zoom, Multiply/Pattern and Bend. These are 
represented in bold font in Table 6. 
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Consensus set was then further refined by adding information from the Chi-Square analysis, in order 
to explore the likelihood of repetition happening by chance. Gestures where number of repetitions for 
a category of gestures was lower than would have happened by chance would be removed from the 
consensus set. Values for different activities and objects interacted with in part one of the study can 
be found in Table 7. While all p values are significantly lower than the Bonferroni corrected p value, 
indicating that the repetition of gestures was unlikely to happen by chance, for a number of gestures 
expected number of repetitions was lower than 5, meaning that Chi-Square could not provide 
definitive conclusions. These cases were recalculated using the Exact one calculation, and those 
values were reported instead.  
 
Table 7 Chi-Square results for Part 1 of the study 

Gesture 

Bonferroni 
corrected 
p value 

Chi Sq 
Phone 

Chi Sq 
Sphere 

Chi Sq 
Chair 

Chi Sq 
Console 

Expected number 
of repetitions 

Extrude Cut 0.050       0.000 6.1 (console) 

Rotate 
CounterClockwise 0.025 0.000 0.000     

8.8 (phone); 7.0 
(sphere) 

Rotate Clockwise 0.017 0.000 0.000 0.000   

8.8 (phone); 6.1 
(sphere); 8.6 

(chair) 

Translate left 0.025 0.000 0.000     
6.1 (phone); 7.3 

(sphere) 

Translate right 0.025 0.000 0.000     
6.3 (phone); 7.2 

(sphere) 

Extrude Down 0.050       0.000 5.4 (console) 

Translate Down 0.025 0.000 0.000     
5.5 (phone);6.3 

(sphere) 

Translate Up 0.017 0.000 0.000 0.000   

6.1 (phone); 5.8 
(sphere); 5.5 

(chair) 

Select 0.050       0.000 2.6 (console) 

Deselect 0.050       0.000 2.8 (console) 

Extrude Cut Shallower 0.050       0.000 3.9 (console) 

Extrude Up 0.050       0.000 4.3 (console) 

Zoom Out 0.017 0.000 0.000 0.000   

3.3 (phone); 3.4 
(sphere);4.4 

(chair) 

Zoom In 0.025 0.000 0.000     
2.8 (phone); 2.9 

(sphere) 
 
Values for different activities and objects interacted with in part two of the study can be found in Table 
8. Since part two did not have a controlled number of repetitions i.e. participants chose their own 
activities during object creation, for the majority of the gestures and objects the number of expected 
repetitions was not high enough. This also meant there were variations in the purpose of activity if the 
specific activity was performed for a different shape. For example to create a shape shown in Figure 7 
titled “Hexagonal plate version 2”, some participants started by drawing a hexagon (marked by Hex-
Hex in the table), others a triangle that they then rotated to create a hexagon (marked by Hex-Tri in 
the table), and some started by drawing a square first (marked by Hex-Square). Additionally, the 
number of participants that performed specific gestures varied. Only two gestures were shown to 
have happened more frequently than expected, and only when exact calculation was applied to them. 
These were Draw and Select and they were added to the main consensus set. The remainder of 
gestures were retained for descriptive purposes in a separate set (provided in the supplementary 
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material). In essence, this means that it has not been proven that the number of repetitions for 
consensus set for part two did not happen by chance for majority of the activities. 
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Table 8 Chi-Square results for Part 2 of the study 
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Expected number 
of repetitions 
(respective to 

column number) 

Resize 0.010 0.04                             1.8; 

Select 0.017 0.96     0.01 0.01                     1.9;2;2.2 

Slice 0.017         0.34                     1.6 

Draw 0.017 0.00     0.00   0.01 0.01 0.14               3.6; 4.7;3.1;3.3 

Join 0.017       0.43 0.02                     2.4;4..3 

Zoom 0.025 0.32     0.68                       2;1.4 

Scale 0.010 0.90     1.00                       1.3;1 

Multiply/Pattern 0.025                     0.39 0.49       2.3;1.7 

Bend 0.017                 0.74 0.91           2.6;1.5 

Extrude cut 0.010   0.47 0.04 0.18 0.18 0.18                   2.5;2.3;2.9;2.9 

Rotate 0.013 0.20     0.39 0.71                     2;2;3.5 

Fill In 0.025       0.68                       1.4 

Create/Select Plane 0.017 1.00     0.57 1.00                     2;2.5;1.4 

Fillet 0.017 0.80     0.43                       1.8;2.5 

Sculpt 0.025 Too many different shapes to have statistical significance - 

End the Extrude 0.013       0.98 1.00                     1.2;1 

Loft 0.050         1.00                     1 

Extrude 0.017 0.65     0.05   0.01 0.90 0.58               2.1;2.8;1.9;1.4;1.6 

Undo 0.050 1.00     0.78                 0.65 0.90   1.1;1.6;1.3;1.3 

Sphere 0.025                             1.00 1.1 
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5.4. User defined set of gestures/consensus set 
 
Following the data analysis the most repeated gestures that did not happen by chance and were 
statistically significant formed a consensus set of gesture vocabulary for conceptual design. The 
consensus set is shown in Figure 14 and Figure 15. The excluded set is given in the supplementary 
material. Sketches used to illustrate the gestures followed the gesture representation framework 
developed by McAweeney et al. (2018), further modified for the needs of this study. The framework is 
illustrated in Figure 13.  

 
Figure 13 Framework for gesture sketches 
 
Gestures were represented in the isometric view. Text above the gesture sketch indicated which part 
of the study the gesture appeared in, which objects it was used for, and what the gesture code, 
category and variant number were. Where the gestures had more than one sequence, the sequence 
stages were numbered. In-air gestures were shown without a surface below them. Where the table 
was used surface was represented. If the table was touched this was indicated with circled 
touchpoints in blue. When the hand was hovering over the surface of the table shadow was added to 
indicate this. Motion paths were indicated by blue arrows and paths. Coordinate system in the top left 
corner indicated the directions of the axis and planes of the space the isometric view was set in, and 
highlighted planes indicated parallelism with the palms of the hands shown in the specific gesture 
sketches. Where multiple positions were shown in one sequence stage, previous position was shown 
in grey. Symbol placed at the bottom left of each gesture, if present, indicated that the specific gesture 
either had a dichotomous mirrored counterpart in the vocabulary (yellow symbol), dichotomous 
counterpart (orange symbol), activity appeared in both parts of the full study but gesture appeared in 
part two only (green symbol), same gesture was performed for more than one activity (light blue 
symbol) or the same gesture was also performed using the non-dominant hand to “hold” the object 
(dark blue symbol).  
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Figure 14 Consensus set (first half) 
 
It is noticeable that some gestures were used only for interaction with the sphere, for example (in 
Figure 14) three out of four translate activities used both hands to translate the sphere e.g. TL and TR 
03.1, and TD 02.1. However, for other activities similar hand shape and both hands were used for all 
other shapes as well, although less frequently. Majority of other activities were performed for at least 
two objects of distinctly different shapes. This was considered to be beneficial for the vocabulary 
being built with the intention of becoming a base vocabulary set for design, as it indicates they might 
be applicable to objects of varied other shapes. Dichotomous gestures show a high degree of 
consistency, use reversible gestures, and in some cases, for example TU 01.1 and TD 01.1 in Figure 
14, there was a degree of symmetry e.g. mirroring the hand pose for the similar activity but following a 
path in a different direction.  
While participants have not reported major issues with gesture performance, it should be noted that 
four participants found select/deselect gesture activity hard to understand. Eight participants noted 
that hexagon creation was more difficult than the rest of the objects, due to its complex shape.  
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Figure 15 Consensus set (second half) 
 

6. Evaluation of the consensus set 
In order to further generalise the vocabulary and make it easily adoptable by those without specific 
design training, ten other professionals with varied backgrounds evaluated both the consensus set 
and the excluded set. The goal was to refine the vocabulary set so that it is natural, intuitive, and does 
not require extensive training to use. Refinement also aims to reduce bias design students may have 
introduced during gesture elicitation.  
Evaluation consisted of abstract evaluation and VR evaluation. During the abstract evaluation the 
participants were asked to perform the gestures from both consensus sets using their hands. They 
were shown a photograph of the shape they were imagining they were interacting with, and the 
researcher running the study demonstrated the gestures. During the VR evaluation four variants of 
gestures for four key manipulative gestures were evaluated using a VR application. The gestures 
were four variants of translate left and right, translate up and down, rotate clockwise and counter-
clockwise, and zoom in and zoom out. The gestures were the highly repeated gestures from the 
consensus set. The system employed a Vive headset with a LEAP sensor mounted on it, Unity, and 
Steam platforms and a high specification desktop computer. System in use is shown in Figure 16.  
This was done primarily to compare the outcomes of abstract and VR aided evaluation, in order to 
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explore if the evaluation approach would introduce changes to the results. During both evaluations the 
participants were asked to rate the performed gestures, and then select their preferred gesture among 
the tested gestures, for each activity where more than one gesture was being evaluated. Another 
variant of the consensus set was created as an outcome, illustrated in Figure 20. 

 
Figure 16 Participant performing the VR evaluation 
 
During both evaluations the participants answered a number of questions following each activity. The 
questions were adapted from Wobbrock et al. (2009) and Piumsomboon et al. (2013) to better fit the 
needs of the evaluation study, and two questions were added to the VR evaluation. For the abstract 
evaluation, the questions were designed to evaluate appropriateness of the gesture for the activity, 
and ease of performance: 

1. Was the gesture you just imitated was a good match for the current activity (i.e. would that 
gesture be a good way to execute that activity)? 

2. Was the gesture you just tried was easy to perform (i.e. rate the difficulty of carrying out the 
gesture’s physical action)? 

 
In VR evaluation questionnaire, the questions about the gestures and application capabilities were 
separated. The questions were designed to evaluate appropriateness of the gesture for the activity, 
and ease of performance regardless of implementation qualities within the system, satisfaction with 
the result of the activity, and difficulty or ease of the use of the application: 
1. Was the gesture you just imitated was a good match for the current command (i.e. would that 

gesture be a good way to execute that command). 
2. Was the gesture you just tried was easy to perform (i.e. rate the difficulty of carrying out the 

physical action)? 
3. Did the gesture resulted in the action you expected? 
4. How difficult is it to perform the gesture (considering the VR technology use)? 
 
Seven point Likert scale was used for the responses: Strongly Disagree, Disagree, Mildly Disagree, 
Neither Agree nor Disagree, Mildly Agree, Agree, Strongly Agree. Participants were also asked to 
provide any further comments of any nature they had at any point of the process.  
 
The participants were two researchers specialising in organisational management, two mechanical 
engineers, two electrical engineers, two architects, one marketing manager, and one teaching 
associate specialising in cost forecasting. Their average age was 33 years old. They had between 
one and 15 years of professional experience in their profession (4.4 on average), and with the 
exception of one of the electrical engineers, did not have extensive experience using AR or VR 
environments. Some have used CAD in the past (for between two and ten years), but use of CAD was 
not a core element of their daily work in their current role, or in the case of architects’ CAD is primarily 
used for layout of rooms in a building rather than 3D shape creation, manipulation or modification. 
Architecture and mechanical design do have some crossover with the field of design. While all types 
of conceptual design include a process of creating forms, functions and behaviours to a certain extent 
(Benami and Jin, 2002), in different fields focus is not put equally on all of them. This study focused 
primarily on the form and visualisation of design concepts. Product design students that participated 
in the gesture elicitation have had extended training in form generation, that did not necessarily have 
to have a link to function or behaviour in all stages of development. In product design conceptual 
design is often referred to as a collection of activities which “determine the form of an engineering 
product” (French et al., 1985) or the initial stage of the design process, during which fundamental, but 
approximate, outlines and form of a product are created (Keinonen and Takala (2010), pg 17; Ulrich 
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and Eppinger (2011), pg 18). Mechanical engineers primarily focus on the function as a solution to the 
problem generated via conceptual design (Chakrabarti and Bligh, 1994), or at least explore function 
and behaviour during conceptual design before they move on to form (Welch and Dixon, 1994). 
Architects may consider both form and function. However when they focus on form, particularly since 
computer generated forms have become a standard in the architectural design, form takes 
precedence over its optimization or manufacturing (Grobman et al., 2009). However, depending on 
the approach taken function can be linked to form, or form can be a separate entity superimposed on 
the function (Reveron, 2009). The latter would be similar to the form exploration observed in this 
study. When architects focus on the function, they focus on spatial configuration which is either 
defined by function or helps define the function (Reveron, 2009), and in these cases it is more akin to 
the approach taken in mechanical engineering (although the functions observed can have a very 
different nature). Hence, both mechanical engineers and architects were considered to be far enough 
removed from product designers to be considered appropriate participants in the evaluation, as they 
would introduce diversity both in training and mind-set. 

6.1. Results of the abstract evaluation 
Averaged ratings for the abstract evaluation, across all ten participants, are given in Figure 17 for the 
gestures with the highest agreement from part one of the study and Figure 18 for the part two of the 
study. Where more than one gesture was evaluated for an activity, the preferred gesture across the 
ten participants is encased in a box.   

 
Figure 17 Averaged ratings across the ten participants for the gestures with highest agreement from the 
Part 1 of the study 
 

 
Figure 18 Averaged ratings across the ten participants for the gestures with highest agreement from the 
Part 2 of the study 
For both parts, participants found majority of the gestures easy to perform, and average ratings were 
on the agree side of the scale. For the most frequently chosen preferred gestures, it was clear that the 
higher agreement ratings consistently corresponded well with the instances where participants on 
average preferred one gesture for a specific activity. Examples of these were TU01.1, TD01.1, 
TR01.2, ECS01.1, RCW02.1, RCCW02.1, ZI01.1, ZO01.1, S01.2, D01.2, Ext 16.1. In instances 
where there were disagreements between the participants on the preferred gestures, and multiple 
gestures were chosen, the average appropriateness ratings were on average still on the agree side of 
the scale. The examples of this are preferred gestures for translate left (TL01.1 and TL 01.2) and 
extrude down (ED01.2 and ED 01.1), which were chosen with similar frequencies. Participants were 
required to choose one of the gestures they were evaluating without introducing changes to them or 
suggesting different gestures they would prefer instead, and this meant that in some cases there were 
disagreements with the proposed gestures. Average ratings for appropriateness of gestures for TD05 
indicated strong disagreement. All sculpting gestures were rated on the disagree side of the scale. In 
the instances were a single gesture was tested for the activity the average appropriateness ratings 
were on the agree side, often on the higher end (mildly agree), like for Ben02, Drw01, Res 01. This 
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indicated that the gestures identified from the study analysis were appropriate and acceptable to the 
evaluators.  

6.2. Results of the VR evaluation 
Averaged ratings for the VR evaluation, across all ten participants, are given in Figure 19. In terms of 
the consistency between the choice of a preferred gesture for an activity and average 
appropriateness rating for it, the observations were similar to the abstract evaluation. Satisfaction with 
the achieved results was consistent with the appropriateness and ease of performance ratings, and 
generally positive for the majority of gestures. However, the ratings for ease or difficulty of 
performance in the VR system did not always follow the same trend as the remaining three 
parameters. Technology used was not able to detect grasping gestures as well as an open hand or a 
fist. Due to occlusion, detection of open hand had proven more difficult when the side of the hand was 
the only surface detectable by the LEAP sensor. In some instances, these issues did not seem to 
have a great effect on the choice of preferred gestures. For example, the discrepancy between rates 
for appropriateness of the gesture, which was rated as high, and ease of performance, which was 
rated as low, was highest for RCW/RCCW 02.1 and Select01. Often comment was made that the 
gesture was hard to perform in the system, but that participants would prefer it if it had worked well. 
Where all four rated parameters were low (e.g. TL/TR03.1, TU02.2/TD02.1 or RCW/RCCW 01.2), 
comments indicated that decision against using the particular gesture was not due to ratings but 
because they preferred not to use both hands.   

 
Figure 19 Averaged ratings across the ten participants for the VR application 
It was noticeable that six out of ten individual participants explicitly stated a preference towards using 
one or both hands, unprompted. Where this was the case, majority of the participants (five of them) 
preferred to use one hand only as it was less tiring and more comfortable. One participant stated that 
using both hands was preferred as it gave them more control over the object. One participant stated 
that they would use both hands only if very precise motion was required, but would otherwise prefer 
one-handed gestures.  

6.3. Variation of the consensus set including evaluation outcomes 
Taking both full study analysis and evaluation of gestures by other professionals into account, a 
variation of the consensus set was created, shown in Figure 20. Gestures evaluated in abstract and 
VR evaluation are marked with a green and/or black circular shape to the top left of each gesture 
sketch, respectively. Gestures most frequently chosen as preferred for the abstract evaluation are 
circled in grey dotted line, are green dotted line for the VR evaluation. Eight out of eleven choices 
made following the VR evaluation matched the choices from the abstract evaluation. Where the 
choices did not match, both were retained. While the numbers of participants in the evaluation 
process and gestures explored across both evaluations were relatively low compared to the gesture 
elicitation study reported in Section 3, the overlap between chosen gestures from both evaluations 
may indicate resulting variations of gesture vocabularies between the evaluations are not highly 
divergent. While a VR evaluation of the complete vocabulary would likely introduce some changes 
compared to the results of the abstract evaluation, and should be further tested in future research, 
based on the outcomes of this evaluation the differences are not expected to be extensive. 
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The gestures from both consensus set and the discarded set (remainder of the consensus set 
compiled prior to elimination of activities where AR or Fleiss’ kappa were not high enough) were 
tested, to ensure gestures were not eliminated prematurely, as the conditions during the two parts of 
the study varied. For the consensus set it was noticeable that most of the bi-manual gestures were 
eliminated, with the exception of gestures for zoom in and out, and one of the extrude up gestures. 
Additionally, gestures that were more frequently performed for only one shape were not chosen as 
preferred by the evaluators. It was also noticeable, that majority of the chosen gestures included an 
element of dimensionality e.g. for the translation gestures, hand tends to use all three planes rather 
than just remain in the vertical plane the objects were initially showed in to the original participants. 
For dichotomous activities, where a specific gesture was chosen for one activity and not for its pair, 
both were retained e.g. ZI05.1 was chosen and its paired gesture for Zoom out and ZO07.1 was not, 
but both were retained in the set. Where gesture was in the consensus set being tested, but 
originated in Part 2 of the study and was the only gesture of a specific category to be included in the 
set, it was retained in the final consensus set if the rate for appropriateness of the gesture for the 
activity and the ease of performance were high e.g. gesture for selection activity “Select01”. 

 
Figure 20 Variation of the consensus set including evaluation outcomes 
 
Variation of the discarded set including evaluation outcome is given in the supplementary material. 
Bend, Undo, Sculpt, Multiply/Pattern and Loft were gestures that were initially not included in the 
consensus set due to low agreement during statistical analysis. Additionally, it seemed like the shape 
of the object being modified has influenced gestures suggested for those activities. Loft had a very 
low number of repetitions, and was excluded from the consensus set, but the remaining three 
gestures were reconsidered for inclusion following the evaluation. Ben 02 and Und01 have had high 
ratings for appropriateness of gestures for the activity, MulPat06 and Mulpat07 were on the lower end 
of the appropriate scale, while Scul02, Scul05 and Und02 were assessed as either not appropriate for 
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the activity, or between appropriate and inappropriate. Two participants have provided unprompted 
comments that for sculpt activity none of the gestures were ideal, and one participant thought the 
same about multiply/pattern activity. This combined with the generally low estimates of 
appropriateness for these gestures, and combined with the fact that statistical analysis has not shown 
significant results has led to the decision to retain gestures for these activities in the discarded set. 

7. Discussion 
Research reported in this paper resulted in three contributions which can be summarised as: 
 

1. Knowledge about the natural gestures for conceptual design in 3D space, as the key 
contribution, which provides a basis for future development of CAD like systems for the 
support of conceptual design and could inform the future technology development 
requirements. This contribution will be discussed in Section 7.1. 

 
2. Knowledge about the implementation of the most repeated gestures using currently readily 

available sensing technology, including ease of use, fatigue, limitations of existing technology 
and the effect those might have on gesture implementation, highlighting areas for future 
research and technology development. This contribution will be discussed in Section 7.2. 

 
3. A mixed methods approach for studying natural hand gestures in 3D space, which has 

several strengths over existing approaches, along with some weaknesses, that could be 
improved through future research. This contribution will be discussed in Section 7.3. 

7.1. Natural gestures for conceptual design and their envisaged 
application  
The gesture elicitation study reported in this paper was designed to only provide instruction in terms 
of what participants can expect and what they will react to using their hands. No detailed instruction 
was given on how to perform the gestures. The intention behind this was to discover if the gestures 
identified were genuinely those participants would naturally suggest, without verbal influence from the 
authors. Instead, the setting in which the study was performed “pushed” them towards gestures 
performed in 3D space, by providing large amount of space they could use and 3D visualisations they 
responded to. Since the pool of gestures they could have performed was theoretically infinite, while 
the authors hoped that the repetition of gestures would take place, there was a risk of the outcomes 
being at a level where the repetition rates were not meaningful. Therefore, the finding that for 22 
gestures correlated with specific activities the repetition was not likely to have happened by chance 
and that it was at statistically significant levels was a high level contribution on its own. The resulting 
vocabulary of gestures for conceptual design is considered to be the main contribution of this paper. 
This vocabulary is not purporting to become a definitive prescribed vocabulary of gestures for design, 
fit for implementation in a system in its current form. It is instead defining easy to perform, intuitive 
and natural gestures that can be a first step towards a more natural interaction with a CAD like 
system for conceptual design. It is envisaged that, in the future, the identified gestures may serve as a 
starting point in a system that adapts itself to the user, and learns from them over time, so that each 
user commands a unique system that is natural and intuitive to them.  
 
Over the past three decades, the development of sensing technology has slowly become more and 
more applicable in interaction interfaces. Hundreds of gesture based interactive systems have been 
developed for different purposes, but other than in gaming very few have reached large scale 
implementation and adoption. This is particularly the case in the field of engineering design. Gestures 
may be a more natural and intuitive way of interaction with a 3D space and the virtual objects within it, 
but there are still many constraints present. The constraints are different from those present in WIMP 
(Windows Icon Pinter Mouse) systems. However, they still mean that users either have to learn the 
gestures predefined by system developers and perform them in a very specific way in order to 
achieve seamless recognition (Huang et al., 2018), or use the gestures for activities where free-form 
gestures are fit for use (Vinayak et al., 2013, Vinayak and Ramani, 2015). This leads to an increase in 
the cognitive load, detracts from the design goals and puts the focus on the process of interaction with 
the CAD system instead. The authors of the paper believe that these constraints are the key obstacle 
to more widespread adoption of gesture interfaces and provide the vocabulary of gestures for 
conceptual design as a set of initial default gestures that could be used in development of a novel 
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CAD like system that requirements for the technology to support it can be extrapolated from. This 
system could in the future potentially adapt to each individual user, by learning from them and 
modifying the gesture language used to control it accordingly and continuously, akin to predictive text 
feature on mobile phones. 
 
The gestures comprising the vocabulary of conceptual design identified in this paper are largely 
manipulative gestures (translate, rotate, zoom in/out), gestures used to sketch the profiles (which are 
then extruded) and extrusion gestures (whether increasing the height of a part, decreasing it or cutting 
shapes out of it). The authors envisage the initial application would start with manipulative gestures 
and free sketches, as the manner those are currently performed using WIMP systems is not the most 
intuitive and natural. It is time consuming and often tedious to manipulate an object in a 3D 
environment using a mouse, and the sequence of activities that need to be performed differs from 
how objects would be interacted with in a 3D world. Utilisation of sketching features in current CAD 
systems similarly includes activities unlike those performed when sketching using a pen and a paper. 
There have been developments focused on improving the sketching abilities particularly in the 
automotive industry, but they have not propagated to the wider field of industrial design. Following the 
successful implementation of these types of gestures in a gesture controlled system, further research 
into both procedural structure of CAD based activities and ways it could potentially change depending 
on the shape being created could be explored. These combined could then inform the development of 
the system that provides the key capabilities “out of the box” and then adapts to the users and their 
specific workflows as it is being used.   
 

7.2. Implementation challenges 
 
The primary goal of the research reported was to find the most appropriate gestures for the activities, 
regardless of implementation technology limitations. However, the identified gestures were 
implemented and evaluated using a purpose built VR interaction system, in order to explore which 
gestures may be more appropriate for more general use without the need for extensive training 
designers typically require to become proficient in use of CAD systems. Observations made during 
this process that may be informative for future research in the field form the second contribution of 
this paper. 
   
The limited VR implementation reported in Section 6.2 was aiming to reproduce the 16 most repeated 
gestures selected for implementation. However, due to limitations of the LEAP system used for 
gesture detection, some gestures had limited usability. Detection of grasping gestures was 
intermittent and only functioned well for a narrow window of angles between the fingers and the palm. 
Similarly, detection of open hand when the side of the hand was visible to the LEAP was intermittent. 
Participants needed multiple attempts to successfully use them and stated they had difficulties 
performing these gestures in the system. They have nevertheless chosen a grasping gesture for 
rotation (RCW02.1/RCCW02.1) and a gesture including a side view of the hand visible for the 
translations (TL01.2/TR01.2 and TL01.3/TR01.3). This was considered acceptable as the VR system 
was used primarily to evaluate the usability of gestures themselves and not to achieve the ultimate 
system implementation or evaluate gesture detection capability. Had the full implementation taken 
place immediately, the gestures would have likely needed to be modified to increase the detection 
rates and thus usability of the system. The authors believe that LEAP in particular is not able to 
support the full implementation of gestures for conceptual design in its current form. However, 
technology is developing rapidly and affordable systems with larger field of vision and higher detection 
capabilities are expected to be available in the near future. It should be considered that other 
limitations may materialise then, although they may be different from those we can foresee now. If 
that was to happen the vocabulary identified in this paper may need to be reassessed for those 
limitations, and potentially refined to comply with both designers’ preferred motions and technological 
capabilities of systems supporting the implementation.  
 
During the implementation, the question of fatigue and ease of gesture performance became 
important. During the study gestures were initially elicited in, none of the participants mentioned the 
number of hands used or being tired, and the gestures performed were roughly evenly split between 
unimanual (47.8%) and bimanual gestures (52.2%). The consensus set had a slightly lower proportion 
of bi-manual gestures, but still comparable, 22 out of 54 gestures were bi-manual (41%). During the 
evaluation five participants stated, unprompted, that they preferred one handed gestures, as it was 
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less tiring and more comfortable. Only two out of 22 gestures (9%) included in the variation of the 
consensus set following the evaluation outcomes (see Figure 20) were bi-manual gestures. This 
further contributes to the finding that the gesture vocabulary elicited from participants without 
consideration for technology may need to be re-evaluated once the suitable technology is chosen for 
its practical implementation. The value of elicited gestures considered most natural may be compared 
to the value of similar gestures slightly adapted to account for the capabilities of the technology. 

7.3. Mixed methods approach for studying natural hand gestures in 3D 
space 
 
The methodology followed in the study is a combination of established approaches, adapted for 3D 
interaction, expanded with more robust statistical analysis. These adaptations could also be 
considered to be minor methodological contributions of the research.  
 
They contributed to strengths of this study compared to similar studies in the field. This study includes 
a substantially higher number of participants. Participants were recruited until saturation of data was 
reached i.e.no new gestures were identified from a single participant. This lead to 44 participants in 
this study compared to approximately 20 participants typically included in elicitation studies. The study 
setup was unique in that it focused on providing the participants with a theoretically infinite solution 
space in which they could suggest any gestures they found fit, but limiting the time they had to 
perform the activities. This limitation forced them to perform the gestures in real time without giving 
them the opportunity to create analogies with current ways of working and instead recording their 
intuitive responses.  Statistical analysis of data was included to increase the robustness of the 
research. Results of the statistical analysis indicated that, for the included gestures, the agreement 
did not happen by chance. Any study where data is coded by human coders is inherently subjective. 
To counter this three coders were involved in order to increase the consensus in the coding process. 
After they reached an agreement on the parameters of the coding process, they coded 10% of the 
sample, and their outputs have shown that appropriate levels of inter-coder reliability were reached. 
Following the formation of the gesture vocabulary for conceptual design, the evaluation was 
performed by a different group of participants, comprised of professionals other that product 
designers. They confirmed the gestures were appropriate for the activities they were assigned to, and 
further refined the vocabulary by selecting their preferred gesture for each activity. This variation of 
the gesture vocabulary created following the evaluation could increase usability of a future system 
potentially making the design process accessible to other target groups. 
 
The weaknesses of the research should also be acknowledged. While the number of participants was 
higher than in a typical study, majority of the participants (38 out of 44) were from the same institution. 
They would have received the same training and this may have contributed to the high levels of 
agreement. The participants were shown the visuals that did not include CAD commands or 
environment explicitly. However, due to their training, which included CAD systems, they could have 
conceivably linked the aesthetics of the visuals to a CAD system. This may have inadvertently 
affected the gestures performed in Part 1 of the study or the activities the participants chose to 
perform in the Part 2 of the study. Finally, as more extensively discussed in Section 7.2, the VR 
portion of the evaluation was limited by the capabilities of the technology used to implement it and it 
should be revisited in the future when technology is more developed and all of the gestures can be 
implemented seamlessly. 
 
Observing the study set up and its effect on the outcomes, three areas were identified where 
introducing further methodological changes could lead to enhanced data collection in the future work. 
The conceptual design stage typically does not focus on the detail of dimensions and positioning. The 
study was set up to reflect this, and did not allow participants to focus on details. However, a number 
of participants noted that they might have acted differently if they were required to perform activities 
that were more specific or dimension some elements of the objects created. In the future it may be 
interesting to include dimensioning or positioning capability that requires more precision and compare 
the differences or changes in the gesture vocabulary this may lead to.  
In Part 1 of the study all participants responded to the same activities viewed on the screen and in 
Part 2 they were free to devise their own activities in order to achieve the visualised outcome. 
Following the analysis it was noted that agreement rates were at significant levels for a larger number 
of activities in Part 1 of the study. The authors believe that this is largely due to the lower numbers of 
repetitions for each activity in Part 2, as more varied activities were chosen by the participants. In any 
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future study where the activity definition is at least partially in the hands of the participants, a larger 
number of participants should be included and the study performed until the repetition numbers for 
individual activities observed are at comparable levels. 
During the coding, it was noticed that gestures for Bend, Sculpt, Multiply/Pattern, Loft and Undo 
depended highly on the shape of the object being manipulated. Undo was occasionally performed 
using a symbolic gesture that did not take into account the shape of the object, such as the hand 
emulating a gesture akin to wiping a surface. At times the activity being “undone” was the activity of 
object creation performed in reverse. For example, if a triangle was rotated around an axis during the 
pattern activity, to undo it the pattern activity is performed in reverse i.e. rotation is performed in the 
opposite direction. It may be necessary to modify the data collection practices for the shape 
dependent activities, and explore if shape dependence, in terms of gesture use, is desirable. To do 
this, inclusion of larger variety of different shapes in future studies may be needed.  

8. Conclusions 
A gesture elicitation study was performed including 44 product design engineering students, in order 
to create a novel user based vocabulary of gestures for conceptual design. The aim of the study was 
to discover which gestures designers would use during conceptual design if they were not influenced 
by what was achievable using existing technology. Performed gestures were parsed, sketched and 
coded based on the adopted taxonomy, following the user based gesture elicitation approach 
established in the field of HCI. Then they were categorised based on the hand form and the path 
travelled, in a number of categories and sub categories. Statistical analysis including combination of 
AR (agreement rate) and Fleiss κ were used to determine which gestures should be added to the 
consensus set for the gesture vocabulary for both parts of the study. Chi square analysis was then 
applied to the categories of gestures in order to determine the likelihood of number of repetitions for 
each category occurring by chance. Following Chi square analysis, a number of categories were 
disqualified from the consensus set, and then consensus sets for part one and part two of the study 
were merged into a unified consensus set of gestures for conceptual design. This consensus set 
represents the variants for 20 in-air gestures frequently used during conceptual design. A variant of 
the consensus set has been refined via evaluation activity performed using other professionals, in 
order to achieve higher adoptability of gestures by inexperienced users and reduce need for gesture 
learning. Gesture vocabulary was evaluated using abstract evaluation, employing participants’ 
imagination, and a subset of most frequently repeated gestures within the vocabulary was also 
evaluated using VR hardware. VR evaluation demonstrated that gesture vocabulary elicited from 
participants without consideration for technology may need to be re-evaluated once the suitable 
technology is chosen for its practical implementation, as it may require modifications.  
Effect of object shape was noticeable for more complex modification activities such as pattern or 
undo, where the gesture performed was often not generic but closely linked to the shape of the object 
being modified. These types of activities may require further exploration in future studies. However, it 
has been found that for majority of frequently performed conceptual design activities, gestures elicited 
from the user show significant agreement across the sample, and the resulting vocabularies of 
gestures for conceptual design have the potential to inform future human computer interaction 
development. 
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