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Abstract 

Structure analysis is an important step in the process of developing new solid forms of active 

pharmaceutical ingredients (APIs) and agrochemical ingredients (AIs) as it can provide a 

starting point for related structures to be designed and represents an intellectual property (IP) 

opportunity. 

This thesis investigates the complementarity of XRD and solid-state magic-angle 

spinning (MAS) NMR, alongside density functional theory (DFT) calculations, for the 

characterisation of five related pyridine based molecules, each co-crystallised with fumaric 

acid. Structures and stabilities were investigated using both single crystal and powder XRD at 

a range of temperatures, 1H MAS, 13C cross polarisation (CP) MAS solid state NMR spectra 

and 1H-1H, 1H-13C and 14N-1H 2D correlation experiments and thermogravimetric analysis 

(TGA) and differential scanning calorimetry (DSC). DFT-based geometry optimisations were 

performed with the unit cell parameters both fixed and variable to investigate the convergence 

of structures recorded at different temperatures and calculations of the NMR parameters were 

conducted for both the full crystal structures and for isolated molecules from within the 

structures, highlighting the intermolecular interactions present. 

Chapter 3 identifies the loss of the base molecule, through slow evaporation, from the 

system, resulting in formation of crystalline fumaric acid in the affected regions. Splitting of 

reflections in the powder XRD patterns was linked to the existence of a second ‘polymorph’, 

which shows noticeable variation in unit cell parameters while maintaining the overall 

molecular packing. Chapter 4 investigates the co-occurrence of at least three multicomponent 

forms from the same crystallisation media, isolates the transitions between the structures (from 

hydrated to anhydrous) and identifies methods both for improving the selectivity of their 

formation and allowing their co-identification by NMR. In Chapter 5 the multicomponent 

forms of three substitutional analogue bases are compared, one of which shows evidence of 

polymorphism. Chapter 6 presents the trend in the 14N shift with crystal form for tertiary amine 

nitrogens as well as classifying common bonding patterns which, in a Cambridge Structural 
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Database (CSD) search, show significant differences in incidence depending on crystal form. 

Two chemical environments that show significant differences between experiment and 

calculation are also identified.  
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Figure 4.1: The difference between 26L (left) and 26AMP (right), consisting of replacement of a methyl 

group with an amino .......................................................................................................................... 103 
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Figure 4.12: Variation in volume of the unit cell with temperature for 26AMP:F0.5:(H2O)2 (top), 

26AMP2:F:H2O (middle) and 26AMP2:F:FA0.5 (bottom). Error bars show the estimated standard 

deviation in the unit cell volume but are too small to see for 26AMP:F0.5:(H2O)2 and 26AMP2:F:H2O.
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Figure 4.13: 1H (600 MHz) one-pulse MAS (60 kHz) spectra of 26AMP:F0.5:(H2O)2 (top), 

26AMP2:F:H2O (middle) and 26AMP2:F:FA0.5 (bottom) with stick spectra corresponding to GIPAW 

calculated chemical shifts for the geometry optimised crystal structures. The assignments to each 

proton, labelled in the structures on the right, are given. ................................................................... 122 

Figure 4.14: 1H (600 MHz) DQ MAS (60 kHz) NMR spectra of 26AMP:F0.5:(H2O)2 (top), 

26AMP2:F:H2O (middle) and 26AMP2:F:FA0.5 (bottom) recorded with one rotor period of BaBa 

recoupling. The base contour level is at 4.5%, 6.2% and 28.6% of the maximum peak height, 

respectively. Blue and green contours correspond to positive and negative intensity respectively. The 

dashed diagonal line indicates the δDQ = 2δSQ diagonal, while horizontal lines indicate a DQ peak at the 

sum of the two SQ peaks for dipolar coupled unlike protons. ........................................................... 124 

Figure 4.15: 14N-1H HMQC MAS (60 kHz) spectra of (a) 26AMP:F0.5:(H2O)2, (b) 26AMP2:F:H2O and 

(c) 26AMP2:F:FA0.5 recorded with 8 rotor periods of R3 recoupling (τRCPL = 133.6 μs). Spectra were 

recorded at ν0 (1H) = 700 MHz (a) and 600 MHz (b and c). .............................................................. 128 

Figure 4.16: 1H-13C CP-MAS (12.5 kHz) spectra of 26AMP:F0.5:(H2O)2 (top), ν0 (1H) = 600 MHz, and 

26AMP2:F:FA0.5 (bottom), ν0 (1H) = 500 MHz, with stick spectra corresponding to GIPAW calculated 
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26AMP:F0.5:(H2O)2 recorded using FSLG 1H homonuclear decoupling in t1 with calculated (GIPAW) 
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Figure 4.18: 1H (600 MHz)-13C HETCOR MAS (12.5 kHz) NMR spectra of 26AMP2:F:FA0.5 recorded 

using FSLG 1H homonuclear decoupling in t1 and a CP transfer duration of (a) 200 μs and (b) 500 μs. 

The base contour level is at 6.4% of the maximum peak height. ....................................................... 133 

Figure 4.19: Final multiphase Rietveld fit for 26AMP2:F:FA0.5, showing the experimental (black 

crosses), calculated (red upper line) and difference (grey lower line) PXRD profiles. Tick marks 

indicate peak positions. For refinement parameters, see Table A2.2 in Appendix 2. ........................ 137 

Figure 4.20: 1H (600 MHz)-13C CP-MAS (12.5 kHz) NMR spectra (left) and 1H (600 MHz) one-pulse 

MAS (60 kHz) NMR spectra (right) of 26AMP:F0.5:(H2O)2 before (top) and after (bottom) heating to 

70 °C, with stick spectra corresponding to GIPAW calculated chemical shifts. ................................ 140 

Figure 4.21: Transformation diagram for the three multicomponent forms determined for 26AMP and 
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Figure 5.1: The difference between 25L (left), 25AMP (centre) and 52AMP (right), consisting of 

replacement of a methyl group with an amino and reversal of the substitution. ................................ 146 

Figure 5.2: A single plane in the packing of (a) 25AMP:F0.5:FA0.5 and (b) 25L:F0.5:FA. (c) The two FA-
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Figure 5.3: Packing of 52AMP:HF showing (a) the acid chain, the paired acid chains linked through 

the 52AMP molecules viewed (b) along the c axis and (c) along the a axis, and (d) a set of paired chains 

joined by the smaller ring motif. ........................................................................................................ 150 

Figure 5.4: Final Rietveld fit for (a) 52AMP:HF, (b) 25L:F0.5:FA and (c) 25AMP:F0.5:FA0.5 at room 
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Figure 5.5: 1H (600 MHz) one-pulse MAS (60 kHz) and 1H-13C CP-MAS (12.5 kHz) spectra of (a) 
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 Solid-State Forms and the Structural 

Characterisation of Pharmaceuticals and 

Agrochemicals 
 

 

The development of multicomponent forms, such as salts and cocrystals, is utilised by both 

the pharmaceutical and agrochemical industries to alter the physical properties of active 

pharmaceutical ingredients (APIs) and active ingredients (AIs). As a consequence there is a 

need for detailed structural characterisation of such systems. As the practice is far more widely 

researched and utilised within the pharmaceutical industry, due to the propensity for products 

to be administered in solid form, the use and development discussed here will largely be in 

the context of APIs. As AIs are generally dissolved to be sprayed onto crops, the solubility 

and dissolution profile are far less critical compared to in APIs, where their improvement is 

one of the key driving forces behind multicomponent development. Although it remains 

crucial to understand the solubility and dissolution of AIs, they require modification far less. 

There are, however, areas in which the development of multicomponent forms can be of use 

within the agrochemical industry and these will be commented on. 

 

1.1. Multicomponent Forms 

Attempting to change the solid-state chemistry of products is a standard requirement within 

the pharmaceutical industry and by varying the solid form, modified physical properties can 

be produced without changing the API pharmacology. To this end, salt formation has been 

common practice for more than 25 years1 although in the last decade or so cocrystals have 

also been included in the search for the optimum solid form.2-5 The promise of cocrystals has 

not yet been reflected by significant inclusion into products however, possibly due to 

regulatory uncertainty and limited proof of their effectiveness in vivo. Recent regulatory 

changes introduced by the U. S. Food and Drug Administration and reviews from the 

European Medical Agency may improve things, however, as they suggest a shift towards 
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classifying systems by the final properties and uses of each form, rather than more prescriptive 

definitions (salt vs. cocrystal).6-8 

A major driving force in the pharmaceutical industry is to improve the solubility, 

bioavailability and thermal stability of products along with numerous other physical 

characteristics, such as manufacturing properties like flow characteristics, hygroscopicity, 

particle size, filterability and compressibility. 65-70 % of APIs are developed as solid form 

products and crystalline forms are preferred for ease of synthesis, rejection of impurities and 

as they generally have better stability than amorphous forms.9 The need for effective property 

alteration strategies is of increasing importance as it is estimated that in excess of 60% of new 

APIs under development are poorly soluble.10, 11 Finding the optimal solid form involves a 

broad screening process to ensure that the crystallisation landscape is thoroughly explored, 

discovering the extent of polymorphism and potential multicomponent forms available (Fig. 

Figure 1.1: The different possible solid-state crystal forms for a generic API (modified from Vioglio et 

al.).9 Salt cocrystals of type (a) and (b) are also referred to as cocrystal of a salt and salt of a cocrystal, 

respectively. 
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1.1). To allow for ease of manufacture and the best stability, generally the most 

thermodynamically stable form should be chosen.12 Newly determined forms represent an 

intellectual property (IP) possibility,13 through either new patents or patent extensions.14 It is 

accepted that the bonding behaviour of salts and cocrystals is similar but there is tension added 

to classifications within industry by the regulatory requirements and IP potential. A detailed 

definition of the new phase is required for patenting and the correct characterisation is 

therefore considered crucial.6 As increasing dissolution and absorption of the API15, 16 also 

changes its bioavailability, thorough investigations are required for new forms as there is a 

chance of adverse effects. 

 

1.1.1. Salts 

Salts have been used for ~ 60 years and account for more than 50 % of drugs on the market.9 

They are defined as being a ‘chemical compound consisting of an assembly of cations and 

anions’ by IUPAC.17 To ensure charge balance to the supramolecular structure, the 

stoichiometry of salts must be exact.9 

 

1.1.2. Cocrystals 

Cocrystals have been the subject of much debate at both a chemical and regulatory level. The 

most general definition includes all non-covalently bound multi-component forms, 

particularly solvates and some metal complexes, although the addition of excluding salts and 

solvates narrows it to the more generally used definition: a system consisting of multiple 

components that are neutral and independently solid at room temperature.9 The effect of 

cocrystal formation on the properties is similar to that seen for salts as the two forms represent 

the extremes of a continuum of proton transfer, which results in cases where the definition of 

a system as a cocrystal or a salt can be based on the position of a single proton.6 In some cases 

proton transfer can vary depending on temperature, creating additional challenges for 

classification. There was initial reticence to view salts and cocrystals as part of a continuum18 
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but this has changed as more evidence has been generated, and many now use more of a Venn 

diagram of forms19 to classify systems (Fig. 1.2). 

 

1.1.3. Cocrystals of Salts 

Cocrystals of salts contain a mixture of ionic and neutral forms of one of the components20 

(some groups also refer to salts of cocrystals, depending on whether the interaction between 

hetero-molecules is ionic or neutral).19 It is possible to define a category of salt cocrystals as 

having a mix of ionic and neutral APIs and co-formers/counter ions within the unit cell (which 

both of the above would fall into) as done by Voiglio et al in Fig. 1.1.9 Cases where the API 

is present in both neutral and ionised forms are attractive as both have the same pharmaceutical 

activity, allowing the potential to maintain drug loading and gain the improved manufacturing 

performance of a salt without increasing hygroscopicity, as seen for sodium valproate valproic 

acid.21, 22  

 

Figure 1.2: Venn diagram approach to the classification of multicomponent crystal forms. Names of 

forms are chosen to be consistent with their usage in this work (adapted from Grothe et al.2016).19 



5 

 

1.1.4. Solvates 

Solvates are systems that contain solvent molecules within the crystal lattice, with the term 

hydrate used where the solvent in question is water. The choice is generally made to 

distinguish solvates by whether or not a component is liquid or solid at 293.15 K, room 

temperature (RT), which is a practical if somewhat arbitrary definition.6, 9, 20 If a crystalline 

system has the same structure following de-solvation, it is termed pseudo-polymorphic, 

whereas instances where the structure changes are polymorphic solvates.20 

Solvent association can take a range of forms: adsorption onto the surface; adsorption 

and absorption into disordered regions or defects; inclusion as liquid pockets during crystal 

growth; and inclusion as part of the crystal packing within the unit cell. Amorphous and 

disordered systems generally have larger volumes with less tightly packed molecules and 

weaker intermolecular interactions so they tend to show greater solvent association than 

crystalline systems.23, 24 The introduction of solvent can lead to significant problems by 

introducing disorder and creating metastable systems25-27 but it can also have a positive effect. 

Solvent molecules within the lattice can form strong interactions, e.g. hydrogen bonds (H-

bonds), with APIs, potentially improving the stability of metastable systems28 and sometimes 

leading to the formation of flexible clusters.29 Instances of solvent molecules taking the role 

of space fillers to stabilise the structure without the presence of strong interactions have also 

been seen.30 

Water is exceptionally abundant on earth and has a unique chemistry which allows it 

to form interactions through a variety of mechanisms, including H-bonding and Van der Waals 

interactions through dispersion forces and induced dipoles.24, 31 The orientation of the 

molecule’s two H-bond acceptors (the oxygen lone pairs) and two H-bond donors allows them 

to form both tetrahedral networks as well as multiple interactions with the components of the 

crystal system.20 Charged ions interact strongly with polar molecules such as water,32 as 

clearly evidenced by the proportion of hydrates in the Cambridge Structural Database (CSD) 

that involve highly polar molecules being found to account for more than 90 % of structures.33 
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In the case of salts that have a single strong ionic interaction, where the rest of the molecular 

surface is left exposed and weakly ionic, hydrate formation is promoted as the remaining 

molecular surface can be stabilised by association with water.29 This can lead to instabilities 

within the crystal lattice so is not generally sought after. The polarity association also explains 

why hydrate formation is less common within cocrystal systems.6 

 

1.1.5. Amorphous Solids 

Amorphous solids represent an alternative development route to the crystalline forms 

discussed above. They are classified as solids that have a random structure without long range 

order, containing only short range order.20, 34 They show diffuse X-ray diffraction (XRD), no 

melting endotherm and no symmetry.34 Mesophase systems (such as ionic liquids) show 

intermediate symmetry.35 

 

1.1.6. pKa 

pKa represents the pH at which the solubilised population is 50% charged and 50% neutral. 

For a difference in pKa between two components of more than 2-3, proton transfer is 

considered essentially complete, with the system generally forming a salt, whereas for a 

difference < 2 it is difficult to predict which form will occur.36 However, the use of the 

empirical pKa rule to determine crystal form is highly debated as the parameters are not 

determined in the solid state and so their applicability is questionable. It is considered to hold 

well for salt formation where ∆pKa > 3, but for components where ∆pKa is lower, the 

classification is less certain and detailed characterisation to determine the proton position is 

required as it impacts upon the interaction energies and can have a significant effect.37-40 It has 

also been noted that there is some dependence on the base : acid ratio and the pressure under 

which formation occurs.41, 42 
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1.2. Molecular Interactions 

Non-covalent and supramolecular interactions within crystals can be difficult to characterise 

and understand due to the close packing of molecules in three dimensions. Only a full 

understanding of the contribution of each interaction to the overall stability would make it 

possible to confidently predict which structure is the most stable and even then such a structure 

might not be experimentally accessible as the intricacies of the energy landscapes for 

nucleation and crystal growth are poorly understood. Although, judging by the recent 

Cambridge Blind Tests,43 crystal structure prediction (CSP) methods have made great progress 

in accurately predicting energetically feasible structures, the ability to determine the most 

probable for a given set of crystallisation conditions remains impractical, let alone deriving 

the conditions for a given structure.44 Multicomponent systems are even more challenging for 

CSP, although not impossible.45 Despite the increased number of degrees of freedom, some 

success has been possible from the addition of more empirical constraints  – for example, 

ternary cocrystals (with three components) have been both designed and synthesised by 

Aakeroy et al. and Adsmond et al., utilising an understanding of supramolecular synthons 

(discussed below) and, in the latter case, pKa values and H-bond basicity.46, 47 

The need in the above examples of additional constraints suggests that, development 

of increasingly powerful CSP methods aside, a thorough understanding of the key interactions 

that maintain crystal structures is essential to the further development of crystal prediction and 

engineering, particularly for the next step of accurately predicting the physical properties for 

each potential structure.48 Many different intermolecular interactions can affect crystal 

packing and it is important to understand the role and characteristics of each. Some relevant 

examples are introduced below. 

Hydrogen bonding This is one of the most important interactions as it’s so ubiquitous. 

They can range in strength but typically have energies between 4-

60 kJ mol−1,49 with most of those discussed in this work considered 

‘strong’ with energies of ~17 kJ mol−1 and above.50 They are 
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A balance which optimises all the potential interactions and minimises the overall energy leads 

to the formation of the final crystal structure. When a favoured close packing is at odds with 

preferred H-bonding, the likelihood of polymorphism increases because of the trade-off 

directional and can persist into solution giving it an important role 

in the association of the API and conformer prior to 

crystallisation.6 

π-π These interactions can be face to face or face to edge and play an 

important role in stabilising systems with aromatic rings.51, 52 

Ion-π They can be equivalent in strength to a H-bond so they tend to form 

in systems whenever suitable components are present.53 

Halogen bond A closed shell interaction between an electron deficient σ-hole and 

a covalently bonded halogen that lies opposite it. They are not as 

strong as H-bonds but often occur simultaneously to them in 

halogen containing systems.54 

Closed shell The broader set of interactions under which halogen bonds fall. 

Other forms, which are less common, include aurophilic and 

argentophilic interactions55 (in gold and silver complexes, 

respectively) and secondary bonding.56 

Van der Waals The most important interaction but hard to understand or control. 

Molecules like to be close packed with as little empty space within 

the structure as possible. Stabilisation by van der Waals forces is 

proportional to contact surface area. Non-self complementary 

shapes are likely to incorporate other molecules, possibly leading 

to a propensity for salt and cocrystal formation57  but also to the 

generation of solvates (particularly where API and conformer are 

not complementary).6 



9 

 

between the two. Alternatively, the number of independent units in the crystallographic unit 

cell, Z’, will be greater than 1.58 

Supramolecular synthons59 are patterns of intermolecular interactions that occur 

frequently and are therefore predictable and reproducible (Fig. 1.3), with the robust motifs 

conserved across a family of structures.60 For example, the formation of carboxylic acid 

dimers, amide NH···O motifs, π-stacking and halogen bonding are all regularly exhibited by 

molecular crystals, recognition of which has led to their use in the rational design of numerous 

cocrystals.2, 4, 6, 19, 61-66 A part of their success within crystal engineering is the hierarchy 

between different synthons, with analysis of the CSD providing likelihoods of certain 

synthons forming given the presence of other structural moieties. For example, formation of 

the pyridine-hydroxyl synthon appears as near certain in the absence of other H-bonding 

moieties.67 This is particularly useful for determining whether co-crystallisation of the 

components is more or less likely than a mixture containing phases of the isolated forms. 

The carboxylic acid group is particularly versatile in crystal engineering due to its 

ability to form both a homo-synthon as well as wide range of hetero-synthons, one of which 

in particular has been extensively studied, that of carboxylic acid with a heterocyclic base.60, 

Figure 1.3: Examples of common supramolecular synthons (taken from Berry et al.).6 
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61, 68, 69 It is also generally accepted that they allow easy distinction of crystal form, as the C-

O bond lengths of carboxylate have been found to be very similar, while they differ in the 

neutral molecule (C-OH ~1.2 Å, C=O ~1.3 Å).9 Both the homo- and hetero-synthons of 

carboxylic acid are integral to the structures discussed in this work. 

A more general method of defining both local patterns of H-bonding and longer range 

structures has also been developed based on graph notation.70, 71 Within this notation, different 

types of hydrogen bonds and patterns can be distinguished simply. Each motif is described by 

𝐗𝐚
𝐝(𝐧), where X denotes the type of pattern (C – chain, R – ring, D – dimer and S – 

intramolecular), the superscript and subscript refer to the number of H-bond donors and 

acceptors involved, respectively, and n is the number of atoms involved in the entire repeat 

unit. This convenient shorthand is utilised for crystal structure descriptions throughout this 

work. 

 

 

1.3. Key Properties of Pharmaceutical and Agrochemical Solids 

Although most widely associated with changing dissolution, the formation of multicomponent 

systems can affect a wide range of manufacturing and biopharmaceutical properties that are 

crucial to successful development and use. Some of those most commonly altered are outlined 

here: 

Dissolution Increased rates are generally desired and have been reported for 

both salts and cocrystals in vitro (and in vivo for salts).1, 60, 72 

Conversely, some systems show delayed dissolution compared to 

the native API/AI, which notably has potential applications within 

the agrochemical industry (e.g. by slowing the rate at which the AI 

is washed off leaves).73 

Melting point Crucial for determination of physical stability and appropriate 

design of a manufacturing route since processes such as milling 
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It is clear that as well as improving manufacturability, altering the dissolution and pharmaco-

kinetics or pharmacodynamics will have a significant impact on the API/AI’s release profile 

and dosage efficiency. 

 

 

1.4. Characterisation of Pharmaceutical and Agrochemical Solids 

Structure determination of any crystalline compound is most commonly achieved by XRD 

with single crystal XRD (SXRD) the cornerstone of structure solution, particularly for 

organics, while powder XRD (PXRD) is utilised as a powerful fingerprinting tool, signalling 

and roller compaction will increase the temperature whereas 

others, like hot melt extrusion, require melting.74, 75 An analysis 

shows that the melting point of the multicomponent system is 

between that of the API/AI and the co-former in ~51 % of cases 

but it can be either above or below.76 

Hygroscopicity Cocrystals are more resistant to hydration than salts (although not 

necessarily more resistant than the isolated API). As hydration can 

impact the utility and stability of the product, this is one of the 

driving factors behind cocrystal investigation.77 

Compression Roller compaction and tabletting need good compression 

characteristics. They can be modified with excipients during 

formulation but it is sometimes necessary to consider the API’s 

property when a high drug loading is required.78-81 Co-

crystallisation has been shown to have an impact, but it is not 

straightforward.82-84 

Pharmacokinetics 

and -dynamics 

The effect of body on drug and drug on body, respectively. Impact 

of salt or cocrystal formation is complex and still unclear.76 
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the presence of or changes to already determined structures. Knowing the crystal structure of 

a solid form allows modelling and prediction of properties as well as providing a starting point 

for related structures to be designed. This is therefore an important step in the characterisation 

of a product. However, XRD, like all techniques, has several limitations and the use of 

complementary methods can therefore be of great benefit. When dealing with organic 

molecules, the most obvious of these is that single crystals of sufficient size and quality are 

not necessarily available at the development stage. This problem has been exacerbated in 

recent years by the move towards greener chemistry, with an increasing use of solvent free 

methods such as kneading, grinding and co-melting, all of which produce microcrystalline 

powders.85-87 The use of dehydration or de-solvation of solvate forms also tends to cause 

crystals to crack.88 It is possible to solve the crystal structure from PXRD data but the 

compression of the data into a single dimension means that advanced data analysis techniques 

are required, such as direct space methods and genetic algorithms.89-92 As such, 

complementary information can greatly improve success rates, with solid-state nuclear 

magnetic resonance (NMR) able to provide key data.93-95 

As expanded upon in Chapter 2, nuclear spins are very sensitive to their local 

environments, allowing a wealth of information on the local to intermediate length scales to 

be probed. Many of the interactions involved are anisotropic (orientation dependent) which 

leads to broad lineshapes in the solid-state, whereas in solution NMR these are averaged by 

the rapid molecular tumbling, producing narrow resonances influenced by the isotropic 

components. The development of magic angle spinning (MAS) in the late 1950’s was vital to 

improving solid-state resolution as it achieves averaging of the anisotropic interactions.96-98 

Ongoing advances in hardware and pulse sequences, alongside the development of 

computational methods, has led to the emergence of the field of NMR crystallography.99-103 

The information inherent  to NMR spectroscopy, notably chemical shift, dipolar interactions, 

spin diffusion, chemical shielding tensors and quadrupolar couplings, provides insight into the 

crystal symmetry, Z’, atomic proximities and bonding arrangements and molecular orientation 

as well as dynamics and the presence of different phases within a system. Used alongside 
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molecular modelling and/or quantum mechanical calculations, this information can aid in the 

development, characterisation and validation of structures.9, 104, 105 The use of density 

functional theory (DFT) calculations to both geometry optimise and determine NMR 

parameters (by employing the gauge-including projector-augmented wave (GIPAW) method) 

is particularly powerful.103, 106, 107 

As XRD is inherently insensitive to low atomic number elements, hydrogen atoms are 

essentially invisible because they have so few electrons. Most hydrogens will therefore be 

placed at chemically sensible positions, rather than being found in the electron density map, 

limiting the detail that can be provided on the hydrogen moderated intermolecular interactions 

by XRD. In particular, determining the crystal form with confidence can be challenging as the 

overall geometry of the molecules may not differ noticeably despite the change in 

ionisation.108, 109 For example, the geometry of the pyridine-carboxylic synthon is expected to 

be similar for both salts and cocrystals despite the sensitivity to proton position of the 

surrounding energy landscape.38 Neutron diffraction can be utilised to provide accurate 

hydrogen positions, as the neutrons interact with the nuclei of atoms rather than the electron 

shell and scattering does not increase as a function of atomic mass, unlike the case for X-

rays.110 Like NMR, it is often used as a complementary technique to XRD as the weaker 

diffraction of neutrons means it requires larger sample sizes that often make obtaining single 

crystals unfeasible, with the presence of positive and negative scattering lengths adding further 

complications.111-113 Analysis of hydrogen bonding networks and hydrogen dense systems is 

difficult, however, as hydrogens produce a very large inelastic scattering which means 

samples generally need to be deuterated. Another drawback is that neutron diffraction requires 

a nuclear reactor or spallation source to generate neutrons so it is only available at a limited 

number of sites and therefore cannot be implemented as a standard technique. The wider 

availability and access to solid-state NMR make the development of its use as a 

complementary crystallographic method highly desirable. NMR crystallography is 

particularly useful when determining crystal form (salt/cocrystal/etc.) or investigating H-

bonding motifs and networks.114-118 The same phenomena in NMR which can facilitate 
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structure determination also allows both weak and strong intermolecular interactions to be 

interrogated, with the 1H chemical shifts in particular inherently sensitive to local 

interactions.119 

When performing calculations of the NMR parameters relating to a crystal structure, 

a comparison of the chemical shifts calculated for the full crystal structure to those calculated 

for individual isolated molecules, as extracted from the geometry optimised crystal structure, 

can provide additional insight into the crystal packing.118, 120-124 The difference between the 

crystal and isolated molecule chemical shifts indicates the presence of intermolecular 

interactions, with changes of more than 1 ppm being considered significant. Positive values 

of ΔδCrystal − Molecule are attributed to the presence of hydrogen bonding, while negative values 

arise due to ring currents from C−H···π interactions and π- π stacking.115, 120, 121, 125  

 

 

1.5. Thesis Outline: Systems Investigated and Their 

Characterisation 

1.5.1. Systems 

The primary systems studied within this work result from the co-crystallisation of a set of 

methyl or amino substituted pyridines with fumaric acid. Fumarate (F), or hydrogen fumarate 

(HF), is a pharmaceutically acceptable counterion for salt formation and is already employed 

to improve the properties of various APIs, including Fe3+ ions, bisoprolol and tenofovir 

disoproxil.126 Fumaric acid (FA) is a di-carboxylic acid that has three possible conformations 

which are energetically similar, with either both carboxylic groups in s-cis configurations (two 

s-cis), one in s-cis and one in s-trans (s-cis/s-trans) or both in s-trans configurations (two s-

trans) (Fig. 1.4, left to right). Computational studies have found that they differ in energy by 

~3-5 kJ mol−1, with the two s-cis conformation having the lowest energy and being the form 

present in the room temperature crystalline solid, although experimentally they are observed 

to be even closer in energy, ~1 kJ mol−1, with approximately equal amounts of each conformer 
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present.127, 128 Each of the five pyridine molecules studied in this work are related by a change 

in substitution position and/or a change of the substituent between a methyl group or an amino 

group, specifically two dimethylpyridine (lutidine) isomers and three amino-methylpyridine 

isomers. As shown in Fig. 1.4, the chosen molecules are 2,6-lutidine (26L), 2,5-lutidine (25L), 

2-amino-5-methylpyridine (25AMP), 5-amino-2-methylpyridine (52AMP) and 2-amino-6-

methylpyridine (26AMP). These bases show a wide range of physical characteristics, with 

melting points ranging between −15 °C and 287 °C and the known pKa values varying between 

6.18 and 7.41 (Table 1.1).  

Table 1.1: Physical properties for each component in Figure 1.4. 

Component 
Melting 

(°C) 

Boiling 

(°C) 
pKa ∆pKa

a H-bond 

donors 

H-bond 

acceptors 

FA 287129 290129 
3.02 & 

4.54130 
- 2 4 

26AMP 40-44131 208-209131 7.41132 4.38 1 2 

25AMP 76-77133 227133 7.22134 4.19 1 2 

52AMP 95-99135 - - - 1 2 

25L -15136 157136 6.40130 3.47 0 1 

26L -6137 143-145137 6.65130 3.62 0 1 
a Compared to the value for removing the first carboxylic acid proton from FA. 

Figure 1.4: Component molecules used to make the multicomponent systems studied in this work. The 

three possible conformations of fumaric acid (FA) are shown at the top, two s-cis, s-cis/s-trans and two 

s-trans (left to right). The five bases used are 2,6-lutidine (26L), 2,5-lutidine (25L), 2-amino-5-

methylpyridine (25AMP), 5-amino-2-methylpyridine (52AMP) and 2-amino-6-methylpyridine 

(26AMP). 
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The resulting multicomponent solid-state forms reported in this thesis include four previously 

published structures and three newly determined structures. The four published structures are 

found in the CSD,138 and are available from the Cambridge Crystallographic Data Centre 

(CCDC) with the CCDC references and deposition numbers given in Table 1.2. 

Table 1.2: Previously published structures downloaded from the CCDC with relevant references and 

multicomponent form. 

 

No crystal structures have previously been published for the other three solid state forms 

(Table 1.3), which have been determined within the course of this study. They have been 

deposited with the CSD. 

Table 1.3: New structures whose structure determination is presented in this thesis, with the CCDC 

deposition number and multicomponent form. 

Name Thesis code 
Lit. 

reference 

CSD 

reference 

Deposition 

no. 

Form 

and base 

2,6-lutidinium 

hydrogen fumarate  
26L:HF Pan et al.139 MIBYEB 181445 

Salt with 

26L 

2,5-lutidine hemi-

fumarate fumaric 

acid  

25L:F0.5:FA 
Haynes et 

al.140 
RESGEC 615314 

Cocrystal 

of a salt 

with 25L 

2-amino-5-

methylpyridinium 

hemi-fumarate 

hemi-fumaric acid  

25AMP:F0.5:FA0.5 
Hemamalini 

et al.141 
DUTNUC 788456 

Cocrystal 

of a salt 

with 

25AMP 

2-amino-6-

methylpyridinium 

hemi-fumarate 

dihydrate  

26AMP:F0.5:(H2O)2 
Selyani et 

al.142 
COGCIN 1521964 

Salt 

hydrate 

with 

26AMP 

Name Thesis code Deposition no. Form and base 

5-amino-2-methylpyridinium 

hydrogen fumarate 
52AMP:HF 1952142-3 Salt with 52AMP 

Bis-(2-amino-6-

methylpyridinium) fumarate 

monohydrate 

26AMP2:F:H2O 1952132-40 
Salt hydrate with 

26AMP 
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As shown in Tables 1.2 and 1.3 and Fig. 1.5, there are three cocrystal of salt systems, two salts 

and two salt hydrates. The absence of a cocrystal is not surprising considering the pKa of 

fumaric acid (3.02 for the first proton and 4.38 for the second) and, therefore, the resulting 

difference in pKa (∆pKa) between the acid and any given base is less likely to be smaller than 

3.37-40 As discussed above, the boundary between cocrystal and salt is a continuum, however, 

with borderline cases and those falling around the boundary less easily predicted. For some 

combinations, the same components are able to crystallise in both neutral and ionic forms as 

well as more disordered systems (e.g. cocrystals of salts, etc.). In some cases a range of crystal 

forms can be produced from the same crystallisation media.140  

As can be seen in Table 1.1, all of the components have a ∆pKa of more than three 

compared to fumaric acid (although this has not been calculated for 52AMP as its pKa is not 

reported in the literature). The expectation is therefore that they will all definitely form salts. 

The smallest difference, ∆pKa = 3.15, corresponds to 25L which forms a cocrystal of a salt 

with fumaric acid but so does 26AMP, which has the largest, ∆pKa = 4.38. It is therefore noted 

that, within this set, there appears to be no correlation between ∆pKa and the likelihood of 

forming a salt as opposed to a cocrystal of a salt, suggesting that the inclusion of both neutral 

and ionic forms of the same molecule is related instead to the packing of the molecules. Both 

25AMP and 26AMP, which have the largest ∆pKa values, form cocrystals of salts, with 

26AMP only forming a classic salt with fumarate when also hydrated. There is also no evident 

correlation between the number of donors and acceptors (see Table 1.1) and the adopted solid 

state forms within this small set, with a mixture of forms seen for both lutidines and among 

the amino-methylpyridines. The combination, and relative positions/orientations of 

substitution, of both donors and acceptors and of groups that introduce steric hindrance (the 

methyl groups) seems to have a bigger impact, as will be explored further in the results 

chapters. 

Bis-(2-amino-6-

methylpyridinium) fumarate 

hemi-fumaric acid 

26AMP2:F:FA0.5 1952129-31 
Cocrystal of a salt 

with 26AMP 
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Figure 1.5: Summary of the multicomponent crystal systems studied in this work. All names are given 

relative to a single base molecule whereas the stoichiometric ratio is here given in terms of the 

asymmetric unit. Coloured boxes indicate the groups in which the structures are discussed in Chapter 

3 (red), Chapter 4 (blue) and Chapter 5 (yellow). Note this Figure is reproduced at the end of this thesis 

to provide a system reference. 
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1.5.2. Aims of Research 

This thesis investigates the complementarity of XRD and solid-state NMR, alongside DFT 

calculations, for the characterisation of the multicomponent crystals of small organic 

molecules introduced in Section 1.5.1. The combined approach is used to probe crystal form, 

stability and H-bonding networks. Both SXRD and PXRD are employed to determine the 

initial structures of each compound and investigate their stability on grinding, with variable 

temperature (VT) experiments conducted for some systems to explore the thermal phase 

transitions and/or the expansion of the unit cell with temperature. DFT-based geometry 

optimisations and GIPAW calculations of the NMR parameters were conducted for both the 

full crystal structure, allowing a comparison with experimental MAS NMR spectra, and for 

isolated molecules from within the structure, to highlight the intermolecular interactions 

present. 1H MAS, 13C cross polarisation (CP) MAS solid state NMR spectra and 1H-1H (DQ-

SQ and SQ-SQ), 1H-13C and 14N-1H 2D correlation experiments were conducted for each 

system. Chapter 2 outlines the relevant theory of the key techniques as well as the 

experimental approaches employed for each. Thermogravimetric analysis (TGA) and 

differential scanning calorimetry (DSC) were also performed for each system to investigate 

their thermal properties. 

The first three experimental Chapters 3-5 focus on the thorough characterisation of 

each system by the general approach outlined above (although some system dependence to 

the approach chosen will be evident). Chapter 3 describes the structure and stability of 

26L:HF, including room temperature degradation due to the volatility of the base, 26L. 

Chapter 4 studies the three structures based on 26AMP and the phase transitions that link each 

of the pseudo-polymorphs. Chapter 5 explores the dramatic effect due to changes in a single 

functional group by comparing the structures of 25AMP:F0.5:FA0.5, 25L:F0.5:FA and 

52AMP:HF. 

The final chapter, Chapter 6, serves to review and compare the above structures, 

identifying trends and intermolecular structural patterns, and also develops more general 
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schemes for prediction and analysis of future systems. A possible solid-state NMR approach 

based on the 14N shift is outlined for determining crystal form for pyridine based systems 

where the crystal structure is unknown. This is based on DFT calculations of the expected 

range of 14N shifts depending on the presence of ionic or neutral H-bonding. Finally, CSD 

searches for both fumarate/fumaric acid and succinate/succinic acid multicomponent crystals 

reveal trends in both crystal form, that reflect their relative pKa, and in the observed 

intermolecular structural patterns. 
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 Theory and Experimental Considerations 
 

 

2.1. XRD 

 

Unless otherwise stated, the theory contained within this Section is based upon that presented in: X-ray 

Crystallography. 2nd ed.; Oxford University Press: Oxford, 2015;143 Fundamentals of Crystallography. 

Second ed.; Oxford University Press: Oxford, 1992;144 and Structure from Diffraction Methods. Wiley: 

Chichester, 2014;145 

 

2.1.1. Crystals 

2.1.1.1. Unit cell and crystal lattice 

Crystalline solids are those that possess long-range order. Theoretically, they are infinite but, 

due to finite size, defects and impurities, they are more practically viewed to consist of 

structures with periodicity over 103-1020 atomic dimensions. The periodic structure is defined 

by the unit cell and the crystal lattice (Fig. 2.1).  

Unit cell Parallelepiped whose shape and contents can be repeated (without 

transformation) to describe the entire crystal. There are generally 

multiple possible choices but the smallest is chosen by convention. In 

three dimensions (3D), the side lengths are denoted a, b and c and the 

internal angles are α, β and γ. 

Lattice Describes the crystal’s periodic structure and the placement of unit cell 

repeats to build the crystal via translational symmetry, defined by lattice 

points with directions described by lattice vectors a, b and c.  

The possible relationships between the six 3D unit cell parameters lead to the definition of 

seven crystal classes, specified in Table 2.1.  
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Table 2.1: The seven crystal classes. 

Unit cell parameters Crystal class 

a = b = c α = β = γ = 90° Cubic 

a = b ≠ c α = β = γ = 90° Tetragonal 

a ≠ b ≠ c α = β = γ = 90° Orthorhombic 

a ≠ b ≠ c α = γ = 90°  β ≠ 90°   Monoclinic 

a ≠ b ≠ c α ≠ β ≠ γ ≠ 90° Triclinic 

a = b ≠ c α = β = 90°  γ =120° Hexagonal 

a = b = c α = β = γ ≠ 90°   Trigonal/Rhombohedral 

 

There are also four possible lattices for 3D structures: primitive (P), body centred (I) 

and two forms of face centred (F and C). As can be seen in Fig. 2.2, in primitive lattices, the 

lattice points are generally located at corners of the unit cell so that each cell contains a single 

lattice point, meaning that the cells contents are not linked by translational symmetry, whereas 

in a body centred lattice, there is an additional point in the centre of each cell with fractional 

coordinates (½, ½, ½), i.e. an atom placed at (x, y, z) will be identical to the atom at (x + ½, y 

+ ½, z + ½). The two face centred lattices have an additional lattice point at either the centre 

of all (F) or one (C) of the unit cell faces. These lattice points therefore sit at the fractional 

coordinates (0, ½, ½), (½, 0, ½) and (½, ½, 0). By convention, when there is only one 

additional face lattice point it lies on the ab face, hence being denoted C. As with the body 

Figure 2.1: Diagram showing the selection of a 2D unit cell and the lattice describing the wider crystal 

structure (left) and a 3D unit cell with side lengths and internal angles labelled (right). 
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centred lattice, each additional lattice point (three or one for F and C, respectively) means that 

any given atom will have an identical one at the distance of the lattice point’s fractional 

coordinates. Combining the possible crystal classes and lattice types leads to fourteen unique 

lattices, known as the Bravais lattices (Table 2.2). 

Table 2.2: The fourteen Bravais lattices. 

Crystal classes Bravais lattices 

Cubic P     I     F 

Tetragonal P     I 

Orthorhombic P     I     F     C 

Monoclinic P     C 

Triclinic P 

Hexagonal P 

Trigonal/Rhombahedral P 

 

The contents of the unit cell are described by the asymmetric unit and the symmetry 

operations of the space group. The asymmetric unit is the smallest group of atoms or 

molecules that can be used to describe the crystal structure. The unit cell usually contains 

multiple copies of the asymmetric unit that are related to each other via symmetry operations, 

e.g. rotations, inversions, reflections and translations (Fig. 2.3). Simple operations can be 

combined to form more complex symmetry elements, such as: 

• Inversion axis (rotation and inversion) 

• Screw axis (rotation and translation) 

• Glide planes (reflection and translation) 

Figure 2.2: Possible 3D crystal lattices. From left to right: primitive (P), body centred (I) and the two 

face centred lattices (F and C). 
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The parameter Z is used to denote the number of formula units within the unit cell, while Z’ 

denotes the number of atoms or molecules within each asymmetric unit. 

Applying these additional symmetry operations to the Bravais lattices leads to the definition 

of 230 distinct space groups. The key systems considered within this work fall into two space 

groups: P1̅ and P21/c.  

• P1̅ is one of the two triclinic space groups. It is the centrosymmetric form of P1. The 

only symmetry elements that correspond to P1 are lattice translations along a, b and 

c whereas P1̅ also possesses a point of inversion, generally defined to lie at the origin. 

• P21/c is a monoclinic space group with a primitive lattice. It has a two-fold screw axis 

along b (a rotation by 180° followed by translation of ½ the lattice vector) and a glide 

plane along c (a reflection followed by translation), resulting in an inversion centre. 

 

2.1.1.2. Crystal planes 

Crystal planes are geometrical constructs to help illustrate the diffraction process (Fig. 2.4). 

Each family of planes intersect all the lattice points and are parallel and equally spaced: 

Miller indices (hkl) indices that indicate the family of planes that intersect the lattice 

vectors at a/h, b/k and c/l. They are always integers, they can be positive, 

negative (commonly denoted by addition of a bar) or zero. 

Figure 2.3: Simple symmetry operations 
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d-spacing dhkl, the distance between neighbouring planes. Its relationship to the 

lattice parameters is dependent on the crystal class (see Table 2.3). 

 

Table.2.3: Definition of the d-spacing for each crystal class. 

Crystal class dhkl in terms of abc and hkl 

Cubic 1

𝑑2
=
ℎ2 + 𝑘2 + 𝑙2

𝑎2
 

Tetragonal 1

𝑑2
=
ℎ2 + 𝑘2

𝑎2
+
𝑙2

𝑐2
 

Orthorhombic 1

𝑑2
=
ℎ2

𝑎2
+
𝑘2

𝑏2
+
𝑙2

𝑐2
 

Monoclinic 1

𝑑2
=

1

sin2 𝛽
(
ℎ2

𝑎2
+
𝑘2 sin2 𝛽

𝑏2
+
𝑙2

𝑐2
−
2ℎ𝑙 cos 𝛽

𝑎𝑐
) 

Triclinic 

1

𝑑2
=

(

 
 
 

ℎ2

𝑎2 sin2 𝛼
+
2𝑘𝑙
𝑏𝑐
(cos𝛽 cos 𝛾 − cos𝛼)

+
𝑘2

𝑏2 sin2 𝛽
+
2ℎ𝑙
𝑎𝑐
(cos𝛼 cos 𝛾 − cos𝛽)

+
𝑙2

𝑐2 sin2 𝛾
+
2ℎ𝑘
𝑎𝑏

(cos𝛼 cos𝛽 − cos𝛾)
)

 
 
 

1 − cos2 𝛼 − cos2 𝛽 − cos2 𝛾 + 2 cos𝛼 cos𝛽 cos𝛾
 

Hexagonal 1

𝑑2
=
4

3
(
ℎ2 + ℎ𝑘 + 𝑘2

𝑎2
) +

𝑙2

𝑐2
 

Trigonal/ 

Rhombahedral 

1

𝑑2
=
(ℎ2 + 𝑘2 + 𝑙2) sin2 𝛼 + 2(ℎ𝑘 + 𝑘𝑙 + ℎ𝑙)(cos2 𝛼 − cos𝛼)

𝑎2(1 − 3 cos2 𝛼 + 2 cos3 𝛼)
 

 

 

2.1.2. Bragg Diffraction 

When radiation is scattered by the crystal lattice, the incoming and outgoing waves are related 

by the Laue equations. As periodic repeat distances in crystalline solids are comparable to the 

wavelength of X-rays, the scattered waves can interfere with each other. In the ordered array 
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of a crystal lattice, scattering from the subsequent lattice planes can produce constructive 

interference if the difference between the path lengths of the scattered waves is equal to an 

integer multiple of their wavelength, λ. The path difference is determined by the interplanar 

spacing, d, and the angle of incidence of the radiation, θ (Fig. 2.5). Constructive interference 

occurs when: 

 2𝑑 sin𝜃 = 𝑛𝜆 
(1) 

 

where n is an integer. First derived by W. H. and W. L. Bragg in 1913, Eqn. 1 is commonly 

referred to as the Bragg condition. When it is met, a diffraction peak is produced, known as a 

Bragg peak. The net scattering angle, with respect to the incident beam, is 2θ. 

 

 

Figure 2.4: Three examples of crystal planes described by different Miller indices. 

Figure 2.5: Schematic of Bragg diffraction 
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2.1.2.1. Reciprocal lattice 

The reciprocal lattice is the Fourier transform (FT) of the direct crystal lattice which exists in 

momentum space, k-space. A set which contains an infinite number of crystallographic planes 

in the direct lattice can be represented by a single vector, or the point at the end of a vector, in 

the reciprocal lattice. As the momentum difference between incoming and diffracted X-rays 

of a crystal is a reciprocal lattice vector, the diffraction pattern of a crystal can be used to 

determine the reciprocal vectors of the lattice. The symmetry is maintained in k-space but 

diffraction peaks are represented only by reciprocal lattice points with varying intensity 

(whereas all unit cells are the same in direct space). 

 

2.1.2.2. Fourier transforms 

There are two numerical values associated with each reflection in the diffraction pattern, the 

amplitude |F| and the phase φ of the resultant diffracted wave (only the amplitudes are obtained 

experimentally). Each resultant wave is labelled by its Miller indices and can be written in a 

coordinate representation as:  

 𝐹(ℎ𝑘𝑙) =  |𝐹(ℎ𝑘𝑙)|𝑒𝑖𝜑(ℎ𝑘𝑙) (2) 

F(hkl), the structure factor, therefore represents the amplitude and phase for reflection (hkl) 

and is given by the FT of the electron density ρ with respect to that reflection:  

 
𝐹(ℎ𝑘𝑙) =  ∫𝜌(𝑥𝑦𝑧)𝑒2𝜋𝑖(ℎ𝑥+𝑘𝑦+𝑙𝑧)𝑑𝑉 (3) 

 

As Eqn. 3 is an integral over the entire unit cell and contains a continuous function, ρ(xyz), it 

is inconvenient to actually calculate. Expressing the electron density in terms of individual 

atoms that can be summed over is more practical. As the incident beam is scattered off the 

electrons in each atom, the number of electrons present has an effect on the variation of 

intensity with angle (with maximum intensity at 2θ = 0, where all the X-rays scattered off the 

electrons are in phase). This variation is captured by the atomic scattering factor, f(θ), a 

function of sinθ/λ. For atoms within a crystalline solid, this is modified by a further term to 
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capture the effects of isotropic vibration with an isotropic displacement parameter, U. Eqn. 3, 

therefore, becomes: 

 
𝐹(ℎ𝑘𝑙) =  ∑𝑓𝑗(𝜃)𝑒

−8𝜋2𝑈𝑗 sin
2 𝜃

𝜆2 𝑒2𝜋𝑖(ℎ𝑥𝑗+𝑘𝑦𝑗+𝑙𝑧𝑗) (4) 

 

The sum over all the atoms within the unit cell represents the sum over multiple waves to give 

the resulting reflection for each direction, allowing the expected diffraction pattern to be 

calculated for a given structure. 

The reverse FT of the diffraction pattern, which for crystals is a sum over the discrete 

reflections, gives the electron density: 

 
𝜌(𝑥𝑦𝑧) =  

1

𝑉
∑|𝐹(ℎ𝑘𝑙)|𝑒𝑖𝜑(ℎ𝑘𝑙)𝑒−2𝜋𝑖(ℎ𝑥+𝑘𝑦+𝑙𝑧)

ℎ,𝑘,𝑙

 (5) 

 

Eqn. 5 constitutes a sum over the structure factors of all diffracted beams, including their 

amplitudes and phases, with a phase shift for each geometrical position in the resulting image 

relative to the origin of the unit cell. As mentioned above, φ(hkl) is unknown for experimental 

reflections, making it impossible to calculate Eqn. 5. This is referred to as the ‘phase problem’. 

 

2.1.3. Measurement and Data Analysis 

XRD is studied using an X-ray diffractometer, consisting of a radiation source, a goniometer 

and a detector. The measured property is the intensity of the diffracted X-rays as a function of 

the detector angle, 2θ. 

 

Source X-ray tube: where a high energy beam of electrons is accelerated 

towards a metal target leading to its excitation and subsequent emission 

of energy in the X-ray range.  
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SXRD is performed on a single unfractured crystal, ideally between 30-300 μm in size. This 

produces clear diffraction spots but, for any given orientation of the crystal, the Bragg 

condition will be satisfied for very few reflections. Rotation of the crystal is necessary to allow 

reflection from more lattice planes to occur. Different portions of the diffraction pattern are 

also recorded separately, to prevent loss of information due to overlap reflections (the result 

of compressing 3D information into two dimensions). 

Assignment of the correct (hkl) indices to the observed reflections allows the six unit 

cell parameters to be determined via the Bragg equation. It may also be possible to determine 

the space group from systematic absences and comparison of symmetry equivalent intensities. 

As this can be performed with a small subset of the complete diffraction pattern, it is 

commonly implemented as part of a preliminary screening scan, as the quality of the crystal 

can also be determined before proceeding to a full experiment. 

 

Synchrotron: the radial acceleration of relativistic charged particles 

causes them to lose energy by emitting electromagnetic radiation, 

including X-rays, with high flux, brilliance and stability. 

Detector Gas-filled: where X-ray photons ionise (e. g. xenon) and these ions are 

then accelerated into a detector which converts their electrical signal 

into voltage. 

Scintillation: X-rays hit a phosphor screen which emits visible range 

photons which strike the detector to be converted to voltage pulses. 

Solid state: X-rays photons hit a semi-conductor and are converted to an 

electron-hole pair. 

Goniometer Allows the precise measurement of the angle at which Bragg diffraction 

occurs. 
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2.1.3.1. Structure solution/refinement 

Corrections are often required following data collection to account for variation in X-ray 

intensity and absorption as well as crystal deterioration and non-uniformity in the detector 

response. Corrected intensities are proportional to |F|2. Some reflections may also be rejected 

from consideration if the standard uncertainty, σ, in the intensity (and therefore in |F|) is too 

high. 

The ‘phase problem’ can be overcome in a variety of ways, chosen depending on the 

properties of the system in question. 

 

The resulting structural model is refined through a least-squares approach by varying the 

numerical parameters that describe the structure and comparing calculated structure factor 

amplitudes, |Fc|, to those observed experimentally, |Fo|, until they match as closely as possible. 

To aid the refinement process, constraints may be applied to fix certain parameters to 

Patterson 

Synthesis 

Based on the FT of the reflection intensities, |F|2, rather than |F|, a map 

of vectors between atoms in the structure is produced. Common for 

systems containing some heavy atoms as vectors involving them 

produce significant peaks in the map allowing their positions to be 

determined. 

Direct Methods Utilise probability relationships among the reflection phases, which 

depend on their relative intensities. They are commonly used for 

systems with similar weight atoms and consist of trial and error of 

phases from a considered starting point (the probable phase 

relationships between the most important reflections). 

Dual-space 

Methods 

Exploit the limited information available in direct space (from the 

crystal structure) as well as in reciprocal space (the diffraction pattern). 

The model is repeatedly interconverted between direct and reciprocal 

space between iterations of modification. 



31 

 

particular values or restraints, introducing penalties within the least squares analysis to prevent 

a parameter varying too far from a target value. 

 

2.1.3.2. R-factors 

At each stage of the process the quality of the data and structure is monitored using R-factors. 

During data reduction, the self-consistency of the data can be determined from the merging 

error, Rint, and a measure of the signal to noise ratio, Rsigma: 

 
𝑅𝑖𝑛𝑡 = 

∑|𝐹𝑜
2 − 𝐹𝑜

2(𝑚𝑒𝑎𝑛)|

∑𝐹𝑜
2  (6) 

 
𝑅𝑠𝑖𝑔𝑚𝑎 = 

∑𝜎(𝐹𝑜
2)

∑𝐹𝑜
2  (7) 

 

During structure solution and refinement of the structural model, a commonly used R-factor 

is R1: 

  
𝑅1 = 

∑||𝐹𝑜| − |𝐹𝑐||

∑|𝐹𝑜|
 (8) 

 

Alternatively, F2 may be used, as for the merging R-factors, to produce R2 and weights may 

be incorporated to account for the variation in reliability between reflections, for example in 

wR2: 

 

𝑤𝑅2 =  √
∑𝑤(𝐹𝑜

2 − 𝐹𝑐
2)
2

∑𝑤(𝐹𝑜
2)
2  

(9) 

 

2.1.4. PXRD 

While diffraction from a single crystal in a given orientation (SXRD) produces discrete Laue 

spots corresponding to its reflections (Fig. 2.6a), a set of crystals (of the same material) in 

different orientations will produce a set of overlapping diffraction patterns which will also 

have different orientations. On an area detector, a given reflection will therefore appear as 

identical spots around a circle (for which the scattering angle is 2θ) corresponding to each 



32 

 

crystal (Fig. 2.6b). A microcrystalline powder theoretically contains an isotropic distribution 

of every possible crystal orientation randomly throughout, producing a full circle as the 

resultant cone of diffracted X-rays reaches the detector (Fig. 2.6c and d). Although area 

detectors are used for PXRD, it is common practice to record only a radial strip of the 

diffraction cone, recording intensity as a function of angle.  

Some crystal morphologies will naturally diverge from an isotropic distribution of 

crystallite orientations when the powder is packed into a sample holder. Plate and rod shaped 

crystals in particular tend to align with each other, introducing preferred orientation to the 

powder and resulting in deviations from the expected reflection intensities. Ensuring samples 

are fine grained and spinning them during data collection can help to minimise this effect. 

Although the compression of the 3D structural information into one dimension makes 

it difficult, structure solution from powder data is possible. The overlap in reflections for 

complex structures, with larger unit cells and lower symmetry, make patterns difficult to index 

and the effects of preferred orientation more significant. Although high resolution data and 

a 

d 

b c 

Figure 2.6: The expected diffraction pattern produced on an area detector by (a) a single crystal, (b) 

four crystals with a random relative orientations and (c) a microcrystalline powder (reproduced from  

X-ray Crystallography 2nd ed.; Oxford University Press: Oxford, 2015). Also shown is (d) a cone of 

diffracted X-rays produced by each reflection of a microcrystalline powder sample. 
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advanced techniques have increased the use PXRD for structure solution, it has always been 

an important tool for material identification and refinement. 

 

2.1.4.1. PXRD refinement 

Pawley and le Bail are both profile fitting methods which do not require a structural model, 

merely constraints on the unit cell parameters, peak shape and background parameters. The 

size and symmetry of the unit cell are used to constrain the 2θ values, allowing these to be 

refined against the experimental pattern, but the intensities of each peak are unconstrained to 

find the optimal fit to the data. These fitting methods are therefore routinely used prior to the 

Rietveld method as they can be viewed as the best possible fit and R-factors against which the 

success of the Rietveld fitting to the structural model can then be judged. Unlike in the le Bail 

method, Pawley fitting also generates a co-variance matrix correlating the extracted 

experimental peak intensities that can theoretically then be used for structure solution 

alongside these intensities. Within the Rietveld method, the intensities of every data point are 

treated as refinable parameters, not only the maximum intensity of each experimental 

reflection, preventing overlaps in experimental reflections inhibiting successful refinement. A 

full structural model is required for the experimental powder pattern to be refined against, to 

allow determination of the relative peak intensities in the calculated powder pattern. As in 

SXRD, least-squares methods are used to find the most optimal fit between experimental data 

and the structural model. The R-factors used to judge the quality of the fit are also analogous. 

The most straight-forward is the weighted profile R-factor, Rwp, roughly equivalent to 

wR2 (similarly R2 is ~ equivalent to Rp) although, as it works with the intensities (of every 

data point for Rietveld refinements, rather than just each reflection) and not structure factors, 

it is written in terms of I rather than F2: 

 

𝑅𝑤𝑝 = √
∑𝑤(𝐼𝑜 − 𝐼𝑐)

2

∑𝑤(𝐼𝑜)
2

 
(10) 
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For an ideal model, where the average discrepancy between observed and calculated is the 

same as σ, the ‘ideal’ Rwp can be determined, referred to as the expected R-factor, Rexp. For a 

number of data points N: 

 

𝑅𝑒𝑥𝑝 = √
𝑁

∑𝑤(𝐼𝑜)
2
 

(11) 

 

Within the Rietveld method, due to the refinement of at all data points, a mechanism was 

developed to apportion the intensity of peaks containing multiple overlapping reflections on 

the basis of the contribution to the intensity of the calculated reflections. This allows values 

of Fo to be estimated and therefore a powder equivalent of R1 to be determined, RBragg.146 

 

2.1.5. Experimental Details 

Crystals were initially selected for SXRD using polarised light microscopy with an Olympus 

SZ61 Stereomicroscope. Those that appeared by shape and birefringence to be single crystals 

were chosen. SXRD was carried out under Cu Kα (1.5406 Å) on either a Rigaku Oxford 

Diffraction SuperNova diffractometer with an Atlas S2 charge-coupled device (CCD) detector 

equipped with an Oxford Cryosystems N-Helix cooling system (for 26L:HF and 52AMP:HF) 

or a Gemini R diffractometer with a Ruby CCD detector equipped with an Oxford 

Cryosystems Cobra for cooling (26AMP2:F:FA0.5, 26AMP:F0.5:(H2O)2, 26AMP2:F:H2O, 

25L:F0.5:FA and 25AMP:F0.5:FA0.5). Crystal screening was conducted at room temperature. 

CrysAlisPro147 data-collection and processing software was used, allowing crystals to be 

checked for quality and giving a preliminary unit cell determination by using a short pre-

experiment prior to full data collection. This pre-experiment was used to screen a large number 

of crystals from each crystallisation, with full data collection run for unknown structures or if 

a discrepancy was identified between the experimental unit cell parameters and those found 

in the CCDC. Following full data collection, ShelXL148 was used for structure solution and a 

least-squares refinement was run, using the Olex2149 software. Temperatures down to 100 K 
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were employed to monitor the contraction of the unit cell and both 26AMP:F hydrates were 

also recorded at temperatures up to 340 K. 

Following screening by SXRD, the most crystalline components of each 

crystallisation were ground to a fine powder and the structure was checked by PXRD to 

determine bulk purity and ensure no changes had occurred under grinding, by comparing the 

experimental powder pattern to the pattern predicted from the crystal structure. Standard 

PXRD was performed on a Panalytical X’Pert Pro MPD equipped with a curved Ge Johansson 

monochromator, giving pure Cu Kα1 radiation and a solid state PiXcel detector. The powder 

samples were mounted on a zero-background offcut-Si holder, spinning at 30 rpm. Each 

sample was run with a step size of 0.013° and time per step ranged from 750 to 3500 ms, 

depending on the sample volume available. VT-XRD of 26AMP:F0.5:(H2O)2 was performed 

on the same instrument with an Anton Paar HTK1200N spinner chamber and a time per step 

of 200 s. Temperatures were increased from room temperature (RT), ~25 °C, to 150 °C in 

steps of 10 °C from 30 °C onwards, and then decreased back to RT. 

For 26L:HF, static transmission PXRD experiments were performed on a Xenocs 

Xeuss 2.0 SAXS diffractometer under Cu Kα radiation and a Pilatus 300 K area detector. The 

powders were loaded into 1.0 mm diameter borosilicate capillaries. High resolution PXRD 

patterns were collected on beamline I11 at the Diamond Light Source (DLS), UK, using a 

wavelength of 0.8249 Å. Powders were loaded into 0.7 mm diameter borosilicate capillaries, 

mounted on the beamline on a spinning brass holder. Diffraction patterns were recorded using 

both the position sensitive detector (PSD) and multi-analysing crystals (MAC). Half-way 

through the MAC scans (20 min), the position of the capillary in the beam was moved to 

prevent sample degradation from the beam. PSD scans (~ 2 min) were recorded at the starting 

position on the capillary before and after the MAC scan to check for any change. A 

comprehensive analysis of the powder patterns was undertaken using TOPAS Academic v6,150 

which was used for Le Bail151 and Rietveld152 refinements.  
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2.2. NMR 

 

Unless otherwise stated, the theory contained within this Section is based upon that presented in: NMR: 

The Toolkit. Oxford University Press: Oxford, 2000;153 Introduction to Solid-State NMR Spectroscopy. 

Blackwell: Oxford, 2004;154 Spin Dynamics. Wiley: Chichester, 2001;155. and Understanding NMR 

Spectroscopy. Wiley: Chichester, 2010.156 

 

2.2.1. Introduction to Basic Principles and Terminology 

Nuclei have an intrinsic property called spin which is a form of angular momentum. This is 

characterised by a nuclear spin quantum number, I. The nuclear spins are formed by 

combining the spins of their protons and neutrons. The rules by which spins are summed mean 

that isotopes with even mass numbers have integer or zero spins and those with odd mass 

numbers have half-integer spins. 

A nuclear state with spin I is (2I + 1) degenerate but application of a magnetic field 

breaks this degeneracy, as with ordinary angular momentum. The splitting of the nuclear spin 

levels is called nuclear Zeeman splitting. The energy of a single nucleus in an external field, 

𝑩𝟎 = 𝐵0𝒌 (where k is a unit vector), is given by the Zeeman Hamiltonian: 

 𝐻̂ = 𝝁 ∙ 𝑩𝟎 
(12) 

 

where 𝝁 is the magnetic moment and is defined as: 

 𝝁 = 𝛾𝑰 (13) 

 

𝛾 is the gyromagnetic ratio, a proportionality constant for each nuclear species. The z-axis, by 

convention taken to lie along the external magnetic field, is considered the longitudinal 

direction. The projection of the spin angular momentum onto z is: 

 𝐼𝑧 = 𝑚ħ 
(14) 
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The magnetic quantum number, m, can take any value at integer steps between −I and +I. 

When the spin angular momentum is aligned along the same direction as B0, Eqn. 12 can be 

written as: 

 𝐻̂ = −𝛾𝐼𝑧𝐵0 = 𝜔0𝐼𝑧 
(15) 

 

𝜔0 is the Larmor frequency, corresponding to the splitting between energy states under the 

applied magnetic field, as shown in Fig. 2.7 for a spin-½ nucleus. It is an angular frequency 

proportional to γ and B0: 

 𝜔0 = −𝛾𝐵0 
(16) 

 

As will be explained below, this splitting of the energy levels due to quantisation and is 

sensitive to subtle changes in local environments since the experience magnetic field varies 

slightly from B0. It is the foundation of NMR, producing a measurable property containing a 

wealth of information on chemical environments and dynamics. Nuclei with I = 0 have no 

magnetic moment and therefore no splitting, so are not observable.  

In a spin-½ system, the two states are commonly labelled α and β, corresponding to the z-

component of the spin angular momentum being aligned parallel and anti-parallel to the 

magnetic field, respectively. At thermal equilibrium, statistical physics denotes that the 

population, p, of states at different energy levels is governed by a Boltzmann distribution: 

Figure 2.7: Zeeman splitting of a spin-½ nucleus upon application of an external magnetic field, 

corresponding to an energy difference between states of 𝜔0. 
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𝑝𝛼
𝑝𝛽
= 𝑒

𝜔0
𝑘𝑏𝑇 (17) 

 

kbT, Boltzmann’s constant multiplied by temperature, corresponds to the thermal energy. This 

results in a small bias in favour of the lower energy state and net magnetisation, that is the 

vector sum of the individual magnetic moments in a bulk sample, of a sample along the same 

axis as B0. 

To push the system out of thermal equilibrium, and produce a signal that can be 

observed, the magnetisation must be rotated into the transverse, xy, plane. A radio frequency, 

rf, pulse with an oscillation frequency, 𝜔𝑟𝑓, is applied perpendicular to B0. It constitutes a 

weak linearly oscillating magnetic field, B1, with amplitude |𝐵1|, duration t and phase φ, 

described by: 

 𝐵1 = |𝐵1| cos(𝜔𝑟𝑓𝑡 + 𝜑) 
(18) 

 

When 𝜔𝑟𝑓 is close to ω0, the magnetisation nutates about B1 at the nutation frequency, ω1 

(Fig. 2.8): 

 𝜔1 = −𝛾𝐵1 
(19) 

 

Figure 2.8: The effect of applying an rf pulse along the x-axis, causing the net magnetisation to nutate 

about B1.  
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Following nutation into the transverse plane, the individual spins, and hence the bulk 

magnetization, precess about the z-axis at ω0, producing a changing magnetic field. This 

generates a current in a coil through Faraday’s law of electromagnetic induction, the NMR 

signal. As most samples studied by NMR generate spectra with multiple resonances, ωrf 

cannot be set to exactly ω0 for all of them. The difference between these two frequencies is 

the resonance offset, Ω, and is often non zero. A rotating frame of reference is often used to 

make the interpretation of the evolution of the system with time more comprehensible. By 

treating B1 as comprising two counter rotating fields, with frequencies +ωrf and −ωrf, the 

oscillating pulse may be treated as static as only the component rotating in the same sense as 

ω0 will be retained. The other component is hundreds of megahertz (MHz) off-resonance and 

can therefore be ignored. The rotating frame rotates at ωrf. This means that, in the rotating 

frame, precession occurs under a residual field determined by Ω. 

The application of an rf pulse displaces the system from thermal equilibrium but, once 

the pulse has been removed, the system will return to this state. The spins dissipate energy 

through two relaxation mechanisms in order to return to their low energy alignment with B0 

along the z-axis. Transverse relaxation, T2, describes the loss of coherence of magnetisation 

in the transverse plane as energy is lost to other spins within the sample. Longitudinal 

relaxation, T1, describes the return of magnetisation to lie along the z-axis as energy is 

dissipated to the lattice. T1 determines the rate at which experiments can be repeated. 

Signals are measured relative to the same rotating frame. As the time domain signal 

(as recorded) is sensitive to the sign of Ω, it is necessary to record two sets, when phases are 

offset from each other by 90°, which constitute the real and imaginary parts of the time domain 

signal. This is called quadrature detection and is achieved by mixing down with a reference 

signal whose phase φ differs by 90°. Therefore it is possible to sign discriminate the frequency 

spectrum following FT of the recorded free induction decays (FIDs).  
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2.2.2. Quantum-Mechanical Notation 

To understand the quantum mechanical description of NMR, as presented from section 2.2.3 

onwards, it is useful to first introduce the notation that will be employed. Also, depending on 

the situation, different levels of theory may be required to analyse the system so a range of 

approaches are outlined. 

 

2.2.2.1. Bra and ket 

It is convenient  to describe systems with multiple states with the Dirac bra and ket notation. 

Any arbitrary state, ket |𝜓⟩, is the superposition of orthogonal basis states, for example |1⟩ 

and |2⟩ with coefficients c1 and c2. Alternatively, |𝜓⟩ can be written in vector notation as a 

column vector, 𝜳: 

 |𝜓⟩ = 𝑐1|1⟩ + 𝑐2|2⟩            or             𝜳 = (
𝑐1
𝑐2
) (20) 

 

Each ket has a corresponding bra, ⟨𝜓|, which can also be written as a row vector – the complex 

conjugate transpose of 𝜳: 

 ⟨𝜓| = ⟨1|𝑐1
∗ + ⟨2|𝑐2

∗            or             𝜳ϯ = (𝑐1
∗ 𝑐2

∗) 
(21) 

 

The orthogonality of |1⟩ and |2⟩ means the scalar product of ⟨𝜓| and |𝜓⟩ is given by: 

 ⟨𝜓|𝜓⟩ = 𝑐1
∗𝑐1 + 𝑐2

∗𝑐2 = |𝑐1|
2 + |𝑐2|

2 
(22) 

 

The vector representation also derives this result directly from matrix multiplication: 

 ⟨𝜓|𝜓⟩ = 𝜳ϯ𝜳 = (𝑐1
∗ 𝑐2

∗) (
𝑐1
𝑐2
) = 𝑐1

∗𝑐1 + 𝑐2
∗𝑐2 

(23) 

 

An operator, 𝐴̂, acting upon a function yields another function. For the case where |𝜓⟩ is an 

eigenvector of 𝐴̂, application of the operator scales the ket to give 𝑎|𝜓⟩, where a is the 

corresponding eigenvalue. For any given physical quantity, an operaor can be defined which 

acts upon the system to yield a measurement from the quantum system. The average value of 
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a property from an experimental measurement, referred to as the expectation value, is given 

for a two level system by: 

 

〈𝐴̂〉 = ⟨𝜓|𝐴̂|𝜓⟩ = [⟨1|𝑐1
∗ + ⟨2|𝑐2

∗]𝐴̂[𝑐1|1⟩ + 𝑐2|2⟩]

=  𝑐1
∗𝑐1⟨1|𝐴̂|1⟩ + 𝑐1

∗𝑐2⟨1|𝐴̂|2⟩ + 𝑐2
∗𝑐1⟨2|𝐴̂|1⟩

+ 𝑐2
∗𝑐2⟨2|𝐴̂|2⟩ 

 

(24) 

 

Where the basis vectors are eigenvectors of 𝐴̂, this simplifies to: 

 〈𝐴̂〉 = 𝑎1|𝑐1|
2 + 𝑎2|𝑐2|

2 
(25) 

 

For this two-level system, the matrix representation of 𝐴̂ is: 

 𝑨 = (
𝐴11 𝐴12
𝐴21 𝐴22

) = (
⟨1|𝐴̂|1⟩ ⟨1|𝐴̂|2⟩

⟨2|𝐴̂|1⟩ ⟨2|𝐴̂|2⟩
) 

(26) 

 

This allows Eqn. 24 to be rewritten using the vector notation: 

 
〈𝐴̂〉 = 𝜳ϯ𝑨𝜳 = (𝑐1

∗ 𝑐2
∗) (
𝐴11 𝐴12
𝐴21 𝐴22

) (
𝑐1
𝑐2
)

= 𝑐1
∗𝑐1𝐴11 + 𝑐1

∗𝑐2𝐴12 + 𝑐2
∗𝑐1𝐴21 + 𝑐2

∗𝑐2𝐴22 

 

(27) 

 

 

2.2.2.2. The density operator 

For systems involving numerous spins, rather than an isolated spin-½, the situation is 

significantly more complicated. As the expectation value of an operator depends on the 

products of its coefficients, it is convenient to define a density operator: 

 𝜌̂ = |𝜓⟩⟨𝜓| (28) 

 

For a spin-½ system, the matrix representation of this is: 

 𝝆 = (
𝑐𝛼
𝑐𝛽
) (𝑐𝛼

∗ 𝑐𝛽
∗) = (

𝑐𝛼𝑐𝛼
∗ 𝑐𝛼𝑐𝛽

∗

𝑐𝛽𝑐𝛼
∗ 𝑐𝛽𝑐𝛽

∗) = |𝜓⟩⟨𝜓| = 𝜳𝜳
ϯ 

(29) 

 

Inspection of the matrix elements of ρ and the final form of the expectation value seen in Eqn. 

27 (section 2.2.2.1) shows that the expectation value can be rewritten as the trace of the 

product of ρ and A: 
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 〈𝐴̂〉 = Tr(𝝆𝑨) 
(30) 

 

To better highlight the effect of the elements in ρ, a system is defined with coefficients that 

can be written as the product of a real coefficient a and a phase, with phase constant φ, such 

that Eqn. 20 can be rewritten as: 

 |𝜓⟩ = 𝑎𝛼𝑒
𝑖𝜑𝛼|1⟩ + 𝑎𝛽𝑒

𝑖𝜑𝛽|2⟩ (31) 

 

Substituting Eqn. 31 into Eqn. 29 yields: 

 𝝆 = (
𝑎𝛼
2 𝑎𝛼𝑎𝛽𝑒

𝑖(𝜑𝛼−𝜑𝛽)

𝑎𝛼𝑎𝛽𝑒
𝑖(𝜑𝛽−𝜑𝛼) 𝑎𝛽

2
) = 𝜳𝜳ϯ (32) 

 

Eqn. 32 describes a system containing multiple isolated spins. If they all occupy slightly 

different states, the off-diagonal terms will average to zero. This situation – where only on-

diagonal terms remain in Eqn. 37 – is called the population state and occurs when the system 

is in thermal equilibrium. This is analogous to longitudinal spin angular momentum, Iz. The 

alternative case, where the off-diagonal terms are non-zero, only occurs when there is phase 

coherence - the phase terms do not cancel as the ensemble of spins are in the same state. This 

is analogous to magnetisation in the transverse plane, corresponding to transverse spin angular 

momentum. A spin system needs to be pushed out of thermal equilibrium in NMR experiments 

as only the phase coherence states are observable (with only single quantum coherences 

observable directly via the induction of a current in the coil – see section 2.2.1). 

 

2.2.2.3. Product operators 

Although density operator theory is necessary when strong couplings are present in an 

ensemble of spins, a simpler approach using product operators can be applied when only weak 

couplings are present (e.g. where evolution under a resonance offset during a rf pulse can be 

neglected and the offset and J-coupling Hamiltonians commute). The change in net 



43 

 

magnetization caused by a rf pulse, for example along the y axis in the rotating frame with a 

flip angle of β, is given by: 

 𝐼𝑥
  𝛽𝑦  
→  𝐼𝑥 cos𝛽 − 𝐼𝑧 sin𝛽 

(33) 

 
𝐼𝑦

𝛽𝑦
→ 𝐼𝑦 

(34) 

 
𝐼𝑧

  𝛽𝑦  
→  𝐼𝑧 cos 𝛽 + 𝐼𝑥 sin𝛽 

(35) 

 

Evolution under a resonance offset, Ω, for a time, t, can be described as: 

 𝐼𝑥
  𝛺𝑡  
→  𝐼𝑥 cos𝛺𝑡 + 𝐼𝑦 sin𝛺𝑡 

(36) 

 𝐼𝑦
  𝛺𝑡  
→  𝐼𝑦 cos𝛺𝑡 − 𝐼𝑥 sin𝛺𝑡 

(37) 

 𝐼𝑧
  𝛺𝑡  
→  𝐼𝑧 

(38) 

 

The product operator formalism can be used to describe the time evolution of coupled systems, 

with magnetisation initially on I evolving with time to a coupled state which is the product of 

two single-spin operators. It is therefore possible to describe evolution between two spins I 

and S, which can be the same or different nuclear species, due to a weak J coupling, an internal 

interaction between chemically bonded nuclei (see section 2.2.5.4): 

 𝐼𝑥
  𝜋𝐽𝐼𝑆𝑡  
→    𝐼𝑥 cos 𝜋𝐽𝐼𝑆𝑡 + 2𝐼𝑦𝑆𝑧 sin 𝜋𝐽𝐼𝑆𝑡 

(39) 

 

Evolution under both a J coupling and Ω can be dealt with sequentially despite them actually 

occurring simultaneously. 

 

2.2.3. Spin Angular Momentum Operators 

Within Dirac notation, where |𝜓⟩ is an eigenvector of 𝐼2 and 𝐼𝑧, the eigenvalues are given by: 

 𝐼𝑧|𝜓⟩ =  𝑚|𝜓⟩ 
(40) 
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Here m is the z-component of the spin-angular momentum. As stated in section 2.2.1, this 

component can take values of −𝐼, −𝐼 + 1,…, +𝐼. For nuclei where 𝐼 =
1

2
, the Zeeman 

eigenstates, |𝛼⟩ and |𝛽⟩, correspond to eigenvalues of: 

 𝐼𝑧|𝛼⟩ = + 
1

2
|𝛼⟩            𝐼𝑧|𝛽⟩ =  −

1

2
|𝛽⟩ (41) 

 𝐻̂|𝛼⟩ =  +
1

2
𝜔0|𝛼⟩             𝐻̂|𝛽⟩ =  −

1

2
𝜔0|𝛽⟩ (42) 

 

By convention, |𝛼⟩ and |𝛽⟩ are the eigenstates corresponding to spin up and down, 

respectively. 

Only a single spin angular momentum component commutes with the total spin 

angular momentum and the individual 𝐼𝑥, 𝐼𝑦 and 𝐼𝑧 components do not commute with each 

other, implying that only one is observable at any given time. By convention this is taken to 

be 𝐼𝑧. The x and y-components, 𝐼𝑦 and 𝐼𝑦, lie in the plane transverse to B0 and do not commute 

with 𝐼2, meaning that the individual components cannot be observed simultaneously. The 

above relationships can be written as: 

 [𝐼2, 𝐼𝑧] = 0    
(43) 

 [𝐼𝑥, 𝐼𝑦] = 𝑖𝐼𝑧 
(44) 

 

The total magnitude of the spin-angular momentum operator squared is given by: 

 𝐼2 = 𝐼𝑥
2 + 𝐼𝑦

2 + 𝐼𝑧
2 

(45) 

 

|𝛼⟩ and |𝛽⟩ are not eigenstates of 𝐼𝑥 and 𝐼𝑦 but are instead interconverted: 

 𝐼𝑥|𝛼⟩ = + 
1

2
|𝛽⟩            𝐼𝑥|𝛽⟩ =  +

1

2
|𝛼⟩ (46) 

 𝐼𝑧|𝛼⟩ = + 
1

2
𝑖|𝛽⟩            𝐼𝑧|𝛽⟩ =  −

1

2
𝑖|𝛼⟩ (47) 

 

The matrix form of each of the x, y and z-components is: 

 𝑰̂𝒙 = (
0

1

2
1

2
0
),      𝑰̂𝒚 = (

0 −
1

2
𝑖

1

2
𝑖 0

),      𝑰̂𝒛 = (

1

2
0

0 −
1

2

) 
(48) 
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As the wavefunction describing a spin-½ nucleus can be considered a superposition of |𝛼⟩ and 

|𝛽⟩, such that, according to the notation in section 2.2.2.1, |𝜓⟩ = 𝑐𝛼|𝛼⟩ + 𝑐𝛽|𝛽⟩, the 

corresponding expectation values for these components are: 

 〈𝐼𝑥〉 =
1

2
(𝑐𝛼𝑐𝛽

∗ + 𝑐𝛼
∗𝑐𝛽) = Re(𝑐𝛼𝑐𝛽

∗) 
(49) 

 
〈𝐼𝑦〉 =

1

2
𝑖(𝑐𝛼𝑐𝛽

∗ − 𝑐𝛼
∗𝑐𝛽) = −Im(𝑐𝛼𝑐𝛽

∗) 
(50) 

 
〈𝐼𝑧〉 =

1

2
|𝑐𝛼|

2 −
1

2
|𝑐𝛽|

2
 

(51) 

 

To consider the behaviour of a system during an NMR experiment, the time dependence of 

the system must be taken into account. The time-dependent Schrödinger equation for ⟨𝜓| and 

|𝜓⟩ is given by: 

 
d

d𝑡
⟨𝜓| = 𝑖⟨𝜓|𝐻̂                      

d

d𝑡
|𝜓⟩ = −𝑖𝐻̂|𝜓⟩ 

(52) 

 

Therefore, differentiating 𝜌̂ (see Eqn. 28) with respect to time gives: 

 

d

d𝑡
𝜌̂(𝑡) =

d

d𝑡
|𝜓⟩⟨𝜓| = (

d

d𝑡
|𝜓⟩) ⟨𝜓| + |𝜓⟩ (

d

d𝑡
⟨𝜓|) = −𝑖[𝐻̂ , 𝜌̂(𝑡)] 

d

d𝑡
𝜌̂(𝑡) = −𝑖[𝐻̂ , 𝜌̂(𝑡)] 

 

 

(53) 

 

This equation (Eqn. 53) relates the evolution of 𝜌̂ to the Hamiltonian. It is known as the 

Liouville von-Neumann equation and its solution is most conveniently written in terms of 

operator exponentials, 𝑒−𝑖𝐻̂𝑡. It is more complicated when the Hamiltonian also varies with 

time but so long as the Hamiltonian can be considered constant during each particular period 

of time that contributes to the evolution period, then a simple extension is possible: 

 𝜌̂(𝑡) = 𝑒−𝑖𝐻̂𝑡𝜌̂(0)𝑒+𝑖𝐻̂𝑡 
(54) 

 
𝜌̂(0)

  𝐻̂1𝑡1  
→    𝑒−𝑖𝐻̂1𝑡1𝜌̂(0)𝑒+𝑖𝐻̂1𝑡1 

                                    
  𝐻̂2𝑡2  
→    𝑒−𝑖𝐻̂2𝑡2𝑒−𝑖𝐻̂1𝑡1𝜌̂(0)𝑒+𝑖𝐻̂1𝑡1𝑒+𝑖𝐻̂2𝑡2 

 

(55) 

 

The full Hamiltonian operator (used in all previous Eqn.) consists of the sum of the 

Hamiltonians for all the relevant interactions acting upon the system, both external and 



46 

 

internal. The external interactions relevant in NMR experiments are the Zeeman interaction 

and radio frequency pulses (represented with subscripts Z and rf, respectively). The internal 

interactions relevant to this thesis are chemical shielding, dipolar coupling, quadrupolar 

coupling and J-coupling (represented by with subscripts σ, D, Q and J, respectively). 

 𝐻̂ = 𝐻̂𝑍 + 𝐻̂𝑟𝑓 + 𝐻̂𝜎 + 𝐻̂𝐷 + 𝐻̂𝑄 + 𝐻̂𝐽 
(56) 

 

The individual Hamiltonians can be expressed in Cartesian coordinates, for spin operator 𝐼, 

interaction 𝐴̃ and additional interacting spin operator 𝑆̂, as: 

 𝐻̂𝐴 = 𝐼𝐴̃𝑆̂ = (𝐼𝑥 𝐼𝑦 𝐼𝑧) (

𝐴𝑥𝑥 𝐴𝑥𝑦 𝐴𝑥𝑧
𝐴𝑦𝑥 𝐴𝑦𝑦 𝐴𝑦𝑧
𝐴𝑧𝑥 𝐴𝑧𝑦 𝐴𝑧𝑧

)(

𝑆̂𝑥
𝑆̂𝑦

𝑆̂𝑧

) 
(57) 

 

 

2.2.4. External Interactions 

2.2.4.1. Thermal equilibrium 

The Hamiltonian describing the Zeeman interaction between B0 and I is as stated in Eqn. 15, 

above: 

 𝐻̂𝑍 = −𝛾𝐼𝑧𝐵0 = 𝜔0𝐼𝑧 
(58) 

 

For NMR experiments (particularly in the solid-state), B0 is on the order of tesla (T), with 

magnetic field strengths between 11.7 T and 16.4 T for results presented in this thesis. These 

are, however, commonly reported in terms of 𝜔0 for 1H. 

 

2.2.4.2. rf pulses 

As discussed in section 2.2.1, only transverse magnetisation is observable so it is necessary to 

displace the magnetisation from thermal equilibrium along the z direction defined by B0 by 

applying an rf pulse. This corresponds (see section 2.2.2.2) to the excitation of coherence 
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states. From Eqn. 18, the application of a B1 field on the x-axis (at two counter rotating 

frequencies) can be written as  

 
𝑩𝟏(𝒕) = 2𝐵1 cos(𝜔𝑟𝑓𝑡 + 𝜑) 𝐢 

                                           = 𝐵1[𝑒
+𝜔𝑟𝑓𝑡 + 𝑒−𝜔𝑟𝑓𝑡]𝐢            if   φ = 0 

 

(59) 

 

Here, i is a unit vector aligned along the x-axis. As discussed above, the −𝜔𝑟𝑓 term is usually 

hundreds of MHz off-resonance and can therefore be ignored, simplifying the Hamiltonian 

for an rf pulse. In the rotating frame, it is simplified even further as the rf field appears static 

so can be treated as time independent: 

 𝐻̂𝑟𝑓 = 𝐼𝑍̃𝐵̂1 = −𝛾𝐵1[𝐼𝑥 cos(𝜔𝑟𝑓𝑡 + 𝜑) + 𝐼𝑦 sin(𝜔𝑟𝑓𝑡 + 𝜑)] 
(60) 

 𝐻̂𝑟𝑓
𝑟𝑜𝑡 = −𝛾𝐵1[𝐼𝑥 cos𝜑 + 𝐼𝑦 sin𝜑] 

= 𝜔1𝐼𝑥𝐢           if   φ = 0 

 

(61) 

where the nutation frequency 𝜔1 was introduced in section 2.2.1, Eqn. 19. By convention, 

φ = 0 corresponds to a pulse on the x-axis and φ ≠ 0 to a pulse applied on a different axis in 

the transverse plane. 

The time-dependent density operator for this rf pulse follows from the solution of the 

Liouville von Neumann equation (Eqn. 54): 

 𝜌̂(𝑡) = 𝑒−𝑖𝜔1𝐼𝑥𝑡𝜌̂(0)𝑒+𝑖𝜔1𝐼𝑥𝑡 
(62) 

 

If the pulse is applied to a spin-½ system at thermal equilibrium, where 𝜌̂(0) = 𝐼𝑧, Eqn. 62 

can be expressed as: 

 𝝆̂(𝒕) =
1

2
(
cos𝜔1𝑡 𝑖 sin𝜔1𝑡
−𝑖 sin𝜔1𝑡 cos𝜔1𝑡

) 
(63) 

 

There are both diagonal elements (population) and off-diagonal elements (coherences). 

Applying Eqn. 30 and Eqn. 48, the expectation values are therefore: 

 〈𝐼𝑥〉 = Tr(𝝆𝑰𝒙) = 0 
(64) 

 
〈𝐼𝑦〉 = Tr(𝝆𝑰𝒚) =

1

2
sin𝜔1𝑡 

(65) 
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〈𝐼𝑧〉 = Tr(𝝆𝑰𝒛) =

1

2
cos𝜔1𝑡 (66) 

 

2.2.4.3. Resonance off-set 

As introduced in section 2.2.1, in the rotating frame, the residual field about which the 

transverse plane magnetisation will precess is determined by the resonance offset, 𝛺 = 𝜔0 −

𝜔𝑟𝑓. The Hamiltonian for the Zeeman interaction can therefore be written as: 

 𝐻̂𝑍
𝑟𝑜𝑡 = (𝜔0 − 𝜔𝑟𝑓)𝐼𝑧 = 𝛺𝐼𝑧 

(67) 

 

The solution to the Liouville von Neuman equation (Eqn. 54) determines the time evolution 

of 𝜌̂ under Ω for, e.g., transverse magnetisation 𝐼𝑥: 

 𝜌̂(𝑡) = 𝑒−𝑖𝛺𝐼𝑧𝑡𝐼𝑥𝑒
+𝑖𝛺𝐼𝑧𝑡 

(68) 

 
𝝆̂(𝒕) =

1

2
( 0 𝑒−𝑖𝛺𝑡

𝑒+𝑖𝛺𝑡 0
) 

(69) 

 

Quadrature detection is described by a raising operator, 𝑰̂+ (≡ 𝑰̂−
ϯ ), which corresponds to two 

components that are 90° out of phase with respect to each other (see section 2.2.1) that are the 

real and imaginary components of the FID (this will be discussed in more detail in section 

2.2.6): 

 
𝑰̂+ = 𝑰̂𝒙 + 𝑖𝑰̂𝒚 = (

0 1
0 0

) (70) 

 

The evolution of the NMR signal, s(t), under Ω is calculated by taking the trace of the product 

of 𝝆̂(𝒕) and 𝑰̂+: 

 
𝑠(𝑡) = Tr[𝑰̂+𝝆̂]                    

                              = Tr ((
0 1
0 0

) ( 0 𝑒−𝑖𝛺𝑡

𝑒+𝑖𝛺𝑡 0
)) 

                       = 𝑒+𝑖𝛺𝑡 = cos𝛺𝑡 + 𝑖 sin𝛺𝑡 

 

 

(71) 
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This corresponds to precession of the real and imaginary components of magnetisation in the 

transverse plane. This rotating magnetisation, with a 90° separation in phase between the two 

components, induces a current in the coil, producing the NMR signal. 

 

2.2.5. Internal Interactions 

Unlike the external interactions outlined in section 2.2.4, internal interactions are first 

described with respect to their own frame of reference, a Principal Axis System (PAS), rather 

than using the Cartesian coordinate axis of either the laboratory frame or its rotating frame. In 

each PAS, the interaction matrix of the Hamiltonian is diagonalized (off-diagonal components 

are zero). 

As the Zeeman interaction is so dominant, all the internal interactions must be rotated 

to this frame of reference, which being aligned with B0 is the laboratory frame (B0 along the 

z-axis). Rotations can be broken into three stages, each corresponding to a rotation about a 

specific axis by one of the three characterising angles – the Euler angles: α, β and γ (Fig. 2.9).  

(X, Y, Z)
                     
→      (Xa, Ya, Za) The system is rotated by α about Z 

(Xa, Ya, Za)
                     
→      (Xab, Yab, Zab) The system is rotated by β about Ya 

(Xab, Yab, Zab)
                     
→      (Xabc, Yabc, Zabc) The system is rotated by γ about Zab 

Figure 2.9:Euler angles as defined in the Cartesian coordinate 

system. 
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Spherical tensor coordinates are used instead of Cartesian coordinates to simplify the process. 

Written with spherical tensors, the generic form of the interaction Hamiltonian (Eqn. 57) 

becomes: 

 

𝐻̂𝐴 =∑ ∑ −1𝑚𝐴𝑗𝑚𝑇̂𝑗−𝑚

+𝑗

𝑚=−𝑗

2

𝑗=0

 

 

(72) 

 

𝐴𝑗𝑚 corresponds to the spatial component, representing the magnitude of the internal 

interaction, and 𝑇̂𝑗−𝑚 the spin component, expressed in terms of the required quantum 

mechanical angular momentum operators, in terms of the spherical tensor with order j and 

rank m. Transformations only affect the spatial component of spherical tensors, which is why 

they are simpler to perform. Given the aforementioned diagonalization in the PAS, Eqn. 72 

simplifies to: 

 𝐻̂𝐴
𝑃𝐴𝑆 = 𝐴00

𝑃𝐴𝑆𝑇̂00 + 𝐴20
𝑃𝐴𝑆𝑇̂20 + 𝐴22

𝑃𝐴𝑆𝑇̂2−2 + 𝐴2−2
𝑃𝐴𝑆𝑇̂22 

(73) 

 

The rotation transformation gives: 

 

𝑅(𝐴𝑗𝑚) = ∑ 𝐷𝑚′𝑚
𝑗 (𝛼, 𝛽, 𝛾)

𝑗

𝑚=−𝑗

𝐴𝑗𝑚′ 

 

(74) 

 

𝐷𝑚′𝑚
𝑗 (𝛼, 𝛽, 𝛾) represents the Wigner matrix elements, with reduced Wigner rotation matrices 

𝑑𝑘𝑙
𝑗 (𝛽): 

 
𝐷𝑘𝑙
𝑗 (𝛼, 𝛽, 𝛾) = 𝑒−𝑖𝑘𝛼𝑑𝑘𝑙

𝑗 (𝛽)𝑒−𝑖𝑙𝛾 
(75) 

 𝑑𝑘𝑙
𝑗 (𝛽) = ⟨𝑗𝑘|𝑒−𝑖𝛽𝐽𝑦|𝑗𝑙⟩ (76) 

 

A rotation from the PAS (P) to the laboratory frame (L) under the Euler angles is, therefore: 

 

𝐴̂𝑗𝑚′
𝐿 = ∑ 𝐷𝑚𝑚′

𝑗 (𝛼𝑃𝐿, 𝛽𝑃𝐿 , 𝛾𝑃𝐿)

𝑗

𝑚=−𝑗

𝐴𝑗𝑚′
𝑃𝐴𝑆 

 

(77) 
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As noted above, the Zeeman interaction is generally the dominant interaction. It is therefore 

possible to apply the secular approximation: all other interactions are considered first-order 

perturbations to the Zeeman Hamiltonian. This means that Eqn. 56 can be written in terms of 

the zero order perturbation (equal to 𝐻̂𝑍) and this first order perturbation 𝐻̂1: 

 𝐻̂ = 𝐻̂0 + 𝐻̂1 
(78) 

 

Only spin terms which commute with 𝐼𝑍 are considered in this approach: 

 [𝐼𝑍, 𝑇̂𝑗𝑚] = 𝑚𝑇̂𝑗𝑚 
(79) 

 

The commutator in Eqn. 79 is only zero when 𝑚 = 0. The secular approximation is only valid 

when B0 is sufficiently high-field to ensure the dominance of the Zeeman interaction. 

 

2.2.5.1. Chemical shielding 

The ability of NMR to distinguish different chemical environments for the same nuclear 

species stems from an effect called chemical shielding, σ. This arises from the electronic 

configuration as, under B0, the electrons orbit the nucleus. This induces a small local magnetic 

field so the each nucleus is shielded with respect to B0 in a site specific manner and its 

resonance frequency, ω, changes by a small but measurable amount: 

 𝜔 =
𝛾𝐵0(1 − 𝜎)

2𝜋
 (80) 

 

As the absorption frequency scales linearly (to a good approximation) with magnetic field, it 

is convenient to quote the chemical shift relative to a known reference compound (e.g. 

tetramethylsilane (TMS) for protons) rather than giving the frequency in Hz as this allows a 

direct comparison of data collected at different magnetic fields: 

 𝛿 =
𝜔 −𝜔𝑟𝑒𝑓

𝜔𝑟𝑒𝑓
× 106 (81) 
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As the chemical shift is generally very small, the factor of 106 is included, converting the scale 

into parts per million (ppm). 

The Cartesian form of the Hamiltonian for the chemical shielding can be written as: 

 𝐻̂𝐶𝑆 = 𝛾𝐼𝜎̃𝐵̂0 
(82) 

 

The second rank shielding tensor, 𝜎̃, has both symmetric and asymmetric components but only 

the symmetric part has a significant impact on the NMR experiment: 

 𝜎̃𝑠 =

(

 
 
 

𝜎𝑥𝑥
1

2
(𝜎𝑥𝑦 + 𝜎𝑦𝑥)

1

2
(𝜎𝑥𝑧 + 𝜎𝑧𝑥)

1

2
(𝜎𝑥𝑦 + 𝜎𝑦𝑥) 𝜎𝑦𝑦

1

2
(𝜎𝑦𝑧 + 𝜎𝑧𝑦)

1

2
(𝜎𝑥𝑧 + 𝜎𝑧𝑥)

1

2
(𝜎𝑦𝑧 + 𝜎𝑧𝑦) 𝜎𝑧𝑧 )

 
 
 

 
(83) 

 

To describe the effect on the NMR spectrum, the spherical tensor form of the Hamiltonian in 

PAS (Eqn. 73) needs to be transformed to the laboratory frame. The 𝐴00
𝑃𝐴𝑆 term is isotropic 

and thus invariant under the rotation. Under the secular approximation: 

 

                     𝐴20
𝐿 = ∑ 𝐴2𝑚

𝑃𝐴𝑆𝑑𝑚0
2 (𝛽𝑃𝐿)𝑒

−𝑖𝑚𝛼𝑃𝐿

2

𝑚=−2

= 𝐴20
𝑃𝐴𝑆𝑑00

2 (𝛽𝑃𝐿) + 𝐴22
𝑃𝐴𝑆𝑑20

2 (𝛽𝑃𝐿)𝑒
−2𝑖𝛼𝑃𝐿

+ 𝐴2−2
𝑃𝐴𝑆𝑑−20

2 (𝛽𝑃𝐿)𝑒
2𝑖𝛼𝑃𝐿

= 𝐴20
𝑃𝐴𝑆

1

2
(3 cos2 𝛽𝑃𝐿 − 1) + 𝐴2±2

𝑃𝐴𝑆√
3

2
sin2 𝛽𝑃𝐿 cos2𝛼𝑃𝐿 

 

 

 

 

(84) 

 

The spatial terms are given by: 

 

                     𝐴00
𝑃𝐴𝑆 = 𝛾√

1

3
(𝜎𝑥𝑥
𝑃𝐴𝑆 + 𝜎𝑦𝑦

𝑃𝐴𝑆 + 𝜎𝑧𝑧
𝑃𝐴𝑆) 

 

(85) 

 

                     𝐴20
𝑃𝐴𝑆 = 𝛾√

1

6
(2𝜎𝑥𝑥

𝑃𝐴𝑆 − 𝜎𝑦𝑦
𝑃𝐴𝑆 − 𝜎𝑧𝑧

𝑃𝐴𝑆) 

 

(86) 

 
                     𝐴2±2

𝑃𝐴𝑆 = 𝛾
1

2
(𝜎𝑥𝑥
𝑃𝐴𝑆 − 𝜎𝑦𝑦

𝑃𝐴𝑆) (87) 
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In terms of isotropic chemical shielding, σiso, anisotropic chemical shielding, σaniso, and the 

asymmetry parameter, η, the chemical shielding Hamiltonian in the laboratory frame is given 

by: 

 
𝐻̂𝜎
𝐿 = −𝜔0𝜎𝑖𝑠𝑜𝑇̂00

−
1

2
𝜔0𝜎𝑎𝑛𝑖𝑠𝑜(3 cos

2 𝛽𝑃𝐿 − 1

+ 𝜂 sin2 𝛽𝑃𝐿 cos 2𝛼𝑃𝐿)𝑇̂20 

(88) 

 

Conversion from chemical shielding to the chemical shift tensor gives: 

 𝛿 =
𝜎𝑖𝑠𝑜(ref) − 𝜎𝑖𝑠𝑜
1 − 𝜎𝑖𝑠𝑜(ref)

× 106 (89) 

 

The definitions for δiso, δaniso and η are: 

 𝛿𝑖𝑠𝑜 =
1

3
(𝛿𝑥𝑥
𝑃𝐴𝑆 + 𝛿𝑦𝑦

𝑃𝐴𝑆 + 𝛿𝑧𝑧
𝑃𝐴𝑆) (90) 

 𝛿𝑎𝑛𝑖𝑠𝑜 = 𝛿𝑧𝑧
𝑃𝐴𝑆 − 𝛿𝑖𝑠𝑜 (91) 

 
𝜂 =

𝛿𝑥𝑥
𝑃𝐴𝑆 − 𝛿𝑦𝑦

𝑃𝐴𝑆

𝛿𝑎𝑛𝑖𝑠𝑜
 

(92) 

 

The Haeberlen convention157 gives the relative magnitudes of the three chemical shielding 

principal components as: 

 |𝛿𝑧𝑧
𝑃𝐴𝑆 − 𝛿𝑖𝑠𝑜| ≥ |𝛿𝑥𝑥

𝑃𝐴𝑆 − 𝛿𝑖𝑠𝑜| ≥ |𝛿𝑦𝑦
𝑃𝐴𝑆 − 𝛿𝑖𝑠𝑜| (93) 

 

The rapid tumbling of molecules in solution means that, on the NMR timescale, the anisotropic 

component averages to zero and only the isotropic component is observed. In a static powder 

sample, this does not occur and the anisotropic component of all the orientations have an 

effect, producing a continuous range of overlapping chemical shifts. An example of the 

simulated static powder line-shape, for a spin-½ nucleus with chemical shift anisotropy (CSA) 

is shown in Fig. 2.10. Magic angle spinning (MAS) is employed to combat this anisotropic 

line broadening (see section 2.2.5.5). 
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2.2.5.2. Dipolar coupling 

Dipolar coupling is due to the interaction between the nuclear magnetic moments of different 

nuclear spins. For two spins I and S, spin S will ‘feel’ the magnetic field produced by spin I 

and vice versa if they are close enough in space (< 10 Å) with the strength of the interaction 

directly related to the internuclear distance. In the quantum mechanical description for two 

spin-½ nuclei, there are four possible Zeeman transition states (Fig. 2.11). A transition 

between |𝛼𝛽⟩ and |𝛽𝛼⟩ energy levels corresponds to a zero quantum (ZQ) transition, whereas 

moving between |𝛼𝛼⟩ and |𝛽𝛽⟩ is a double quantum (DQ) coherence. The remaining possible 

transitions are single quantum (SQ) coherences. The energy levels of |𝛼𝛽⟩ and |𝛽𝛼⟩ are 

practically degenerate for homonuclear dipole couplings whereas there can be a significant 

difference between them in the heteronuclear case. The Cartesian form of the Hamiltonian for 

the dipolar coupling can be written as: 

 𝐻̂𝐷 = 2∑𝐼𝑖𝐷̃𝑆̂𝑗
𝑖<𝑗

 (94) 

 

The dipolar coupling is generally of the order of 10s of kHz and is much smaller than the 

Zeeman interaction. The PAS of the dipolar Hamiltonian, which is aligned with the 

Figure 2.10: A simulated pattern for a static powder sample with a CSA line-shape, where η = 0.5. 

The components of the chemical shift in PAS are labelled. 
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internuclear vector, must be rotated into the laboratory frame. In the PAS Hamiltonian for 

dipolar coupling, the only non-zero term in Eqn. 73 is the 𝐴20
𝑃𝐴𝑆 term, with: 

 
𝐴20
𝑃𝐴𝑆 = √6𝑑𝐼𝑆 

(95) 

 

The dipolar coupling constant, dIS, is given (in rad s−1) by: 

 

𝑑𝐼𝑆 = −
𝜇0
4𝜋

ħ𝛾𝐼𝛾𝑆

𝑟𝐼𝑆
3  (96) 

 

Under the secular approximation: 

                      𝐴20
𝐿 = 𝐴20

𝑃𝐴𝑆𝐷00
2 = √6𝑑𝐼𝑆𝑒

−2𝑖𝛼𝑃𝐿0𝑑00
2 𝑒2𝑖𝛼𝑃𝐿0

= √6𝑑𝐼𝑆
1

2
(3 cos2 𝛽𝑃𝐿 − 1) 

 

(97) 

 

The corresponding spin term, 𝑇̂20, is written as:  

 𝑇̂20 =
1

√6
(𝐼𝑧𝑆̂𝑧 −

1

2
(𝐼𝑥𝑆̂𝑥 + 𝐼𝑦𝑆̂𝑦)) 

(98) 

 

The laboratory frame dipolar Hamiltonian can therefore be written as: 

 𝐻̂𝐷,ℎ𝑒𝑡 = 𝑑𝐼𝑆
1

2
(3 cos2 𝛽𝑃𝐿 − 1)(2𝐼𝑧𝑆̂𝑧) 

(99) 

 
𝐻̂𝐷,ℎ𝑜𝑚𝑜 = 𝑑𝐼𝑆

1

2
(3 cos2 𝛽𝑃𝐿 − 1) (2𝐼𝑧𝑆̂𝑧 − (𝐼𝑥𝑆̂𝑥 + 𝐼𝑦𝑆̂𝑦)) 

(100) 

Figure 2.11: Energy level diagram for two coupled spin-½ nuclei. 
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The matrix form of the spin operators are: 

 

2𝐼𝑧𝑆̂𝑧 =

(

 
 
 
 
 

1

2
0 0 0

0 −
1

2
0 0

0 0 −
1

2
0

0 0 0
1

2)

 
 
 
 
 

, 𝐼𝑥𝑆̂𝑥 + 𝐼𝑦𝑆̂𝑦 =

(

  
 

0 0 0 0

0 0
1

2
0

0
1

2
0 0

0 0 0 0)

  
 

 

 

 

(101) 

 

For two spin-½ nuclei, the spin eigenstates correspond to the Zeeman transition states in Fig. 

2.11, which produce a first order shift in the energy of the Zeeman interaction to a limited 

range of Zeeman product states (Fig. 2.12). The line broadening from the heteronuclear dipolar 

coupling is dependent on orientation. The static line-shape for a system with heteronuclear 

dipolar coupling is known as a Pake doublet, shown in Fig. 2.13. The splitting between the 

two horns is equal to |𝑑𝐼𝑆| 2𝜋⁄ . In solution, rapid tumbling of the molecules removes the 

Figure 2.12: Energy level transitions for a pair of spin-½ dipolar coupled nuclei. Energy levels 

correspond to a linear combination of Zeeman eigenstates for a homonuclear pair (left) and to the 

Zeeman product eigenstates for a heteronuclear pair (right). 

Figure 2.13: Simulated NMR line shape for a heteronuclear dipolar coupling between a pair of spin-

½ nuclei. 
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anisotropic broadening due to dipolar coupling as this is averaged out to zero. It can be 

completely removed under MAS. 

 Due to the (𝐼𝑥𝑆̂𝑥 + 𝐼𝑦𝑆̂𝑦) term in Eqn. 99, the homonuclear dipolar coupling is less 

straightforward as the spin operator (Eqn. 101) contains non-zero off-diagonal terms: 

(𝐼𝑥𝑆̂𝑥 + 𝐼𝑦𝑆̂𝑦) can be conveniently expressed in terms of raising and lowering operators as 

(𝐼−𝑆̂+ + 𝐼+𝑆̂−), these are referred to as the flip-flop term. The spin eigenstates correspond to 

linear combinations of degenerate Zeeman levels. In systems containing numerous nuclei, the 

presence of multiple degenerate eigenstates, with different transition frequencies, means that 

the Hamiltonians do not commute at different time points. The result is that the subsequent 

line broadening from homonuclear dipolar coupling is only partially removed under MAS. 

 

2.2.5.3. Quadrupolar interaction 

The quadrupolar interaction occurs if the nuclear spin is ≥ 1. In these cases, nuclei possess an 

electric quadrupolar moment as well as well as a magnetic dipolar moment. This quadrupolar 

moment is caused by the charge distribution in the nucleus and results in a perturbation to the 

Zeeman interaction. The Cartesian form of the Hamiltonian for the quadrupolar interaction 

can be written as: 

 𝐻̂𝑄 =
𝑒𝑄

2𝐼(2𝐼 − 1)ħ
𝐼𝑉̃𝐼 (102) 

 

𝑉̃ describes the components of the electric field gradient in Cartesian coordinates: 

 𝑉̃ = (

𝑉𝑥𝑥 𝑉𝑥𝑦 𝑉𝑥𝑧
𝑉𝑦𝑥 𝑉𝑦𝑦 𝑉𝑦𝑧
𝑉𝑧𝑥 𝑉𝑧𝑦 𝑉𝑧𝑧

) 
(103) 

 

In the PAS, the components of 𝑉̃are described by the quadrupolar coupling constant, CQ, 

which describes the strength of the quadrupolar moment and the asymmetry parameter, ηQ, 

which describes the relative strength of the electric field gradient in three orthogonal 

directions: 
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 𝐶𝑄 =
𝑒2𝑞𝑄

ℎ
=
𝑒𝑄𝑉𝑧𝑧
ℎ

 
(104) 

 
                  𝜂𝑄 =

𝑉𝑥𝑥 − 𝑉𝑦𝑦

𝑉𝑧𝑧
     where     |𝑉𝑥𝑥| ≤ |𝑉𝑦𝑦| ≤ |𝑉𝑧𝑧| 

(105) 

 

Q is the isotope specific nuclear quadrupolar moment, q the electric field gradient at the 

nucleus and e the electric charge. A high CQ corresponds to a large electric field gradient 

across the nucleus.  

 Quadrupolar interactions are typically on the order of MHz, and are thus significantly 

larger than the other internal interactions. However, the Zeeman interaction remains 

sufficiently dominant for the nuclei considered in this work that it is necessary to rotate the 

PAS to the laboratory frame. From Eqn. 73 and Eqn. 102, the PAS Hamiltonian for the 

quadrupolar interaction is: 

 𝐻̂𝑄
𝑃𝐴𝑆 =

2𝜋

2𝐼(2𝐼 − 𝐼)
(𝐴20
𝑃𝐴𝑆𝑇̂20 + 𝐴22

𝑃𝐴𝑆𝑇̂2−2 + 𝐴2−2
𝑃𝐴𝑆𝑇̂22) 

(106) 

 

The spatial terms are given by: 

 

                     𝐴20
𝑃𝐴𝑆 = √

2

3
𝐶𝑄 

(107) 

 
                     𝐴22

𝑃𝐴𝑆 = 𝐴2−2
𝑃𝐴𝑆 =

1

2
𝜂𝑄𝐶𝑄 (108) 

 

The full Hamiltonian in the laboratory frame is: 

 𝐻̂𝑄
𝐿 =

2𝜋

2𝐼(2𝐼 − 𝐼)
(𝐴20
𝐿 𝑇̂20 − 𝐴21

𝐿 𝑇̂2−1 − 𝐴2−1
𝐿 𝑇̂21 + 𝐴22

𝐿 𝑇̂2−2 + 𝐴2−2
𝐿 𝑇̂22) 

(109) 

 

When considered as a first-order perturbation, under the secular approximation, only the 

contribution of 𝐴20
𝐿  term is needed: 

                      𝐴20
𝐿 = 𝐴20

𝑃𝐴𝑆𝐷00
2 + 𝐴22

𝑃𝐴𝑆𝐷20
2 + 𝐴2−2

𝑃𝐴𝑆𝐷−20
2                                   

= √
3

2

𝐶𝑄
2𝐼(2𝐼 − 𝐼)

1

2
((3 cos2 𝛽𝑃𝐿 − 1)

+ 𝜂 sin2 𝛽𝑃𝐿 cos 2𝛼𝑃𝐿) 

(110) 
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The first-order quadrupolar Hamiltonian is therefore: 

 𝐻̂𝑄
𝐿 = √

3

2

𝐶𝑄
2𝐼(2𝐼 − 𝐼)

1

2
((3 cos2 𝛽𝑃𝐿 − 1) + 𝜂 sin

2 𝛽𝑃𝐿 cos 2𝛼𝑃𝐿)𝑇̂20 
(111) 

 

The first order perturbation can be written as: 

 𝐸𝑚
1 = ⟨𝑚|𝐻̂1|𝑚⟩ (112) 

 

Substitution of Eqn. 111 yields: 

 

𝐸𝑚
1 = √

3

2

𝐶𝑄
2𝐼(2𝐼 − 𝐼)

1

2
(3𝑚2 − 𝐼(𝐼 + 1)) ((3 cos2 𝛽𝑃𝐿 − 1)

+ 𝜂𝑄 sin
2 𝛽𝑃𝐿 cos 2𝛼𝑃𝐿) 

(113) 

 

For 14N, a spin-1 nucleus and the only quadrupolar nucleus considered in this work, there are 

three possible energy levels (𝑚 = −1,0,1) and thus two possible transitions as shown in Fig. 

2.14. For the first-order perturbation, the energy splitting for the total transition between 𝑚 =

−1 and 𝑚 = 1 is the same as for the unperturbed Zeeman energy levels but the separate 

transition energies are different. This is not the case for the second-order perturbation. 

 The second-order perturbation to the Zeeman interaction needs to be considered when 

the quadrupolar coupling is of the order of MHz, which is often the case. This perturbation is 

given by: 

 
𝐸𝑚
2 = ∑

⟨𝑛|𝐻̂1|𝑚⟩⟨𝑚|𝐻̂1|𝑛⟩

𝐸𝑛
0 − 𝐸𝑚

0

𝑚≠𝑛

 (114) 

 

The secular approximation is not valid when calculating the quadrupolar Hamiltonian to the 

second order so all terms in Eqn. 109 need to be considered.  

 

𝐸𝑚
2 = −(

𝐶𝑄

4𝐼(2𝐼 − 𝐼)
)
2 2

𝜔0
𝑚[

(𝐼(𝐼 + 𝐼) − 3𝑚2)𝐷00
0(𝑄)

+(8𝐼(𝐼 − 𝐼) − 3𝑚2 − 3)𝐷20
2(𝑄)

+(18𝐼(𝐼 − 𝐼) − 34𝑚2 − 5)𝐷40
4(𝑄)

] (115) 
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𝐷00
0(𝑄)

= −
1

5
(3 + 𝜂𝑄

2) 
(116) 

 
𝐷20
2(𝑄)

=
1

28
[(𝜂𝑄

2 − 3)(3 cos2 𝛽𝑃𝐿 − 1) + 6𝜂𝑄
2 sin2 𝛽𝑃𝐿 cos 2𝛼𝑃𝐿] 

(117) 

 

𝐷40
4(𝑄)

=
1

8

[
 
 
 
 
 
 (
1

140
(18 + 𝜂𝑄

2)(35 cos4 𝛽𝑃𝐿 − 30 cos
2 𝛽𝑃𝐿 + 3))

+(
3

7
𝜂𝑄 sin

2 𝛽𝑃𝐿 (7 cos
2 𝛽𝑃𝐿 − 1) cos 2𝛼𝑃𝐿)

+(
1

4
𝜂𝑄
2 sin4 𝛽𝑃𝐿 cos 4𝛼𝑃𝐿) ]

 
 
 
 
 
 

 (118) 

 

For the second-order perturbation, the energy splitting of the total transition between 𝑚 = −1 

and 𝑚 = 1 is altered relative to the zeroth order. As the second-order perturbation in Eqn. 115 

is inversely proportional to ω0, the effects decrease with increasing magnetic field strength. 

 The zero-rank term in Eqn. 115 is isotropic. The isotropic contribution to a resonance 

frequency in a NMR spectrum for a quadrupolar nucleus contains an additional quadrupolar 

isotropic shift, 𝛿𝑖𝑠𝑜
𝑄

, along with the isotropic chemical shift. 𝛿𝑖𝑠𝑜
𝑄

 is determined by the 

quadrupolar parameters: 

 
𝛿𝑖𝑠𝑜
𝑄 = −(

3

40
) (
𝑃𝑄
𝜈0
)
2 [𝐼(𝐼 + 1) − 9𝑚(𝑚 − 1) − 3]

[𝐼2(2𝐼 − 1)2]
× 106 (119) 

 

When 𝐼 = 1 and 𝑚 = 0,1, Eqn. 119 simplifies to: 

 
𝛿𝑖𝑠𝑜
𝑄 = −(

3

40
) (
𝑃𝑄
𝜈0
)
2

× 106 (120) 

 

Figure 2.14: First- and second-order perturbation to the Zeeman energy levels due to the quadrupolar 

interaction for a spin-1 nucleus. 
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The quadrupolar product, PQ, is given by: 

 

𝑃𝑄 = 𝐶𝑄√1+
𝜂𝑄
2

3
 

(121) 

 

The second-rank term is removed under MAS (see section 2.2.5.5). However, residual 

broadening from the quadrupolar interaction will remain under MAS as the fourth-rank term 

is also anisotropic and both second- and fourth-rank terms cannot be averaged by rotation 

about the same angle simultaneously (as for MAS). 

 

2.2.5.4. J-Coupling 

J-coupling is mediated by the sharing of electrons so only occurs between covalently bonded 

electrons. It is the weakest of the internal interactions, with maximum values of ~100 Hz for 

light atoms. The anisotropic component of the J-coupling, which has the same orientation 

dependence as the dipolar coupling. is small enough for the nuclei studied in this work that it 

can be ignored. The isotropic component is the trace of the interaction tensor: 

 
𝐽𝑖𝑠𝑜 =

1

3
 Tr[𝐽] =

1

3
 (𝐽𝑥𝑥 + 𝐽𝑦𝑦 + 𝐽𝑧𝑧) (122) 

 

The Cartesian form of the Hamiltonian for the J-coupling interaction can be written as: 

 𝐻̂𝐽 =∑𝐼𝑖𝐽𝑆̂𝑗
𝑖<𝑗

 (123) 

 

Although the splittings caused by the J-coupling can be seen in the solution state, due to the 

narrow lineshapes, the anisotropic line broadening in solid-state NMR means there is usually 

insufficient resolution to observe a J-splitting. J-couplings can, however, be employed as a 

method of polarisation transfer, identifying chemically bonded nuclei in correlation 

experiments, though this method is not utilised within this work. 
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2.2.5.5. Magic Angle Spinning 

Magic-angle spinning (MAS) is capable of averaging many anisotropic interactions present in 

solid-state NMR. This is the case when the orientation dependence of these anisotropic 

contributions is 3 cos2 𝜃 − 1, with θ corresponding to the angle between the interaction tensor 

and B0. MAS utilises this dependence as when θ = 54.74° (the so-called magic angle) 

3 cos2 𝜃 − 1 = 0. Averaging of the anisotropic interactions (over one full rotor period) is 

therefore efficiently achieved by the physical rotation of a powder sample about an axis that 

sits at the magic angle relative to B0, ensuring the interactions along the axis of rotation are 

also removed as they are zero. 

The mathematical description of MAS requires the introduction of an intermediate 

rotation to the rotor frame (R) into the rotation between the PAS and the laboratory frame. 

The Euler angles used are therefore: 

𝑃𝐴𝑆
                     
→      𝑅𝑜𝑡𝑜𝑟 𝑓𝑟𝑎𝑚𝑒 𝑅(𝛼𝑃𝑅 , 𝛽𝑃𝑅 , 𝛾𝑃𝑅) 

𝑅𝑜𝑡𝑜𝑟 𝑓𝑟𝑎𝑚𝑒
                     
→      𝐿𝑎𝑏𝑜𝑟𝑎𝑡𝑜𝑟𝑦 𝑅(𝛼𝑅𝐿 , 𝛽𝑅𝐿 , 𝛾𝑅𝐿)

 

These transformations are illustrated in Fig. 2.15, where it can also be seen that 𝛼𝑃𝑅 is 

subtended by the physical rotation of the rotor, at a spinning frequency 𝜔𝑅. The angle 𝛾𝑅𝐿 

defines the rotor phase. 

Figure 2.15: A rotor aligned at βRL relative to B0. The subsequent rotations from PAS-rotor and rotor-

laboratory frames are illustrated. 
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The 𝐴20
𝑃𝐴𝑆 term is non-zero for both the chemical shielding and dipolar Hamiltonians. Rotation 

of this term from the PAS frame via the rotor frame gives (using the secular approximation) 

the laboratory frame term: 

 

𝐴20
𝐿 = 𝐴20

𝑃𝐴𝑆 ∑ 𝐷0𝑚′
2 (𝛼𝑃𝑅 , 𝛽𝑃𝑅 , 𝛾𝑃𝑅)𝑑𝑚′0

2 (𝛽𝑅𝐿)𝑒
𝑖𝑚′𝜔𝑅𝑡

2

𝑚′=−2

 (124) 

 

Terms with non-zero values of m’ will, over a 360° rotation of the rotor (the time taken for 

this is one rotor period, 𝜏𝑅), average to zero: 

 
∫ 𝑒𝑖𝑚

′𝜔𝑅𝑡𝑑𝑡
𝜏𝑅

0

= 0         if     𝑚′ ≠ 0 
(125) 

 

Therefore, provided acquisition is over exactly an integer multiple of 𝜏𝑅, applying rotation 

matrices means Eqn. 124 becomes: 

                   〈𝐴20
𝐿 〉 = 𝐴20

𝑃𝐴𝑆𝑑00
2 (𝛽𝑃𝑅)𝑑00

2 (𝛽𝑅𝐿)

= 𝐴20
𝑃𝐴𝑆 [

1

4
(3 cos2 𝛽𝑃𝑅 − 1)(3 cos

2 𝛽𝑅𝐿 − 1)] 
(126) 

 

Hence if 𝛽𝑅𝐿 is set to 54.74°, the aforementioned magic angle, the anisotropy averaged over 

one rotor period will cancel to zero. If acquisition is not over an integer multiple of 𝜏𝑅 this is 

not the case, the 𝑚′ ≠ 0 terms will not average to zero and additional relevant spatial 

components must be considered. In this case, Eqn. 126 becomes: 

 

𝐴20
𝐿 = 𝐴20

𝑃𝐴𝑆

[
 
 
 
 
 
1

4
(3 cos2 𝛽𝑃𝑅 − 1)(3 cos

2 𝛽𝑅𝐿 − 1)

−
3

4
sin2𝛽𝑃𝑅 sin 2𝛽𝑅𝐿 cos(𝛾𝑃𝑅 +𝜔𝑅𝑡)

+
3

4
sin2 𝛽𝑃𝑅 sin

2 𝛽𝑅𝐿 cos(2𝛾𝑃𝑅 + 2𝜔𝑅𝑡)]
 
 
 
 
 

 (127) 

 

The first term is the same as for Eqn. 126 so, if 𝛽𝑅𝐿 is set to 54.74°, this will cancel to zero. 

The final two terms are seen experimentally as spinning sidebands when acquisition is not 

over an integer multiple of 𝜏𝑅, such spinning sidebands are found at increments of 𝜔𝑅. 
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2.2.6. Experimental Methods 

2.2.6.1. Lineshapes 

In NMR, the time domain signal is generated by induction of a current in a coil and detected 

using quadrature detection (as mentioned in section 2.2.1). By mixing the recorded signal with 

two reference frequencies, that have a phase difference of 90°, two orthogonal components of 

the magnetisation, that constitute the real and imaginary parts of the complex time-domain 

signal, are measured. In the absence of internal interactions, the time-domain signal for 

evolution under a resonance offset, Ω, is given by: 

 𝑠(𝑡) = cos𝛺𝑡 + 𝑖 sin𝛺𝑡 (128) 

 

A damping term characterised by the transverse relaxation, T2, is typically included to capture 

the loss of coherence between spins. Eqn. 128 can therefore be written in exponential form as: 

 
𝑠(𝑡) = 𝑒𝑖𝛺𝑡𝑒

− 
𝑡
𝑇2 

(129) 

 

The complex time domain signal, the FID, is FT to give the frequency domain spectrum, which 

is more easily interpreted. For simplicity, we define a parameter 𝑅 = 1 𝑇2⁄ . 

 
𝑆(𝜔) =

𝑅

𝑅2 + (𝜔 − 𝛺)2
− 𝑖

𝜔 − 𝛺

𝑅2 + (𝜔 − 𝛺)2
= 𝐴(𝜔) − 𝑖𝐷(𝜔) (130) 

 

The real part of the spectrum, 𝐴(𝜔), generates an absorption lineshape while the imaginary 

part, 𝐷(𝜔), has a dispersion lineshape (a phase adjustment is often necessary to ensure each 

component is purely absorptive or dispersive). 𝐴(𝜔) is at a maximum intensity at Ω, while 

𝐷(𝜔) is has zero intensity. The linewidth, when measured as the full width at half maximum 

height (FWHMH), of 𝐴(𝜔) is given by 1 𝜋𝑇2⁄  (in Hz). Therefore a short T2 is associated with 

marked line broadening. 

 2D experiments are described by two evolution periods: t2, which is analogous to the 

FID acquisition time in 1D, and t1, which describes a second evolution time in 2D experiments. 

To produce a 2D dataset, t1 is incremented (Δt1) over the collection of a series of FIDs. The 
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direct, t2, dimension produces the frequency ω2 on the axis F2 and the indirect, t1, dimension 

produces the frequency ω1 on the axis F1. A generic 2D experiment is described by four 

periods of time: preparation, in which the desired nuclear spin coherences are excited; 

evolution of the spins under the interactions present during the incremented t1; mixing, in 

which the spin coherences are converted into an observable form; and detection during t2 as 

an in-phase SQ coherence. The general form of the 2D time domain signal, for evolution under 

only Ω, is given by: 

 

𝑠(𝑡1, 𝑡2) = 𝑒
−𝑖𝑝𝛺𝑡1𝑒

− 
𝑡1

𝑇2
(1)

𝑒𝑖𝛺𝑡2𝑒
− 
𝑡2

𝑇2
(2)

 
(131) 

 

 In an experiment that is phase modulated (pm) with respect to t1, then only a single 

selected coherence order, p, is present during t1. For the case where 𝑝 = 1, Eqn. 131 becomes: 

 

𝑠𝑝𝑚(𝑡1, 𝑡2) = 𝑒
−𝑖𝛺𝑡1𝑒

− 
𝑡1

𝑇2
(1)

𝑒𝑖𝛺𝑡2𝑒
− 
𝑡2

𝑇2
(2)

 
(132) 

 

FT of Eqn. 132, with respect first to t2 and then to t1, gives: 

      𝑠𝑝𝑚(𝜔1, 𝜔2) = (𝐴1
− − 𝑖𝐷1

−)(𝐴2
+ − 𝑖𝐷2

+)

= (𝐴1
−𝐴2

+ − 𝐷1
−𝐷2

+) − 𝑖(𝐴1
−𝐷2

+ + 𝐷1
−𝐴2

+) 
(133) 

 

As the superscript describes the sign of the precession frequency, it can be easily seen that the 

F1 components only have negative frequencies, indicating that sign discrimination has been 

achieved. However, there are both absorptive and dispersive elements in both the real and 

imaginary components. This results in a broad, phase-twisted lineshape. Therefore, NMR 

experiments are collected using amplitude modulation (am), where both signs of coherence 

order are present during t1 (𝑝 = ±1,±2,…). In this case, Eqn. 132 becomes: 

 

        𝑠𝑎𝑚(𝑡1, 𝑡2) = (𝑒
−𝑖𝛺𝑡1 + 𝑒𝑖𝛺𝑡1)𝑒

− 
𝑡1

𝑇2
(1)

𝑒𝑖𝛺𝑡2𝑒
− 
𝑡2

𝑇2
(2)

= 2cos𝛺𝑡1 𝑒
− 
𝑡1

𝑇2
(1)

𝑒𝑖𝛺𝑡2𝑒
− 
𝑡2

𝑇2
(2)

 

 

(134) 

 

FT with respect to t2 proceeds as before but FT for t1 is performed separately for the real and 

imaginary components: 
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      𝑠𝑎𝑚
𝑅𝑒 (𝜔1, 𝜔2) = (𝐴1

− + 𝐴1
+)𝐴2

+ − 𝑖(𝐷1
− + 𝐷1

+)𝐴2
+ (135) 

      𝑠𝑎𝑚
𝐼𝑚 (𝜔1, 𝜔2) = (𝐴1

+ + 𝐴1
−)𝐷2

+ − 𝑖(𝐷1
+ + 𝐷1

−)𝐷2
+ (136) 

 

Amplitude modulation ensures that the real part of the spectrum is purely absorptive but does 

not provide sign discrimination. Additional acquisition methods (section 2.2.6.2) are required 

for this. 

 

2.2.6.2. 2D sign discrimination 

A common approach to provide sign discrimination when acquiring 2D datasets is to employ 

the States method.158 The FID for each value of t1 is recorded twice, with a difference in phase 

of 𝜋 2|𝑝|⁄  between the preparation pulses used for each. This results in the two signals being 

90° out of phase with respect to each other, with the second sine-modulated: 

 

        𝑠𝑎𝑚,𝑠𝑖𝑛(𝑡1, 𝑡2) = 2𝑖 sin𝛺𝑡1 𝑒
− 
𝑡1

𝑇2
(1)

𝑒𝑖𝛺𝑡2𝑒
− 
𝑡2

𝑇2
(2)

 
(137) 

 

The FT of Eqn. 137, with the real and imaginary t1 components transformed separately as 

general amplitude modulation, produces the sine modulated equivalent of Eqn. 135 as: 

      𝑠𝑎𝑚,𝑠𝑖𝑛
𝑅𝑒 (𝜔1, 𝜔2) = (𝐴1

− − 𝐴1
+)𝐴2

+ − 𝑖(𝐷1
− − 𝐷1

+)𝐴2
+ (138) 

 

The difference between the real, absorptive components of the two signals (the difference 

between Eqn. 135 and Eqn. 138) is purely absorptive and sign-discriminated: 

 (𝐴1
− + 𝐴1

+)𝐴2
+ − (𝐴1

− − 𝐴1
+)𝐴2

+ = 2𝐴1
+𝐴2

+ (139) 

 

An alternative approach is the two pulse phase incremented (TPPI) method, whereby a single 

FID is recorded for each t1 but Δt1 is halved with respect to the spectral width, sω1. A 𝜋 2|𝑝|⁄  

phase change is introduced for each subsequent FID, modulating the coherence by a t1 specific 

phase and thus ensuring sign discrimination.  
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Within this work, the combined approach, States-TPPI,159 is employed. Two FIDs are 

recorded for each value of t1 but the phase is modulated as 0°-90°-180°-270° rather than 0°-

90°-0°-90° for SQ t1 evolution. 

 

2.2.6.3. Phase cycling 

Coherences are excited by applying rf pulses but a single pulse introduces a range of 

coherences relating to the possible eigenstates and often only specific ones are desired, 

corresponding to filtering with respect to certain interactions. Selection of the desired 

coherence pathways is achieved by phase cycling. The pulse sequence is repeated N times and 

the phases of certain pulses and the receiver are altered between repeats. Addition over all 

FIDs removes unwanted coherence pathways through destructive interference. The ‘Golden 

Rules’ of phase cycling that must be applied are: 

1. Changing the phase of a pulse or group of pulse by Δφ results in a phase shift to any 

coherence that is changing coherence order 
                
→     − ∆𝜑∆𝑝. 

2. For a phase cycle step of 360°/N, in addition to the desired coherence change, Δp, 

pathways corresponding to ∆𝑝 ± 𝑛𝑁 will also be selected. All other pathways will be 

blocked. 

The initial and final coherences are always fixed as the initial state is always thermal 

equilibrium, 𝑝 = 0, and only in-phase SQ coherences are observable directly (generally 𝑝 =

−1 is chosen). For the phase cycle to correctly select and remove the desired pulses, the total 

number of FIDs must be an integer multiple of N, otherwise interference between the signal 

of subsequent scans will be incomplete. The second rule results in selection of coherences of 

higher quantum order as well as the desired one but these can generally be ignored as 

excitation efficiency decreases with increasing quantum order. For complex experiments, it is 

possible to employ nested phase cycles to allow for multiple coherence changes. These can 

select symmetric positive and negative coherence pathways and so permit amplitude 
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modulated acquisition. The receiver phase is the sum of the individual receiver phases for each 

coherence change. 

 

2.2.6.4. Decoupling 

Organic materials typically have dense proton environments resulting in significant hetero- 

and homo-nuclear dipolar couplings that contribute to the broadness of the NMR linewidths 

(see Fig. 2.11 in section 2.2.5.2). Decoupling techniques are applied to reduce the NMR 

linewidths. 

 When observing ‘dilute’ nuclei, with low natural abundance, it is assumed that the H-

X heteronuclear dipolar coupling is the most significant interaction remaining under MAS. 

Heteronuclear dipolar decoupling is generally applied as a continuous, high rf frequency to 

the abundant nuclei, exciting continuous transitions between its |𝛼⟩ and |𝛽⟩ states. If the rf 

nutation frequency, ω1/2π, is fast enough, i.e. more than three times larger than the 

heteronuclear dipolar coupling, the rapid transitions aid in averaging the coupling. For 1H-13C 

dipolar coupling an ω1/2π of 100 kHz is sufficient. To avoid a periodicity being introduced 

when decoupling is employed alongside MAS, it is implemented in blocks with phase 

switching between pulses. The small phase incremental alternation with 64 steps (SPINAL-

64)160 approach to this is employed within this work. 

1H-1H homonuclear couplings present even more of a problem in proton dense 

systems as they can only partially be removed under MAS, although increasing the spinning 

frequency can produce significant improvements. It is therefore common to employ 

homonuclear decoupling sequences. The method employed in this work is Decoupling Using 

Mind Boggling Optimisation (DUMBO), specifically eDUMBO22.161, 162 The DUMBO 

sequences apply on-resonance pulses, at a constant nutation frequency, with rapid phase 

switching between the discrete pulses (on the order of 100 ns). The original sequence 

DUMBO-1 was optimised computationally for static conditions while eDUMBO-122 was 

further optimised experimentally at 22 kHz MAS. 
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2.2.6.5. Cross-polarization 

Cross-polarisation, CP, enhances the magnetisation of dilute, low-γ nuclei, by exploiting 

heteronuclear dipolar couplings to transfer polarization from an abundant, high-γ nucleus, like 

1H. This is particularly useful for 13C as its natural abundance is only 1.1 % (12C is the most 

abundant carbon isotope but is NMR invisible as I = 0) and its relatively low γ also typically 

results in slow spin-lattice relaxation compared to 1H. The CP MAS pulse sequence is shown 

in Fig. 2.16, below.  

Cross-polarisation occurs when the Hartmann-Hahn matching condition163 is 

satisfied:  

 
𝛾𝐼𝐵1𝐼 = 𝛾𝑆𝐵1𝑆 

(140) 

 

In this work, spin I always corresponds to 1H and spin S to 13C. The Hartmann-Hahn condition 

is valid as written in Eqn.140 when under static conditions. When the system is under MAS, 

it can be rewritten as: 

 
                    𝛾𝐼𝐵1𝐼 = 𝛾𝑆𝐵1𝑆 + 𝑛𝜔𝑅       for      𝑛 = 1, 2,… 

(141) 

 

CP transfer occurs via heteronuclear dipolar couplings so magnetisation transfers most quickly 

between nuclei that are near in space, with longer contact times required to ensure transfer for 

longer range couplings. The peak intensities are therefore indicative of the transfer 

distance/efficiency rather than the number of chemical environments for that resonance. The 

chosen contact time also needs to take longitudinal relaxation during the rf pulse, T1ρ, into 

account as it will make lengthy contact times inefficient. Fast MAS also decreases the 

efficiency of transfer, although ramped contact pulses have been found to partially compensate 

for this.164 

The 2D 1H-13C heteronuclear correlation (HETCOR) experiment employed in this 

work is based on CP MAS transfer with eDUMBO-122 homonuclear-decoupling (2.2.6.4) 

applied during t1 to reduce the 1H linewidths. 
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2.2.6.6. 1H-1H DQ experiment 

The 1H-1H DQ experiments conducted in this work employ the Back to Back (BaBa) 

method165, 166 for dipolar recoupling. This consists of four 𝜋 2⁄  pulses per rotor period, 𝜏𝑅, 

although this can be repeated over multiples of 𝜏𝑅 to produce longer dipolar recoupling times. 

BaBa recoupling is a non-γ encoded DQ recoupling sequence and has an inherent dependence 

on the amplitude of the rotor phase (Fig. 2.17). 2D experiments therefore need to be recorded 

in a rotor synchronised manner to prevent rotor-encoded spinning sidebands in the DQ 

dimension. The sidebands are folded back onto the centreband under rotor synchronisation 

which leads to an increase sensitivity. The number of t1 increments needed is also reduced, 

making it possible to cut down experimental times. 

The dependence of the dipolar coupling on the interatomic distance (𝑑𝐼𝑆 ∝ 1 𝑟𝐼𝑆
3⁄ , in 

Eqn. 96) results in the maximum intensities, I, and their build-up with recoupling time being 

indicative of relative 1H-1H distance.106, 167, 168 Furthermore, the relative intensities of DQ 

Figure 2.16: A ramped CP pulse sequence alongside the coherence transfer pathway for spins I and S. 

Heteronuclear decoupling (in this work SPINAL-64) is applied during acquisition to remove strong 

heteronuclear  dipolar couplings. 
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peaks for a specific SQ resonance relate, to a good approximation, to the ratio of squares of 

the relevant dipolar coupling constants, allowing an experimental determination of the relative 

distances from a single experiment: 

 𝑑𝐼𝑆1
2

𝑑𝐼𝑆2
2  =

𝑟𝐼𝑆2
6

𝑟𝐼𝑆1
6  

(142) 

 

 

2.2.6.7. 1H-1H spin diffusion 

A 1H-1H SQ spin diffusion experiment, where z magnetisation is transferred through 

homonuclear dipolar couplings, can also be employed to probe structural features of systems. 

The same pulse sequence (Fig. 2.18) is used in both solid-sate and solution state NMR, where, 

Figure 2.17: A 1H-1H DQ/SQ pulse sequence with BaBa recoupling alongside the coherence transfer 

pathway. An initial block of BaBa recoupling is employed for DQ excitation and then a second is 

employed after t1 for DQ reconversion. 

Figure 2.18: A 1H-1H SQ/SQ spin diffusion (NOESY like) pulse sequence alongside the coherence 

transfer pathway. 
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in the latter case, polarisation transfer is via the Nuclear Overhauser Effect (NOE) in the 

NOESY experiment. Although these experiments are often used to probe dynamics or, over a 

range of mixing times, 𝜏mix, to investigate the relative distances, in this work the 1H-1H SQ 

spin diffusion experiment is used to determine the number of separate phases within a sample. 

For a sufficiently long 𝜏mix, all resonances within the same phase will transfer magnetisation 

between all others, allowing the identification of more than one phase by noting the absence 

of correlations. 

 

2.2.6.8. HMQC 

Heteronuclear Multiple Quantum Coherence (HMQC)169-172 experiments can be utilised to 

determine correlations between different nuclear species. Within this work they are utilized 

for 14N-1H correlations, with direct detection on the 1H channel to provide a sensitivity 

enhancement relative to detection on the 14N channel (Fig. 2.19). This is due to 1H being high-

γ and 14N low-γ, resulting in a larger magnetic moment and Larmor frequency for 1H (as both 

of these properties are proportional to γ).  

Rotary resonance recoupling (R3)173, 174 is employed to reintroduce the heteronuclear 

dipolar couplings that are removed under MAS (alternative dipolar recoupling schemes or 

magnetisation transfer via J-couplings are possible). For the rotary resonance condition, 𝜔1 =

𝑛𝜔𝑅, at 𝑛 = 2 there is efficient heteronuclear dipolar (and CSA) recoupling with simultaneous 

1H-1H homonuclear dipolar decoupling. The rf pulses for R3 are only applied to the 1H channel 

as the rf nutation frequencies are too small to manipulate the large 14N quadrupolar interaction. 

Additionally, there is also an increase in 1H coherence lifetimes as a result of the recoupling, 

increasing the signal. 

Application of a 4-step nested phase cycle (2-steps on the first 1H pulse and 2-steps 

on the last 14N pulse) selects two SQ changes of coherence order ∆𝑝 = ±1. 
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2.2.7. Experimental Details 

Solid-state NMR experiments were performed on: 

1. A Bruker Avance III spectrometer, operating at 1H and 13C Larmor frequencies of 

500.0 MHz and 125.8 MHz, respectively. 

2. A Bruker Avance II+ spectrometer, operating at 1H, 13C and 14N Larmor frequencies 

of 600.0 MHz, 150.7 MHz and 43.4 MHz, respectively 

3. A Bruker Avance III HD spectrometer, operating at 1H, 13C and 14N Larmor 

frequencies of 700.0 MHz, 176.0 MHz and 50.6 MHz, respectively 

1.3 mm HXY probes in double resonance mode were used for 1H one-pulse MAS, 2D 1H SQ 

spin-diffusion (NOESY-type), 2D 1H DQ (with one rotor period of BaBa recoupling165, 166) 

and 2D 14N-1H HMQC169-172 (with R3 recoupling173, 174) experiments. Experimental details for 

each set of experiments run for the systems studied are recorded in Table 4. The spectrometer 

(S), number of coadded transients (ns), recycle delay (d1), number of t1 FIDs and spin-

diffusion mixing time (d8) are reported as appropriate. In all cases (except during CP), a 1H 

nutation frequency of 100 kHz was used corresponding to a 1H 90° pulse duration of 2.5 μs. 

Figure 2.19: A 14N-1H HMQC pulse sequence, with R3 employed as the recoupling scheme, alongside 

the coherence transfer pathway 
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Each 2D fast MAS experiment employed a rotor synchronized t1 increment of 16.67 μs and 

133 μs of R3 recoupling was employed for all 2D 14N-1H HMQC.  

 

Table 2.4: Experimental parameters for fast MAS NMR experiments for each of the systems. 

 

Details of the 1H-13C experiments, CP MAS and HETCOR, are listed in Table 5, including the 

CP mixing time (CP), t1 increment and scaling factor (SF). In the HETCOR experiments, 

eDUMBO-122
161, 162 homonuclear decoupling was used with a 32 μs cycle, with 320 divisions 

of 100 ns each. In the HETCOR pulse sequence, the following phase cycling was employed: 

1H 90° pulse (90º 270°), 13C CP contact pulse (2{0°} 2{180°} 2{90°} 2{270°}), receiver (0° 

180° 180° 0° 90° 270° 270° 90°). For both CP MAS and HETCOR 1H-13C experiments, 

SPINAL64 1H heteronuclear decoupling was applied during the acquisition of the 13C FID, 

with a pulse duration of 5.9 μs at a nutation frequency of 100 kHz, and a 70 to 100% ramp164 

on the 1H channel was used for the CP contact time with nutation frequencies of 47.5 and 60 

kHz for 13C and 1H, respectively. In 2D experiments, the States-TPPI method was employed 

for sign discrimination.159 

 

 

 
1H one-

pulse 
2D 1H DQ 2D 1H SQ 14N-1H HMQC 

 S ns 
d1 

(s) 
S ns 

FID

s 

d1 

(s) 
S ns 

FID

s 

d1 

(s) 

d8 

(s) 
S ns 

FID

s 

d1 

(s) 

26L:HF 1 
1

6 

10

0 
2 

3

2 
224 10 2 4 82 

10

0 
3 2 16 240 60 

25L:F0.5:FA 2 8 10 2 
3

2 
256 10 2 

1

6 
128 10 

0.

5 
2 16 192 15 

25AMP:F0.5:FA0.

5 
3 8 5 3 

1

6 
256 20 1 8 128 20 

0.

5 
2 32 128 50 

52AMP:HF 2 8 80 2 8 128 80 2 8 128 80 1 2 8 128 80 

26AMP:F0.5:(H2

O)2 
2 4 75 2 

1
6 

128 75 2 8 136 75 
0.
5 

3 8 136 80 

26AMP2:F:H2O 2 4 80 2 8 128 80 2 8 128 80 
0.
5 

2 8 216 80 

26AMP2:F:FA0.5 2 8 60 2 8 192 60 2 8 152 60 
0.
3 

2 32 82 65 
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Table 2.5: Experimental details for 1H-13C experiments for each of the systems. 

   1H-13C CP 1H-13C HETCOR 

 S Probe ns 
CP 

(μs) 

d1 

(s) 
ns FIDs t1 

CP 

(μs) 
SF 

26L:HF 1 4 mm HX 32 750 78 16 72 80 200 1.8 

25L:F0.5:FA 1 4 mm HX 32 1500 60 16 128  500 1.4 

25AMP:F0.5:FA0.5 2 2.5 mm HX 64 2000 70 40 60  500 1.8 

52AMP:HF 3 3.2 mm HX 16 1500 80 24 120 36 500 1.6 

26AMP:F0.5:(H2O)2 2 3.2 mm HX 32 1500 80 24 72 80 500 1.8 

26AMP2:F:FA0.5 2 3.2 mm HX 16 1500 30 

64 128 73 500 1.6 

64 52 40 200 1.6 

 

13C and 1H chemical shifts are referenced with respect to TMS via L-alanine at natural 

abundance as a secondary reference (1.1 ppm for the CH3 1H resonance and 177.8 ppm for the 

CO 13C resonance) corresponding to adamantane at 1.85 ppm (1H)175 and 38.5 ppm (13C)176. 

14N shifts are referenced with respect to a saturated NH4Cl aqueous solution via spectra of L-

β-aspartyl-L-alanine at natural abundance (−284 ppm for the lower NH resonance at a Larmor 

frequency of 43.4 MHz) corresponding to liquid CH3NO2 at 0 ppm.171, 177 1H, 13C and 14N shifts 

can be experimentally determined to an accuracy of ± 0.2, ± 0.1 and ± 5 ppm, respectively. 

Solution-state NMR was carried out on a Bruker Avance III spectrometer operating at a 1H 

Larmor frequency of 400.0 MHz. Samples were dissolved in DMSO-d6 at a concentration of 

approximately 10 mg/mL. 1D 1H one-pulse experiments were referenced to TMS via the 

residual solvent peak. 
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2.3. DFT 

 

2.3.1. Schrödinger Equation  

The Schrödinger equation (SE) is the starting point of quantum chemistry. The wavefunction 

is a function of coordinates of all electrons and ions (and depends parametrically on time). It 

cannot be solved exactly for any atom larger than hydrogen but most quantum chemical 

approaches use approximations to come to a valid solution. The time-independent, non-

relativistic SE can be written as: 

 𝐻̂𝜓𝑖(𝑟1, 𝑟2, … , 𝑟𝑁, 𝑅⃑⃑1, 𝑅⃑⃑2, … , 𝑅⃑⃑𝑀) = 𝐸𝑖𝜓𝑖(𝑟1, 𝑟2, … , 𝑟𝑁, 𝑅⃑⃑1, 𝑅⃑⃑2, … , 𝑅⃑⃑𝑀) (143) 

 

where 𝑟𝑖 and 𝑅⃑⃑𝑖 are the positions of the ith electron and nucleus, respectively, 𝐻̂ is the 

Hamiltonian operator for the total energy of a system containing N electrons and M nuclei in 

the absence of external fields and 𝐸𝑖 is the energy of the state 𝜓𝑖. 𝐻̂ is of the form: 

 

𝐻̂ = −
1

2
∑

1

𝑀𝐴

𝑀

𝐴=1

∇𝐴
2 −

1

2
∑∇𝑖

2

𝑁

𝑖=1

+∑∑
𝑍𝐴𝑍𝐵
𝑅𝐴𝐵

𝑀

𝐵>𝐴

𝑀

𝐴=1

+∑∑
1

𝑟𝑖𝑗

𝑁

𝑗>𝑖

𝑁

𝑖=1

−∑∑
𝑍𝐴
𝑟𝑖𝐴

𝑀

𝐴=1

𝑁

𝑖=1

 

(144) 

 

using atomic mass units and where: 

𝑀𝐴
       
→  mass of nucleus A 

𝑍𝐴
       
→  charge of nucleus A 

𝑟𝑖𝐴
       
→  interaction distance between electron i and nucleus A 

𝑟𝑖𝑗
       
→  interaction distance between electron i and electron j 

𝑅𝐴𝐵
       
→  the internuclear distance between nucleus A and nucleus B 
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2.3.2. Born-Oppenheimer approximation 

In the Born-Oppenheimer approximation, the nuclei are considered fixed as they move so 

slowly as compared to the electrons. This means that Eqn. 144 can easily be separated into 

two parts, the electronic Hamiltonian, 𝐻̂𝑒𝑙𝑒𝑐, which, applied to the electronic wavefunction, 

gives the electronic energy, Eelec, and a constant nuclear repulsion energy, Enuc: 

 𝐻̂𝑒𝑙𝑒𝑐 = −
1

2
∑∇𝑖

2

𝑁

𝑖=1

+∑∑
1

𝑟𝑖𝑗

𝑁

𝑗>𝑖

𝑁

𝑖=1

−∑∑
𝑍𝐴
𝑟𝑖𝐴

𝑀

𝐴=1

𝑁

𝑖=1

= 𝑇̂ + 𝑉̂𝑒𝑒 + 𝑉̂𝑁𝑒 (145) 

 

𝐸𝑛𝑢𝑐 = ∑∑
𝑍𝐴𝑍𝐵
𝑅𝐴𝐵

𝑀

𝐵>𝐴

𝑀

𝐴=1

 (146) 

In Eqn. 145, 𝑇̂ is the electronic kinetic energy, 𝑉̂𝑒𝑒 the electronic potential energy and 𝑉̂𝑁𝑒 the 

mixed potential energy. The total energy of the system under the Born-Oppenheimer 

approximation is simply: 

 𝐸𝑡𝑜𝑡 = 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑛𝑢𝑐 (147) 

 

2.3.3. Hohenberg-Kohn 

Hohenberg and Kohn developed DFT as an exact theory describing many-body systems.178 

Theorem 1  For an electronic system in any external potential Vext(r), the said potential is 

determined, uniquely, save for a constant, by the ground state electron 

density, ρ0(r). Vext(r) in turn fixes 𝐻̂, fully determining it. 

Theorem 2 A universal functional of the energy, E[ρ(r)], can be defined in terms of the 

density ρ(r), which is valid for any external potential Vext(r). For any Vext(r), 

the exact ground state is determined by the global minimum value of E[ρ(r)]. 

The consequence of Theorem 1 is that the many body wavefunctions are determined. 

Therefore, all properties of the system are determined from the ground state density. By 

Theorem 2, E[ρ(r)] is therefore all that is required to determine the ground state density and 

thus the ground state energy. Note that DFT is a ground state theory as the above theorems 

rely on application of the variational principle which is limited to the ground state – therefore, 
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excited states have to be determined by other means. Separating E[ρ(r)] out into the system 

dependent (depends on ρ(r)) and independent (no dependence on N, etc.) parts, it can be 

written as: 

 
𝐸[𝜌(𝒓)] = 𝐹[𝜌(𝒓)] + ∫𝑉𝑒𝑥𝑡(𝒓)𝜌(𝒓)𝑑𝒓 (148) 

 

Although the Hohenberg-Kohn theorems reformulate the many-body problem in terms of the 

electron density, they do not actually solve it as the energy functional is a priori unknown.  

 

2.3.4. Kohn-Sham 

Within the Kohn-Sham scheme,179 the many-body problem is replaced with a set of single 

particle problems that can be summed over. This is achieved by replacing the fully interacting 

electrons with a system of imaginary non-interacting particles in an effective potential. It is 

based on the assumption that the ground state density of the fully interacting system is equal 

to some non-interacting system that is exactly soluble with all the complex parts (exchange 

and correlation) included in some approximate density functional, Exc(r). Under this, the 

independent part of Eqn. 148 becomes: 

 
𝐹[𝜌(𝒓)] = 𝑇0[𝜌(𝒓)] +

1

2
∫∫

𝜌(𝒓)𝜌(𝒓′)

|𝒓 − 𝒓′|
𝑑𝒓𝑑𝒓′ + 𝐸𝑥𝑐(𝒓) (149) 

 

In Eqn. 149, 𝑇0[𝜌(𝒓)] corresponds to the non-interacting electron kinetic energy and the 

remainder of the energy is made up of the classical Coulomb energy, 𝐸𝐻[𝜌(𝒓)], and Exc(r), 

which accounts for the non-classical self-interaction correction. 

Alongside the system dependent component of the energy functional, for which Vext(r) 

is merely the potential energy from the nuclei, the total energy of the system can be written 

as: 

 
𝐸[𝜌(𝒓)] = 𝑇0[𝜌(𝒓)] + ∫𝑑𝒓𝜌(𝒓)𝑉𝑒𝑥𝑡(𝒓) + 𝐸𝐻[𝜌(𝒓)] + 𝐸𝑥𝑐(𝒓) (150) 
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The only unknown is now 𝐸𝑥𝑐(𝒓), which accounts for around 10% of the total energy. In 

practice, DFT is implemented by approximating 𝐸𝑥𝑐(𝒓). The simplest approach is to use a 

Local Density Approximation, where, with the imaginary electrons modelled as a 

homogeneous electron gas, the contribution to 𝐸𝑥𝑐(𝒓) from r is considered to only depend on 

ρ(r). Many approximations also utilise the gradient of ρ and are thus termed Generalised 

Gradient Approximations (GGAs) – the functional developed by Perdew, Burke and 

Ernzerhof (PBE),180 that is used in this thesis, is of this type and has two non-empirical 

derivations. Meta-GGAs utilise the kinetic energy density to improve the approximation but 

are often semi-empirical (e.g. PKZB181), so liable to fail outside their fitting sets, or provide 

only moderate improvement over standard GGAs (e.g. TPSS182) while reducing computational 

efficiency. Global hybrid GGAs (e.g. B3LYP183 and PBE0184), on the other hand, replace a 

fixed proportion of the local exchange with Hartree-Fock exchange (this proportion is not 

fixed but dependent on density/density gradient etc. in non-global hybrids) but are not as easily 

evaluated for solids.182, 185  

 

2.3.5. Dispersion Correction 

One common flaw in many of the exchange correlation functionals discussed above is in the 

lack of description of long range, dispersive forces like van der Waals. Standard functionals 

only consider local properties, within the region where there is an overlap between electron 

densities, which decay exponentially with 𝒓. Dispersive forces, however, are attractive 

interactions caused by the response of one region’s electrons to the charge density fluctuations 

of another and follow a dipole-dipole relationship, so their intensity drops off as −1 𝒓6⁄ .186 

This can cause significant problems within DFT calculations, leading to the development of 

numerous correction schemes. In molecular crystals, when unit cell parameters are allowed to 

vary, an expansion is seen as molecules move away from each other if dispersive forces are 

absent, whereas slight contraction is generally seen (as would be expected for calculations that 

are performed at nominal 0 K) when a correction scheme is included. The most basic of these 
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(DFT-D methods) simply add an additional energy term based on dispersion coefficients C6, 

summing over elemental pairs but this excludes many-body effects and faster decaying terms 

as well as raising questions over the best generation of C6 coefficients. Methods such as DFT-

D3187 and TS188 (utilised in this work) follow the same approach but with variable C6 

coefficients depending on the atomic environment (rather than fixed for all instances of an 

atom regardless of, e.g., oxidation state).186 TS achieves this by simply combining reference 

atomic polarizabilities and C6 coefficients, resulting in high accuracy although it is unclear 

how it will cope with either increasing volumes or ionic systems.188 

 Schemes incorporating the dispersive forces within the exchange correlation 

functional, determining the interactions directly form the electron density, have also been 

developed but, although they are less likely to fail for systems outside a fitting space (as they 

are non-empirical) and the computational cost has been successfully reduced,189 they are both 

complex and generally lower in precision. Calculation of the correlation energy by utilising 

orbitals (ACFDT190 and DFT/post-HF methods)191 produce very accurate results but at a high 

computational cost. Incorporation of many-body dispersion (MBD) forces is also possible by 

treating each atomic position as a quantum harmonic oscillator with a characteristic frequency 

and determining the shifts in frequency as each is switched on, however, it is challenging to 

get accurate relations between oscillator models and atoms.192, 193 

 

2.3.6. Computational Details 

DFT calculations were performed using CASTEP194 Academic Release version 16.1. All 

calculations used the PBE exchange correlation functional,180 a plane-wave basis set with 

ultrasoft pseudopotentials and a plane-wave cut-off energy of 700 eV. Integrals over the 

Brillouin zone were taken using a Monkhorst-Pack grid of minimum sample spacing 0.1 × 2π 

Å−1 (unless otherwise stated). For all structures for which the NMR parameters were 

calculated, geometry optimisation was performed with the unit cell parameters fixed. 

Geometry optimisations were also run for numerous structures allowing the unit cell 
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parameters to vary (26L:HF, discussed in Chapter 3, and the 26AMP:F hydrate structures 

following removal of the water molecules, discussed in Chapter 4), with TS dispersion 

correction.188  MOGUL195 searches were performed both before and after geometry 

optimisation to ensure that the bond lengths, torsion and angles were consistent with the 

CCDC database.  

NMR parameters were calculated using the GIPAW107 method and were performed 

for both the geometry optimised crystal structures as a whole and for each of the isolated 

molecules in the asymmetric unit. For the isolated molecule calculations, each molecule in the 

asymmetric unit was extracted from the geometry optimised unit cell and placed in a 

sufficiently large box such that it could not interact with repeated molecules across periodic 

boundary conditions118 (unit cell dimensions increased by 10 Å in each direction). As each 

individual molecule carried a charge, this was specified in the .param file.196  

The calculated isotropic chemical shifts (δiso
calc) were determined from the calculated 

chemical shieldings (σcalc) by δiso
calc = σref – σcalc, with calculated σref values as recorded in 

Table 6. σref was determined for 1H and 13C by taking the sum of the experimental chemical 

shift and the GIPAW calculated absolute isotropic chemical shieldings. The resulting y-

intercept was taken as σref.117, 197 A literature value of −153 ppm was used for 14N.198 It is noted 

that it is common practice to calculate a specific reference shielding for each system199 (see, 

e.g., Supplementary Table 8 in reference), though average values over a range of compounds 

are also available.200  

Table 2.6: Reference shielding, σref, for each system. 

 σref (ppm) 

 1H 13C 

26L:HF 30.5 169.7 

25L:F0.5:FA 29.9 169.5 

25AMP:F0.5:FA0.5 29.9 169.7 

52AMP:HF 30.0 170.8 

26AMP:F0.5:(H2O)2 29.9 170.7 

26AMP2:F:H2O 29.9 170.4 

26AMP2:F:FA0.5 30.0 170.4 
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 Investigation of the Structure of 2,6-Lutidinium 

Hydrogen Fumarate 
 

 

3.1. Introduction 

The crystal structure of 26L with HF (Fig. 3.1a and b) was first published in 2001 by Pan et 

al., CCDC ref.: MIBYEB, no.: 181445.139 It is a 1 : 1 salt, acid : base,  which crystallises in 

the P21/c space group. Hydrogen fumarate molecules, which take the s-cis/s-trans 

conformation, form into chain structures running through the system, each with a 2,6-

lutidinium (26L) molecule hydrogen bonded to the carboxylate group and lying at 76.5° to the 

acid chain (Fig. 3.1c). Pairs of chains align to form stacks of lutidine molecules which pack 

together to form the 3D structure (Fig. 3.1d). The interaction between the acid and base has 

been determined from SXRD to be ionic and so, as 26L is liquid at room temperature, the 

system can be described as a salt solvate.6 The melting point of 26L is −6°C. 

 

Figure 3.1: Molecular structures of (a) 2,6-lutidinium and (b) hydrogen fumarate molecules with the atomic labels 
used in this work; (c) asymmetric unit of the DFT-optimised crystal structure of 26L:HF (left) and stacking of the 
asymmetric units to form hydrogen-bonded chain structures (right); (d) packing of the unit cell viewed along the 
c axis. Carbon, oxygen, nitrogen and hydrogen atoms are shown as grey, red, purple/blue and white circles. 

(a) 
(b) 

(c) (d) 
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In this chapter, the intermolecular interactions and stability of 26L:HF are 

investigated using a combination of NMR, XRD and DFT, using the NMR crystallography 

approach discussed in Chapter 1. As published in 2019,201 alongside the structural 

investigation, additional thermal analysis techniques are utilised to aid elucidation of 26L:HF 

degradation.  

 

 

3.2. Sample Preparation 

All chemicals were obtained from Sigma Aldrich (UK) at purities of 98% or higher and used 

without further purification. Purity was verified by 1H solution-state NMR. FA was dissolved 

in isopropanol and 26L was added in a 1:1 molar ratio. Samples were made on a ~50 mg scale 

with 24 mg FA and 26 μL 26L (with density 0.92 mg / L) in minimum amount of solvent 

required to dissolve all the solute (~10 mL). Crystallisation was achieved by slow solvent 

evaporation under ambient conditions over approximately 4 days. Crystal growth in 

subsequent crystallisation attempts was found to be improved by the addition of seed crystals 

to the crystallisation media. These seed crystals were selected from the small crystals present 

in the initial samples and were added when the saturated solution was placed under ambient 

conditions. 

 

 

3.3. NMR Crystallography Approach 

3.3.1. XRD 

Single crystals of 26L:HF were successfully obtained by slow evaporation. Crystals exhibited 

a thin plate morphology and, upon closer inspection with an optical microscope, thicker 

regions of the specimen could be seen as stacks of multiple thin plates, with some evidence of 

intergrowths.  
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To ensure that each sample was homogeneous, room temperature SXRD at 293 K was 

utilised to screen each crystallisation for unit cell variations and polymorphism. Most of the 

crystals found to be suitable for diffraction refined to the structure, published by Pan et al.139 

(CCDC ref.: MIBYEB, no.: 181445, see Fig. 3.1). The single exception to this is discussed 

below in section 3.4. During the crystal screening, the unit cell of 181445 was also seen in 

many other crystals judged unsuitable for full data collection due to poor diffraction. For all 

the plate crystals analysed by SXRD, the (0 1 0) plane constituted the largest face, exhibiting 

least growth (Fig. 3.2). This corresponds to a low drive for aligning the hydrogen-bonded 

fumarate chains (Fig. 3.1c) along the b axis. Conversely, the smallest crystal face, 

corresponding to the most favourable growth, relates to alignment of the chain structures along 

the a axis forming the (1 0 0) crystal plane. The growth of the chains themselves, that results 

in the stacks of lutidine molecules (Fig. 3.1c), is moderate. 

Following grinding to a powder, room temperature PXRD patterns were run to ensure 

no changes had been induced during the grinding process. Fig. 3.3 shows the result of a 

Rietveld refinement against a high-resolution synchrotron scan of 26L:HF carried out under 

ambient conditions with a Rbragg of 5.59%. As can be seen in Table 3.1, there is good agreement 

Figure 3.2: A 26L:HF plate crystal of sufficient quality for SXRD with (left) labelling of the (hkl) planes 

for each face and (top right) the corresponding alignment of the unit cell axes. The literature structure 

(181445) unit cell, oriented the same way, is also shown (bottom right). 
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between the refined unit cell (MAC 300 K) and that of structure 181445 published by Pan et 

al.,139 with only small differences in the unit cell parameters consistent with the small 

difference in temperature between data collections. A more detailed comparison of atomic 

coordinates is presented in Table A1.1 and the final refinement details are shown in Table 

A1.2 in Appendix 1.  

In the Rietveld refinement all the experimental reflections (as shown by the tick 

marks) are replicated in the calculated pattern and their 2θ positions are in excellent 

agreement. Although there was some evidence of differences in peak height and shape 

between experiment and calculation, as seen in the difference plot in Fig. 3.3, this can be 

explained by residual preferred orientation effects. The natural plate morphology of the 

crystals results in strong preferred orientation effects due to the alignment of crystallites. 

Minimisation of this by grinding the powder more finely, to allow the collection of better 

PXRD data, was hindered by breakdown of the crystal structure if the sample was ground for 

too long (discussed in section 3.5, below). Most powders analysed therefore still contained 

larger micro-crystallites, exacerbating the preferred orientation effects. Taking these effects 

into account, the Rietveld refinement of the PXRD data was therefore considered sufficient to 

Figure 3.3: Final Rietveld fit for 26L:HF at 300 K, λ = 0.8249 Å, showing the experimental (black 

crosses), calculated (red upper line) and difference (grey lower line) PXRD profiles. Tick marks 

(bottom) indicate allowed peak positions. For refinement parameters, see Table 3.1 and Tables A1.1 

and A1.2. 
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confirm that no structural change had occurred on grinding and the published structure of 

26L:HF is a suitable model. 

 

3.3.2. NMR 

Fig. 3.3a and 3.3b presents 1H one-pulse MAS and 1H-13C CP MAS NMR spectra of 26L:HF 

together with stick spectra that represent the 1H and 13C chemical shifts calculated using the 

GIPAW method for the geometry optimised crystal structure (see Table A1.6 for full listing). 

Generally, the level of agreement between experiment and calculation was within the 

established discrepancy of such calculations of 1% of the chemical shift range.93, 120, 202-204 The 

broad peak at 5 – 9 ppm in the 1H MAS NMR spectrum (Fig. 3.3a) is in agreement with 

GIPAW calculation. It contains the CH protons from both the aromatic ring and the fumarate 

carbon-carbon double bond backbone. There is a distinct shoulder at 6.3 ppm, as expected for 

H1 (δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐= 6.3 ppm), the CH proton with the lowest calculated chemical shift, and a second 

shoulder at 7.9 ppm, corresponding to H3 and H11 ((δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐= 7.9 ppm and δ𝑖𝑠𝑜

𝑐𝑎𝑙𝑐= 8.0 ppm, 

respectively). The single methyl peak in both experiment and calculation shows the similarity 

in the local environments of the two methyl groups due to the symmetry of the 2,6-lutidinium 

Table 3.1: Comparison of unit cell parameters for 26L:HF structure, determined at low and room 

temperature by both XRD and subsequent DFT geometry optimisation allowing the unit cell to vary. 

 a (Å) b (Å) c (Å) β (°) 
Volume 

(Å3) 

Energyf 

(kJ/mol) 

181445a 

(292 K) 
9.898(2) 15.347(2) 7.4970(10) 107.810(10) 1084.3(3) 756.3 

MACb,c 

(300 K) 
9.906752(18) 15.35923(3) 7. 501959(12) 107.78973(12) 1086.917(4) - 

MACd 

(100 K) 
9.83096(4) 15.16926(8) 7.48196(3) 108.8946(3) 1055.651(9) - 

DFT 

181445 
9.8382 15.3210 7.4735 108.477 1068.42 0.9 

1876100e 

(293 K) 
9.8451(3) 15.1918(4) 7.4842(2) 108.573(3) 1061.07(5) 740.8 

DFT 

1876100 
9.8364 15.2651 7.4771 108.936 1061.96 0.0 

aStructure determined by Pan et al.131 (CCDC ref.: MIBYEB, 181445), R1 [I > 2σ(I)] = 4.05 % 
bMulti-Analysing Crystals, high resolution synchrotron scan 
cRbragg = 5.59 % 
dRbragg = 4.74 % 
eStructure determined in this study, R1 [I > 2σ(I)] = 3.73 % 
fRelative to the structure of lowest energy (DFT 1876100) 
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molecule and its interaction with the fumarate molecule. The only discrepancy between 

experiment and calculation is the occurrence of two distinct peaks at high chemical shift rather 

than one, as discussed below.  

In the 1H-13C CP MAS NMR spectrum (Fig. 3.3b), there is also good agreement 

between experimental and GIPAW calculated chemical shifts, with only small discrepancies. 

One of the most noticeable differences is the clear separation of the C3 and C9 resonances, 

which are calculated as being only 0.5 ppm apart (145.8 and 145.3 ppm, respectively). By 

comparison, two peaks are evident in the experimental spectrum, at 142.7 and 146.4 ppm. 

Owing to their closeness in the calculated values, it was unclear how they should be assigned 

on the basis of a 1D spectrum alone. 

Figure 3.4: (a and c) 1H (600 MHz) one-pulse MAS (60 kHz) NMR spectra and (b and d) 1H (500 MHz)-
13C CP MAS (12.5 kHz) NMR spectra of 26L:HF, with stick spectra corresponding to GIPAW calculated 

chemical shifts shown as vertical bars (red). Spectra obtained initially for the pure crystalline powder 

are shown at the top (a and b), while spectra obtained later after the formation of FA (see discussion 

in text) are shown below (c and d). The positions of the anomalous peaks that developed over time are 

indicated by vertical dashed lines. Asterisks denote spinning sidebands. 
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A 2D 1H-13C HETCOR MAS NMR spectrum of 26L:HF, whereby CP was used to 

transfer magnetisation via through space dipolar couplings, is shown in Fig. 3.5.  This was 

recorded using a CP contact time of 200 μs, such that cross peaks for longer-range C···H 

proximities are apparent as well as direct one-bond C-H connectivities. The 1H-13C HETCOR 

spectrum is shown together with crosses that represent the GIPAW calculated chemical shifts 

for the C-H dipolar correlations up to 2.8 Å (see Table A1.3 in Appendix 1). This allows an 

upper distance to be assigned to the observed experimental correlations by comparison to the 

interatomic distances extracted from the 26L:HF crystal structure. For the zoomed region in 

the inset of Fig. 3.5, crosses for GIPAW calculated chemical shifts correspond to the directly 

bonded CH moieties (~1.1 Å). The 2D correlation peaks show good agreement between 

experiment and GIPAW calculation, with only very few of the expected peaks missing, all of 

which are at a separation of more than 2.2 Å in the 26L:HF crystal structure. For example, no 

Figure 3.5: A 1H (500 MHz)-13C CP (200 μs) HETCOR MAS (12.5 kHz) NMR spectrum of 26L:HF 

recorded using FSLG 1H homonuclear decoupling in t1 with calculated (GIPAW) chemical shifts shown 

as red crosses, for CH proximities out to 2.8 Å and for directly bonded CH connectivities (~1.1 Å) in 

the zoomed-in region shown as an inset. Proximities for the quaternary carbons are listed in Table A1.3. 

The base contour level is at 7.5% of the maximum peak height. 
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experimental cross peak is seen for the correlations of C8 with either H10 or H13, which 

correspond to distances of 2.38 and 2.53 Å, respectively.  

The small difference in experimental correlations apparent in the zoomed-in region in 

Fig. 3.5 supports assigning C3 to the 13C resonance at 146.4 ppm, the higher chemical shift as 

per the GIPAW calculation, as its cross peak corresponds to a slightly lower proton chemical 

shift value than that of the resonance at 142.7 ppm. As can be seen from the GIPAW calculated 

chemical shifts for the directly bonded C-H moieties, this is expected as C3 (δ𝑖𝑠𝑜
𝑒𝑥𝑝

= 146.4 ppm) 

is directly bonded to H2 (δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐= 6.9 ppm) and C9 (δ𝑖𝑠𝑜

𝑒𝑥𝑝
= 142.7 ppm) is directly bonded to 

H11 (δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐= 8.0 ppm). C3 also has a proximity of 2.16 Å to H1 (the lowest of the CH proton 

resonances, as stated above) as well as its directly bonded H2. C9 does not share this 

correlation to H1 so its cross peak with the CH region is expected to be at a higher 1H chemical 

shift, as observed. The discrepancy between experiment and GIPAW calculation for these 13C 

chemical shifts is −2.6 and 0.6 ppm for C9 and C3, respectively. For C3, this is well within 

the established discrepancy compared to experiment for such calculations of 1% of the 

chemical shift range (~2 ppm for 13C chemical shifts) although, with a difference of −2.6 ppm, 

C9 is slightly further from calculated than would be expected. The only peaks that fall well 

outside this usual discrepancy range are the 13C peaks for the methyl groups, which fall ~5 

ppm higher than calculated. This is a consequence of the known deviation from negative one 

in the gradient of a plot of experimental chemical shift against calculated chemical shielding 

(see, e.g., Fig. 4b in Ref. 47);205 an alternative approach would be to use different reference 

shieldings for different parts of the spectrum.204  

As noted above, two peaks are observed above 10 ppm in the 1H MAS NMR spectrum 

(Fig. 3.4a) whereas, as can be seen from the stick spectra, the GIPAW calculated chemical 

shifts predict that both H13 and H10 (the OH and NH protons, respectively) are at the same 

value of 17.7 ppm. In the 2D 1H-13C HETCOR spectrum, the absence of cross peaks between 

the 17.7 ppm proton environment and C11 (δ𝑖𝑠𝑜
𝑒𝑥𝑝

= 169.9 ppm) suggests that H13 resonates at 

a lower ppm value compared with calculation and can be assigned to the peak at 15.8 ppm, 
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which correlates with C11. A 2D 14N-1H HMQC spectrum, as shown and discussed later, is 

also in good agreement with calculation. A single N environment correlates with the highest 

proton peak (δ𝑖𝑠𝑜
𝑒𝑥𝑝

= 17.7 ppm), assigned as H10, whereby the low 14N shift, −102 ppm, also 

indicates that proton transfer to the N has occurred and the structure is sustained by an ionic 

salt interaction due to its excellent agreement with the calculated 14N shift (𝛿𝑐𝑎𝑙𝑐= −102 ppm).  

In the 2D DQ-SQ 1H-1H MAS NMR spectrum presented in Fig. 3.6, cross peaks occur 

in the DQ dimension at the sum of the two SQ resonances for protons close in space (generally 

accepted as up to a distance of 3.5 Å).106 Table 3.2 lists the H···H proximities under 3.5 Å for 

the NH (H10, δ𝑖𝑠𝑜
𝑒𝑥𝑝

= 17.7 ppm) and OH (H13, δ𝑖𝑠𝑜
𝑒𝑥𝑝

= 15.8 ppm) protons of 26L:HF in the DFT 

geometry optimised structure. The closest proximities of the OH and NH protons are to the 

CH3 groups, giving peaks at δDQ = 2.1 + 15.8 = 17.9 ppm and δDQ = 2.1 + 17.7 = 19.8 ppm, 

respectively. The next closest proximity to the NH, H10, is to H11, which also falls within 3.5 

Å of the OH, H13 (see Table 3.2), corresponding to cross peaks at δDQ = 15.8 + 7.9 = 23.7 

ppm (H13-H11) and δDQ = 17.7 + 7.9 = 25.4 ppm (H10-H11). Unlike H10, H13 has a 

Figure 3.6: A 1H (600 MHz) DQ MAS NMR spectrum of 26L:HF recorded with one rotor period of BaBa 

recoupling. The base contour level is at 3.3% of the maximum peak height. Blue and green contours 

correspond to positive and negative intensity, respectively. DQ/SQ correlations for the NH (H10) and 

OH (H13) resonances are listed in Table 3.2. The dashed diagonal line indicates the δDQ = 2δSQ 

diagonal, while horizontal lines indicate a DQ peak at the sum of the two SQ peaks for dipolar coupled 

unlike protons. 
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sufficiently close proximity to both H2 and H3 such that cross peaks are also observed at δDQ 

= 15.8 + 7.0 = 22.8 ppm (H13-H2) as well as at δDQ = 15.8 + 7.9 = 23.7 ppm (H13-H3).  

 

3.3.3. Isolated Molecule GIPAW Chemical Shift Calculations 

Isolated molecule GIPAW calculations were performed on CCDC 181445 following 

geometry optimisation and the changes with respect to the full crystal structure are listed in 

Table 3.3. In these calculations, δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐 of the OH and NH (H13 and H10, respectively) are 

significantly higher for the crystal structure than for the isolated molecules, with both being 

calculated at 17.7 ppm in the crystal rather than 6.4 and 10.5 ppm, respectively, for the isolated 

molecules. The hydroxyl H13 shows the largest change in chemical shift between the crystal 

structure and isolated molecule calculations, corresponding to the strong hydrogen bonding 

between adjacent hydrogen fumarate molecules to form the chains of asymmetric units seen 

in the geometry optimised 181445 structure (see Fig. 3.1; the O···O and O···H distances are 

Table 3.2: H-H proximities (<3.5 Å) and corresponding 1H DQ chemical shifts for the NH and OH 

protons in 26L:HF. 

Proton 1 
𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 SQ1 

(ppm) 
Proton 2 

𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 SQ2 

(ppm) 
𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 DQ (ppm) 
Separationa 

(Å) 

H13 

(OH) 
15.8 

H9 (CH3) 2.1 17.9 2.52 

H4 (CH3) 2.1 17.9 2.87 

H11 (CH) 7.9 23.7 2.88 

H3 (CH) 7.9 23.7 2.97 

H2 (CH) 7.0 22.8 3.04 

H2 (CH) 7.0 22.8 3.26 

H5 (CH3) 2.1 17.9 3.41 

H11 (CH) 7.9 23.7 3.47 

H10 

(NH) 
17.7 

H5 (CH3) 2.1 19.8 2.37 

H8 (CH3) 2.1 19.8 2.51 

H11 (CH) 7.9 25.4 2.57 

H7 (CH3) 2.1 19.8 2.71 

H4 (CH3) 2.1 19.8 2.92 

H4 (CH3) 2.1 19.8 3.04 

H11 (CH) 7.9 25.4 3.27 

H5 (CH3) 2.1 19.8 3.28 

a H-H distances are taken from the DFT (CASTEP) optimised structure. Intermolecular proximities are denoted using italic font. 
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2.54 and 1.48 Å, respectively, with a 175° OHO angle). The NH (H10) also shows evidence 

in isolated molecule calculations of a strong H bond to O2 as expected (the N···O and O···H 

distances are 2.64 and 1.55 Å, respectively, with a 169° NHO angle), with the smaller ΔδCrystal 

– Molecule values corresponding to the slightly larger distance and an angle further from the ideal 

180° compared to the case for H13. A further difference is that H10 corresponds to a charged 

NH+ moiety while H13 is in a neutral COOH group. Two CH protons, H11 and H12, also 

show some indication of a weak hydrogen bonding interaction118, 125 as they exhibit a change 

in chemical shift of 1.2 and 1.4 ppm, respectively. H11 is weakly bonded to O2 in the stacked 

chain (C···O distance of 3.43 Å, CH···O distance of 2.38 Å and CHO angle 161°) and H12 is 

weakly bonded to O4 in the adjacent fumarate chain (C···O distance of 3.50 Å, CH···O 

distance of 2.45 Å and CHO angle 161°). 

H1 and H2 exhibit weak ring current effects (−1.0 ppm), possibly due to the stacking 

of the pyridine rings within the crystal structure, although it is interesting to note that this 

effect seems to be offset for H3 which instead shows a very slight positive change (0.6 ppm). 

This is probably due to weaker effects from ring currents, as the stacking is slightly misaligned 

(Fig. 3.1d, bottom right), placing it further out from the π-π stack. This π-π stacking is thought 

to be the driving force behind the alignment of the pairs of acid chains.140  

 

 

Table 3.3: A comparison of GIPAW calculated 1H shifts (in ppm) for the full crystal structure of 

26L:HF and for isolated molecules extracted from the crystal structure. 

Atom δExpt δCrystal δMolecule ΔδCrystal − Molecule 

H13 15.8 17.7 6.4 11.3 

H10 17.7 17.7 10.5 7.1 

H12 7.0 7.5 6.1 1.4 

H11 7.9 8.0 6.8 1.2 

H3 7.9 7.9 7.3 0.6 

H4/H5/H6 2.1 2.1 2.4 −0.3 

H7/H8/H9 2.1 2.1 2.4 −0.3 

H1 6.3 6.3 7.3 −1.0 

H2 7.0 6.9 7.9 −1.0 
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3.4. Skewed Cell Contraction 

Fig. 3.7 shows a Rietveld refinement against a PXRD high resolution synchrotron scan that 

was collected at 100 K. As with the room temperature high resolution scan shown in Fig. 3.3, 

residual preferred orientation effects prevent accurate refinement of atomic positions, but the 

tick marks, corresponding to 2θ values of the reflections expected for the refined structure, are 

in excellent agreement with those recorded experimentally. As can be seen in Table 3.1, this 

Rietveld refinement showed a contraction accompanied by an increase in the β angle. This 

effect was also observed in SXRD crystal screens conducted at a range of temperatures 

between 100 K and 300 K (Fig. A1.2).  

Compared to 181445, the Rietveld refinement for the 300 K PXRD pattern presented 

above (Fig. 3.3) shows a small, but similarly skewed expansion, with a marginal decrease in 

β angle, alongside increases in cell lengths, consistent with being recorded at a slightly higher 

temperature than the literature structure (300 K compared to 292 K). The skew in the cell, 

when going to low temperature during contraction, is also evident in the DFT calculations 

(also shown in Table 3.1). Geometry optimisations, performed allowing the unit cell 

Figure 3.7: Final Rietveld fit for 26L:HF at 100 K, showing the experimental (black crosses), calculated 

(red upper line) and difference (grey lower line) PXRD profiles. Tick marks indicate peak positions. 

For refinement parameters, see Table 3.1 and Tables A1.4 and A1.5. 
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parameters to vary, showed convergence towards the low temperature structure. As no 

external temperature is included in the calculations, they are effectively performed at 0 K, so 

it is unsurprising that they exhibit such a tendency.   

During the room temperature crystal SXRD screening to check each crystallisation 

for variations or new polymorphs, one crystal was identified that differed slightly from the 

previously identified structure. This newly identified structure has been deposited with the 

CCDC (no. 1876100) and selected crystal data is given in Table 3.4. Although the molecular 

packing of the crystal remained unchanged, with only small shifts in relative atomic positions 

(Fig. 3.8), the unit cell parameters presented in Table 3.1 show both a slight contraction in the 

unit cell lengths (the most significant being a reduction of 0.15 Å on the b axis) and a 0.76° 

widening of the β angle compared with 181445, which was recorded at 292 K. Intramolecular 

one-bond atomic distances actually increased by an average of 0.006 Å, with the mean C-C/N 

Table 3.4: Selected crystal data for 1876100 

Chemical formula C11H13O4N Temperature (K) 293(2) 

Formula weight 223.22 μ (mm−1) 0.900 

Crystal system Monoclinic 
Independent 

reflections 
2076 

Space group P21/n Rint 0.0232 

Z 4 R1 [I > 2σ(I)] 0.0317 

a (Å) 9.8451(3) α (°) 90 

b (Å) 15.1918(4) β (°) 108.573(3) 

c (Å) 7.4842(2) γ (°) 90 

 

Figure 3.8: Overlay of the asymmetric unit of newly identified structure deposited to the CCDC as 

1876100 (green) and of the previously published structure (ref.: 181445). 
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one-bond separation in the pyridine ring changing from 1.367 Å in the original structure to 

1.373 Å in 1876100. However, intermolecular distances between the atoms of neighbouring 

molecules decreased by an average of 0.03 Å (where intermolecular distances up to 6 Å were 

considered), with this value dominated by the distances in the b dimension, with the O···O 

hydrogen bond (aligned with the a dimension) decreasing by 0.01 Å compared to a decrease 

of 0.06 Å for the O3 to C8 distance between neighbouring hydrogen fumarate molecules 

(aligned with the b dimension). The form of the contraction and its corresponding skew in the 

β angle are similar to that exhibited by the contraction at low temperature, although to a lesser 

extent.  

GIPAW calculations for 1876100, following geometry optimisation, showed that the 

minimal shifts in atomic positions produced only small changes to the calculated chemical 

shifts (the largest being 0.2 ppm for 1H and 0.6 ppm for 13C, with mean differences of 0.01 

ppm and 0.1 ppm, respectively, see Table A1.6). These mean differences are below the 

experimental error and therefore make the two structures effectively indistinguishable by 

NMR. This in turn suggests that the skewed contraction produces no significant changes to 

the chemical environments for the two molecules. However, the unit cell changes, particularly 

the increase in β angle, are sufficient to visibly change the 2θ positions of reflections in the 

simulated PXRD pattern with respect to the literature structure (Fig. A1.3).  

A second example of 1876100 was not identified within any of the single crystal 

screens, for more than 20 crystals, with all other crystals converging to the 181445 structure 

of 26L:HF at room temperature. This observation that no more crystals showing this 

contraction were identified, may be due to the minimal presence of 1876100 or a bias in which 

single crystals were analysed. A difference in crystal quality, exhibited either by their 

appearance or quality of diffraction, could create such a bias.  

Extensive PXRD analysis failed to provide conclusive evidence for even a minor 

second structural phase within the powdered compound, suggesting that 1876100 may have 

been an isolated case. However, in the case of only partially ground powders (so as to as 

minimise break down of the co-crystal, see below discussion), some of the reflections 
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appeared to show a splitting. Several larger crystallites were observed in static transmission 

PXRD of these samples, using a 2D detector, that may explain this. They lie slightly off the 

main powder ring, as predicted due to a small change in β angle (Fig. 3.9), and might therefore 

be linked to 1876100. As 1876100 seems to be related to the low temperature contraction, it 

is unclear how it existed within a room temperature SXRD screen. The energies of 181445 

and 1876100, determined by DFT (see Table 3.1), differed by 16.5 kJ/mol prior to geometry 

optimisation of the crystal structure, with 1876100 lower in energy. A significantly smaller 

difference of 4.1 kJ/mol was seen following DFT geometry optimisation with fixed unit cell 

parameters, with 181445 now lower in energy, showing that they are of comparable stability. 

Only a 0.9 kJ/mol change was seen following DFT geometry optimisation with the unit cell 

allowed to vary.  

Figure 3.9: Static transmission PXRD of 26L:HF with a 2D 

detector. 
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Considering Table 3.1, it is notable that, for the DFT calculations, variable cell 

geometry optimisations that were started from both the previously published structure and 

1876100 converged towards the 100 K structure but neither reached it. Each satisfied the 

convergence conditions of the DFT calculation whilst the volume of their unit cells was still 

larger than that of the 100 K structure. Although the difference between the two unit cells was 

smaller following variable cell geometry optimisation, the output of the calculation based on 

1876100 was still slightly more contracted than that based on the original CCDC structure, 

181445. This discrepancy is probably due to the limitations of the dispersion correction 

scheme, as TS does not account for MBD forces, which can be integral to molecular crystals, 

and is also based on reference data, therefore struggling for instances that fall outside its 

reference set. Application of an MBD correction scheme192, 193 or a method that determines 

the dispersive forces from the electron density may provide a more accurate model.189 

It can also clearly be seen (Table 3.1) that despite effectively being at a lower 

temperature (0 K), the outputs of neither calculation exhibit as significant a contraction as is 

evident for the 100 K synchrotron case, although the optimisation of 1876100 did produce a 

similar skew of the β angle. 

 

 

3.5. Formation of Fumaric Acid 

Samples that had been stored for more than a week as powders rather than single crystals 

showed additional peaks in the 1H MAS and 1H -13C CP MAS NMR spectra, as shown in Fig. 

3.3c and 3.3d. The high chemical shift of the new 1H peak, 12.9 ppm, is indicative of strong 

hydrogen bonding. A 2D 14N-1H HMQC MAS NMR spectrum showed only the peak 

identified during the initial analysis (Fig. 3.10b), which confirmed the presence of a single N 

environment and therefore indicated that the new 1H resonance likely corresponds to an OH 

group. A 2D 1H-13C HETCOR MAS NMR spectrum (Fig. A1.4) did not show the additional 

1H peak, further supporting the assignment as an OH, and also implied no short-range 
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proximity (~<2.8 Å) to a carbon atom. The extra 13C peak that had been identified in the 1H -

13C CP MAS spectrum did correlate with protons in the CH region, however, suggesting a 

second new 1H resonance lies under the CH region. The closeness in chemical shift of this 

Figure 3.10: 2D MAS (60 kHz) NMR spectra of 26L:HF sample (not freshly ground into a powder) 

showing the 10 – 20 ppm 1H region: (a) a 1H DQ spectrum recorded with one rotor period of BaBa 

recoupling; (b) a 14N-1H HMQC spectrum with 8 rotor periods of R3 recoupling; and (c) a 1H SQ 

NOESY spectrum with tmix = 300 ms. All spectra were recorded at a 1H Larmor frequency of 600 MHz. 

Base contour levels are at 5.3 %, 36.2 % and 2.3 % of the maximum peak height, respectively. Blue 

and green contours correspond to positive and negative intensity, respectively. The negative intensities 

seen at the CH3 and CH F1 (vertical axis) SQ frequencies in (c) are due to the much greater intensity 

of their auto-correlation peaks. The dashed diagonal lines in (a) and (c) indicate the (a) δDQ = 2δSQ  

and (c) δSQ = δSQ diagonals. 



 

99 
 

new 13C resonance to that of C10 hinted that it may correspond to a carbon in the fumarate 

backbone. 

A 2D1H-1H DQ-SQ MAS NMR spectrum (Fig. 3.10a) shows that two cross peaks are 

observed for the newly appearing proton resonance. These correspond to an auto-correlation 

(δDQ = 13.0 + 13.0 = 26.0 ppm) and a correlation with the CH region (δDQ = 13.0 + 7.0 = 20.0 

ppm), corresponding to the same 1H chemical shift as H11 or H12. A 2D SQ 1H-1H NOESY 

spectrum (Fig. 3.10c) clearly shows the presence of two distinct phases. A mixing time of 300 

ms was used to allow spin diffusion throughout the entire system which should result in cross 

peaks between all protons within the same phase.206, 207 These are present for H10 and H13, 

but no correlations are seen for the peak at 12.9 ppm. The absence of cross peaks for the 12.9 

ppm resonance with the methyl and NH protons in either of the 1H-1H 2D correlation 

experiments, coupled with the proximity to the CH region shown in the DQ experiment, 

suggests that the secondary phase does not contain 26L and may correspond to crystalline FA. 

This is supported by the correlation between the anomalous C peak with the CH region in the 

1H-13C HETCOR spectrum (Fig. A1.4), and the OH 1H chemical shift of 13 ppm208 and the 

Figure 3.11: PXRD pattern of 26L:HF recorded more than a week after first being ground to powder, 

with tick marks representing the reflection positions simulated for CCDC structure 181445 (red) and 

crystalline FA (blue). The zoomed-in region (inset) shows the agreement between the additional 

experimental reflections and those of FA. 
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two 13C chemical shifts of 136.3 ppm and 172.3 ppm209 reported in the literature for FA, with 

the higher resonance lying beneath the existing C8 peak.  

This conclusion is supported by the position of reflections seen in a subsequent PXRD 

pattern recorded with a Panalytical X’Pert Pro MPD diffractometer (Fig. 3.11). Samples that 

had been stored as powders contained reflections that were not present in patterns recorded on 

freshly ground crystals. Although these new reflections matched well those expected for 

crystalline FA,210 a multiphase refinement was not possible. This was due to both the presence 

of splittings (possibly caused by the presence of larger crystallites of 26L:HF with different β 

angles, as shown in Fig. 3.9), preferred orientation effects and, crucially, significant overlap 

of many of the FA reflections with those produced by 26L:HF. 

This formation of FA can be explained by evaporation of 26L from the structure, 

suggesting it is appropriate to think of this structure as behaving more like a solvate than a 

salt. Solution-state 1H NMR of samples that had been stored as powders under ambient 

conditions showed a small decrease in the ratio of 26L to FA compared to either a freshly 

ground powder or a dissolved single crystal (Fig. A1.5). Storage as single crystals did not 

result in measurable degradation of the salt or formation of FA by XRD or MAS NMR, even 

Figure 3.12: TGA of 26L:HF powder recorded on a Mettler Toledo Stare instrument with a ramp of 

10°C/min from 25-70°C. The sample was then held at 70°C for 12 hours. 
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over the course of several months. The apparent relative stability of the single crystals 

compared to powdered samples implies gradual evaporation of the 26L from the crystal 

surface, negligible at the relatively smaller surface area to volume ratio of single crystals 

compared to a crystallite within the powder. As 2,6-lutidinium ions sit in stacks through the 

structure, we speculate that the loss of 26L through evaporation would leave wide pores in the 

remaining structure that only contains FA, resulting in collapse of the structure to the more 

stable crystalline FA form. It is unclear at what stage transfer of a proton from 2,6-lutidinium 

to hydrogen fumarate or conversion to the two s-cis conformation occurs, as both are required 

for the packing within the crystalline FA structure of neutral molecules rather than hydrogen 

fumarate ions. 

DSC data for 26L:HF showed no evaporation with only a single melting point at 112 

°C (Fig. A1.6). This falls in between the melting points of lutidine and FA (−6 and 298 °C, 

respectively) as expected for a multicomponent structure. As the boiling point of 26L is 143 

°C, any evaporation would be expected to be slow and so unlikely to be evident relative to a 

speed of heating of 10 °C/min. TGA of powdered 26L:HF held at 70°C for 12 hrs showed a 

gradual loss in mass over the first 10 hrs, which then plateaued (Fig. 3.12). The loss in mass 

corresponds to 96.3% of the 26L that was present in the complete crystal structure originally. 

If the mass loss is due to evaporation of 26L, as proposed, the plateau prior to complete loss 

suggests that the remaining 3.7% of 26L molecules are trapped in the centre of the crystallites, 

with insufficient energy at 70 °C to escape. This could be due to collapse of the majority of 

the crystallites structure to FA preventing evaporation of this residual 3.7% of 26L molecules.  

 

 

3.6. Summary 

A combined NMR and XRD crystallographic investigation of 26L:HF has been presented 

together with a computational study based on DFT geometry optimisation and GIPAW 

calculation of NMR chemical shifts. 
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The use of this combined approach enabled the identification of FA formation within 

powder samples over time. Based on a corresponding reduction in the ratio of 26L to FA (by 

solution-state NMR) and significant weight loss of a sample at 70 °C (as observed by solution-

state NMR and TGA analysis, respectively), it is proposed that this is due to slow evaporation 

of 26L, which is liquid at room temperature, from the crystal structure. Monitoring the process 

under different TGA and DSC parameters as well as by Raman spectroscopy may give more 

insight, however. 

It was not possible to determine the formation of FA solely by PXRD as both 

reflection overlap and splittings present in the in-house data prevented a multiphase 

refinement, making the addition of solid-state NMR analysis crucial to understanding the 

structures stability. This highlights both the complementarity of XRD and NMR methods and 

also the benefits of following a multi-technique crystallographic approach. 

26L:HF was found to form plate crystals and to undergo a skewed unit cell contraction 

at low temperatures. A second room temperature structure, CCDC 1876100, was also 

identified by SXRD. This shows a similar variation in unit cell parameters to the 100 K 

structure, both in the contraction along a and b axes and in the skew of the β angle. Although 

it may exist as a minor component within the crystalline powder, it is unlikely to have any 

significant effect on the physical properties as the changes in the relative atomic positions 

compared to the previously published structure are so small. This results in only very small 

changes in the GIPAW calculated chemical shifts, suggesting it is invisible to solid-state 

NMR. 
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 Exploring the Polymorphism of 2-Amino-6-

Methylpyridinium Salts 
 

 

4.1. Introduction 

26AMP differs from 26L (discussed in Chapter 3) in the simple replacement of the methyl 

group at position 2 with an amino group (Fig. 4.1). This single change serves to raise the 

melting point of the molecule by around 50 °C (from −6 °C for 26L211 to 40-44 °C for 

26AMP131). Although the melting point is still not high, 26AMP is solid at room temperature 

so it therefore cannot be classified as a ‘solvent’ molecule, implying the formation of more 

stable multi-component forms may be possible as compared to that seen for 26L. 

Despite the ubiquitous nature of salt formation as a technique for improving 

biophysical properties, targeting a stable multicomponent system that positively alters a 

compound’s characteristics relies largely on manual screening.212 This is key not only to 

discover a desirable stable form but also to explore form diversity, identifying polymorphs 

and solvates that may need to be taken into account when developing a manufacturing 

approach. The continued need for large manual screens is due both to the difficulty in 

predicting potential forms ab initio, particularly for multicomponent forms, and the lack of 

information such predictions provide about the experimental accessibility of the structures 

produced. Many factors affect nucleation and growth of a crystal form, including the counter 

ion, pH, component ratio, solvent and numerous process parameters 

(heating/slurry/evaporation/etc.).213 In some cases, multiple forms can occur under the same 

26AMP 

Figure 4.1: The difference between 26L (left) and 26AMP (right), consisting of replacement of a 

methyl group with an amino 

26L 
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crystallisation conditions although this is rare and such forms generally differ in stoichiometry 

and/or ionisation.140, 214 If one of these co-occurring forms is potentially desirable, this may 

cause additional problems when ensuring product purity, as a selective crystallisation method 

will need to be developed. 

It is estimated that around a third of organic molecules can form solvates.215 It is 

crucial within the pharmaceutical industry to understand solvate formation of a product to 

allow the design of an appropriate crystallisation route.216 Generally, this is to ensure that 

solvates are avoided as many of the solvents used are toxic and not acceptable within a drug 

form. Hydrates are a potentially desirable form but are difficult to utilize as, like other solvates, 

they are inherently unstable, with a phase change generally occurring near to room 

temperature.6 It is therefore generally considered most desirable to obtain an anhydrous, non-

solvated form instead. Pyridine derivatives are of interest to the pharmaceutical industry as 

the known structures, reported in the CCDC, show less hydrate formation than other base 

Figure 4.2: Three multicomponent forms obtained from crystallisations of 26AMP and FA. The 

constituent components of each are shown, alongside the asymmetric units for each crystal structure 

and the ratio of components (base : acid : water). Based on the number of distinct molecules in the 

asymmetric units, 26AMP2:F:H2O and 26AMP2:F:FA0.5 can be named as bis-(2-amino-

methylpyridinium) fumarate mono-hydrate and bis-(2-amino-methylpyridinium) fumarate hemi-FA, 

respectively, but here the naming convention used is for one molecule of 26AMP, consistent with 

26AMP:F0.5:(H2O)2. 
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molecules when forming multicomponent carboxylate salts (9.1 % of stuctures are hydrates, 

while, for other cations, 16.7 to 24.6 % of structures are).217 

In this chapter, the effect of altering the crystallisation solvent and hydration on the 

resulting form of the co-crystallisation of 26AMP and FA is investigated. The resultant 

structures, two salt hydrates and one cocrystal of a salt (Fig. 4.2), are characterised and their 

stability and relation to each other investigated. 

 

 

4.2. Sample Preparation 

All chemicals were obtained from Sigma Aldrich (UK) at purities of 98% or higher 

and used without further purification. Salts were prepared by mixing a 1:1 molar ratio of 

26AMP (81 mg) and FA (87 mg) in the minimum amount of hot solvent (warmed over a hot 

plate at 80 °C and stirred) required to dissolve all the solute (~ 10 mL). The resulting solutions 

were allowed to cool slowly at room temperature under and crystals appeared after a few days. 

Methanol, ethanol and isopropanol were each tested as solvents and a slight dependence was 

seen in the resultant crystal form, with the hydrate system favoured in methanol and the 

anhydrous form the major form produced in either ethanol or isopropanol. Addition of ~ 0.5 

mLwater to the crystallisation media was found to force hydrate crystallisation regardless of 

solvent choice. Growth of good quality crystals in subsequent crystallisation attempts was 

found to be improved by co-grinding the base and acid with < 1 mL of methanol before 

dissolution in hot methanol and/or the addition of seed crystals to the crystallisation media. 

These seed crystals were selected from the small crystals present in the initial samples (chosen 

depending on which form was being targeted) and were added when the hot solvent solution 

was placed at room temperature to cool. Use of seed crystals of a particular form was not 

found to prevent growth of the other forms. 
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4.3. Structures 

Three crystal structures of 2-amino-6-methylpyridinium salts have been determined (with 

assistance of Dr. Guy Clarkson, University of Warwick), described below, with selected 

crystal data for their low temperature structures given in Table 4.1. The stated stoichiometry, 

chemical formula and formula weight in the Table correspond to the contents of the 

asymmetric unit. 

In all cases, non-CH hydrogen atoms were found in the electron density map and CH 

hydrogens were added at calculated positions and refined using a riding model. Initial 

Table 4.1: Selected crystal data for 26AMP:F0.5:(H2O)2, 26AMP2:F:H2O and 26AMP2:F:FA0.5. 

 26AMP:F0.5:(H2O)2 26AMP2:F:H2O 26AMP2:F:FA0.5 

Stoichiometrya 

  (base : acid : water) 

1 : 1 2⁄  : 2 2 : 1 : 1 2 : 1 1 2⁄  : 0 

Chemical formulaa C8H14N2O4 C16H22N4O5 C18H22N4O6 

Formula weighta (g 

mol−1) 

202.21 350.37 366.36 

Crystal system Monoclinic Triclinic Triclinic 

Space group P21/c P1 P1 

a (Å) 9.6866(2) 7.6213(3) 8.4426(4) 

b (Å) 14.4243(3) 10.0308(4) 10.5523(4) 

c (Å) 7.41090(10) 12.7136(5) 12.3026(4) 

α (°) 90 93.561(3) 85.716(3) 

β (°) 96.494(2) 107.316(4) 73.190(4) 

γ (°) 90 103.160(4) 67.717(4) 

Z 4 2 3 

Temperature (K) 250 250 200 

R1 [I > 2σ(I)] 0.0313 0.0404 0.0397 
a For the asymmetric unit 

Figure 4.3: The base-acid-base (b-a-b) unit seen in all three 2-amino-6-methylpyridinium systems with 

the inversion centre in the middle of the fumarate shown and one of the 𝑅2
2(8) motifs outlined. The two 

acceptor and two donor atoms are labelled a and d, respectively. 
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verification of proton transfer was completed by comparison of the carboxylate/carboxylic 

acid C-O and C=O bond lengths which are closer to parity following ionisation while the 

single bond to the OH group is longer than the double bond in the neutral molecule. Transfer 

was then confirmed by 14N-1H HMQC NMR experiments (see Section 4.5.2). 

In all three systems, two 2-amino-6-methylpyridinium ions and a fumarate ion form 

centrosymmetric base-acid-base (b-a-b) units (Fig. 4.3). These three ions are H-bonded via 

two pairs of intermolecular H-bonds, with each pair consisting of two donors, the pyridinium 

nitrogen and the 2-amino group nitrogen, and two acceptors, the carboxylate oxygen atoms 

on the fumarate, forming a ring motif, R2
2(8).70 The two pairs of H-bonds are identical as the  

midpoint of the C=C double bond of the fumarate is an inversion centre. The H-bond 

parameters for the b-a-b units are given in Table 4.2, along with the parameters for the other 

significant H-bonding motifs identified. In the monohydrate and anhydrous cases, the 

fumarate ion is in the two s-cis conformation. Identification of conformation for the fumarate 

ions is more complicated than for the nuetral molecule due to the sharing of charge that often 

Table 4.2: H-bonding parameters for the three 2-amino-6-methylpyridinium crystal structures. 

 N···O 

distance 

(Å) 

NH+···−O 

angle (°) 

NH···O 

angle 

(°) 

O···O 

distance 

(Å) 

OH···O 

angle 

(°) 

OH···−O 

angle (°) 

26AMP:F0.5:(H2O)2 

2.69 172.2 -    

2.85 - 176.2    

2.94 - 170.8    

   2.79 173.3 - 

   2.76 171.0 - 

   2.86 167.9 - 

   2.85 179.2 - 

26AMP2:F:H2O 

2.72 174.3 -    

2.79 - 170.9    

2.80 - 175.8    

2.71 177.2 -    

2.81 - 169.7    

2.86  163.9    

   2.82 176.3  

   2.85 170.8  

26AMP2:F:FA0.5 

2.69 174.1 -    

2.76 - 175.9    

2.88 - 156.1    

2.76 172.5 -    

2.82 - 156.5    

2.78 - 159.9    

   2.55 - 169.2 
*Parameters in italics are those relating to b-a-b units 
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occurs between the two carboxylate oxygens, which contributes to the aforementioned (see 

section 1.2) change between carboxylate/carboxylic acid C-O and C=O bond lengths. 

Although the two C-O bond lengths are far more similar following ionisation, whichever 

remained slightly longer was taken to correspond to the C-O−. Applying this to the C-O bonds 

of each carboxylate group suggests that the two s-trans conformation, the highest in energy, 

is present in the dihydrate system. 

 

4.3.1. 26AMP:F0.5:(H2O)2 

The dihydrate form has a 1 : 1 2⁄  : 2 stoichiometry, base : acid : water, and crystallises in the 

monoclinic space group P21/c. It has previously been reported by Selyani et al. who recorded 

it at 296 K (CCDC ref.: COGCIN, no.: 1521964)142 but all parameters and calculations 

Figure 4.4: Packing in 26AMP:F0.5:(H2O)2: (a) b-a-b unit with base molecules in parallel planes; (b) 

a band of b-a-b units stabilised by water molecules; packing of the bands into alternately angled layers 

(c) viewed along the b axis and (d) viewed along the c axis (yellow and pink bands form the layer above 

the green and blue bands). H-bonds are shown as bright blue lines in (a) and (b). 

a 

c 

b 

d 
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referred to in this work correspond to those of the structures determined in this work. In the 

b-a-b units, the two cations of 2-amino-6-methylpyridinium lie in planes parallel to each other 

that are offset by 1.826 Å (Fig. 4.4a). These b-a-b units align with each other to form chains, 

stabilised by H-bonding from the amine group via a water molecule to the carboxylate. This 

forms a larger H-bonded 12 sided ring motif between the R2
2(8)70 motifs of subsequent b-a-b 

units (Fig. 4.4b), forming a band of linked b-a-b units through the structure.  

The bands then pack alongside one another to form layers across the [101̅] plane 

(viewed from above in Fig. 4.4d). A second water molecule provides stabilisation between the 

bands in subsequent layers (Fig. 4.4c) which are offset and angled in the other direction (Fig. 

4.4d). The resulting 3D structure has clear channels of water running through it, as shown in 

Fig. 4.4d, but does not function as a channel hydrate due to the strong H-bonds fixing them 

into distinct crystallographic locations. 

 

4.3.2. 26AMP2:F:H2O 

This salt hydrate has a stoichiometry in the asymmetric unit of 2 : 1 : 1, base : acid : water, 

and crystallises in the triclinic space group P1. Two distinct b-a-b units are formed between 

2-amino-6-methylpyridinium and fumarate ions (Fig. 4.5a). As there is an inversion point at 

the midpoint of each fumarate C=C double bond, the asymmetric unit contains two hemi 

fumarate molecules (see Fig. 4.2). The two distinct b-a-b units are linked by H-bonds between 

the second NH2 proton of each base (i.e. the NH2 proton that is furthest from the pyridine 

nitrogen and not involved in maintaining the b-a-b unit) and one of the carboxylate oxygens 

of the neighbouring b-a-b unit as well as water mediated H-bonds with one of the carboxylate 

oxygens (Fig. 4.5b). The two b-a-b units lie 65.5° out of plane with each other (Fig. 4.5c) 

whereas subsequent repeats of each unit are in parallel planes to themselves. As so few crystals 

were obtained from the crystallisation, bulk confirmation by PXRD was not possible. 
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4.3.3. 26AMP2:F:FA0.5 

This anhydrous cocrystal of a salt has stoichiometry 2 : 1 1 2⁄  : 0, base : acid, and crystallises 

in the triclinic space group P1. Two distinct b-a-b units are formed by the 2-amino-6-

methylpyridinium and fumarate ions. One b-a-b unit is joined into a chain by molecules of FA 

(Fig. 4.6a) and the other sits in the spaces created by the FA at 60.3° to the linked units (Fig. 

4.6b). As seen for the fuamrate ions, the FA molecule also has the lowest energy two s-cis 

conformation. The independent/unlinked b-a-b unit is close to being planar, with a difference 

of only 10.2° between the pyridinium and fumarate, whereas the fumarate of the linked b-a-b 

unit is twisted with respect to its pyridinium due to its interaction with the FA, making the 

NH···O H-bond between the amine and the carboxylate less ideal, with an NHO angle of 

156.5°. Like the b-a-b units, the FA molecule is also centrosymmetric with the midpoint of 

the C=C double bond of the fumarate at an inversion centre. 

a 

b 

Figure 4.5: Packing in 26AMP2:F:H2O: (a) chain of b-a-b units viewed from above the (120) plane, (b) 

network of H-bonds linking b-a-b units with the symmetry related H-bonds coloured the same (only 

light greys and purple occur twice in figure) and (b) chain viewed along the c axis. H-bonds are shown 

as bright blue lines in (a) and (c). 

c 
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The unlinked units bridge the spaces between chains of FA linked units, packing them 

into a layer (Fig. 4.6c). This layer is stabilised by amino-carboxylate H-bonds between FA 

linked and bridging b-a-b units (Fig. 4.6d). The layers are then stacked along the a dimension 

(Fig. 4.6e).  

 

 

Figure 4.6: Packing in 26AMP2:F:FA0.5: (a) planar chain of FA linked b-a-b units; (b) bridging of the 

space between planar chains by a second b-a-b unit to form a layer, viewed along the a axis and (c) 

same, viewed along the c axis (red and purple correspond to molecules within two neighbouring 

chains, with the bridging b-a-b units shown in green – the central bridging b-a-b units correspond to 

those directly linking the displayed chains); (d) H-bonds between NH2 and carboxylate groups linking 

the distinct b-a-b units; and (e) packing of the H-bonded layers (changes in colour correspond to 

subsequent layers, with the lighter colour in each representing the bridging b-a-b unit). H-bonds are 

shown as bright blue or light grey lines in (a) and (d). 

a c 

b 

e d 
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4.4. Dehydration 

This work will show that these three forms are directly related, with 26AMP:F0.5:(H2O)2 

converting first to 26AMP2:F:H2O and then a further transformation to 26AMP2:F:FA0.5 

occurring on heating (Fig. 4.7). These transformations have been investigated by a range of 

techniques to better understand the structures, transitions and their relative stabilities. SXRD 

was conducted over a wide range of temperatures for each of the structures to track the 

variation in unit cell parameters and provide starting points for DFT calculations closer to the 

temperatures that were reached during VT-NMR experiments. This also provided an 

opportunity to see the conversion of 26AMP2:F:H2O to 26AMP2:F:FA0.5 at 77 °C, before the 

crystal quality had reduced too far for usable data collection (resulting in only faint, low angle, 

powder rings remaining).  

The clearest evidence for these transitions is seen in a VT-PXRD experiment 

conducted on a sample of 26AMP:F0.5:(H2O)2. As can be seen in Fig. 4.8, the experimental 

powder pattern originally showed good agreement with the pattern simulated for 

26AMP:F0.5:(H2O)2 at room temperature, but significant change in both structure and 

crystallinity is seen as the temperature was increased to 150 °C. A comparison of the PXRD 

scans recorded at 50 °C and 60 °C to the simulated pattern for 26AMP2:F:H2O (Fig. 4.9, top) 

shows no discrepancies although the experimental reflections have broadened compared to  

Figure 4.7: Transformations between crystal forms (transparent arrows indicate an unconfirmed 

transition). Left to right: the crystal structures show corresponding chain structures from 

26AMP:F0.5:(H2O)2, 26AMP2:F:H2O and 26AMP2:F:FA0.5. 



 

 

Figure 4.8: VT-Experimental PXRD patterns of a sample that was initially 26AMP:F0.5:(H2O)2, recorded from room temperature to 150 °C, shown with 

the simulated powder pattern for 26AMP:F0.5:(H2O)2 (bottom). 
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those at room temperature, suggesting that the conversion to the less hydrated form is 

accompanied by a reduction in sample crystallinity. It is interesting to note that, based on the 

SXRD structures, the conformation of fumaric acid may also change from the two s-trans 

conformation to the slightly lower energy two s-cis conformation during this transition. As 

discussed below, sharper, more crystalline peaks begin to emerge again above 100 °C. The 

reduction in the intensity of most reflections at 150 °C is attributed to the loss of most of the 

sample at this point due to sample contraction and the flat plate set up employed. A scan of 

just the sample holder allows the reflection at 25.3°, which increases in intensity due to sample 

contraction and subsequent loss, to be ruled out as being due to the Al2O3 sample holder 

(although not shown in Fig. 4.8, additional reflections are also seen at 34.8°, 37.4° and 43.0° 

which show the same behaviour and confirm the assignment to the sample holder). The broad 

amorphous peak around 7° is thought to be due to the furnace windows. The higher 

temperature transitions do not seem to be as straightforward as that seen at 50 °C (Fig. 4.9, 

Figure 4.9: Selected experimental PXRD patterns from Fig. 4.8, shown with the simulated powder 

patterns for 26AMP2:F:H2O (top) and 26AMP2:F:FA0.5 (bottom). 
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top). This is not unexpected as both a loss of the remaining water and also a change in the 

base : acid ratio is required to allow the formation of 26AMP2:F:FA0.5. Although peaks 

associated with 26AMP2:F:FA0.5 start to appear at 70 °C, unrelated reflections also form 

simultaneously at 13.4° and 30.5° (Fig. 4.8). These reflections, thought to correspond to an 

unknown polymorph, Form IV, decrease again from 90 °C onwards and have vanished by 120 

°C leaving only reflections corresponding to 26AMP2:F:FA0.5 (Fig. 4.9, bottom). It is therefore 

assumed that 26AMP2:F:FA0.5 can form both directly or via Form IV. As the melting point of 

26AMP in isolation is ~50 °C, the change in base : acid ratio required could be due to slow 

evaporation of base molecules, as seen in 2,6-lutidinium hydrogen fumarate, discussed in 

Chapter 3.201 If the sample is single phase by 120 °C, this indicates that a proportion of the 

26AMP molecules have been lost as well as the remaining water, accounting for the significant 

size reduction of the crystal during the SXRD monitored transition (discussed below, Fig. 

4.11). However, there are sharp reflections present in the PXRD pattern at 16.20° and 19.45° 

in the scan recorded at 130 °C that are not present at either 120 °C or 140 °C. These may be 

associated with either another intermediate or a secondary phase that is immediately lost again 

at higher temperatures (or changes in preferred orientation within the sample upon heating 

that cause them to be masked at 140 °C). The remaining reflections are attributed to 

26AMP2:F:FA0.5, although several show a significant shift in angle as would be expected due 

to thermal expansion (as the simulated pattern is for a room temperature structure). This shift 

is clearly evident for the simulated reflections at 15.08°, 22.82°, 25.86° and 28.44° which can 

still be seen to shift within the relatively smaller temperature range from 110 °C to 140 °C 

(14.87°, 22.23°, 25.17° and 28.30° and 14.74°, 22.02°, 24.98° and 28.02° for 110 °C and 140 

°C, respectively). 

Another transformation is observed to occur beyond 26AMP2:F:FA0.5 to a fifth 

crystalline structure (Form V) as the reflections remaining in the 150 °C pattern (Fig. 4.8) 

clearly differ to both those at 140 °C and the 26AMP2:F:FA0.5 simulated pattern. Most 

noticeably, the reflections are at 27.81° and 27.88° at 150 °C, whereas only a single reflection 

is seen at 28.02° at 140 °C. The structure of this second additional form, Form V, is unknown. 
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This further transformation is supported by the DSC data for 26AMP2:F:FA0.5, which shows 

a solid-solid transition prior to melting that occurs at 149.3 °C (Fig. 4.10). The difference in 

rate of change of temperature between the VT-PXRD and DSC, as well as flat plate vs. lidded 

DSC pan set up, is an explanation as to why all the transitions are observed at slightly lower 

temperatures in the VT-PXRD. DSC of 26AMP:F0.5:(H2O)2 shows three solid-solid transitions 

prior to melting, with minima in the heat flow at 78.0 °C, 112.5 °C and 148.7 °C. These are 

thought to correspond to the transitions to 26AMP2:F:H2O, 26AMP2:F:FA0.5 and Form V, with 

the second transition considerably more complex and presenting multiple minima, due to the 

additional trasition pathway via Form IV, and the third transition matching that seen within 

DSC of a 26AMP2:F:FA0.5 sample. However, the mass losses corresponding to the first two 

transitions for 26AMP:F0.5:(H2O)2 account for only about half the losses expected (17.57 % 

of initial mass observed in total for both transitions, compared to the 35.64 % expected). This 

discrepancy, as well as the absence of recrystallisation peaks in the DSC and higher transition 

Figure 4.10: DSC (solid lines) and TGA (dashed lines) of 26AMP:F0.5:(H2O)2 and 26AMP2:F:FA0.5 

recorded on a Mettler Toledo Stare instrument with a ramp of 10 °C/min from 25-250 °C. 
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temperatures, may in part be due to the rate of change in temperature in the DSC compared to 

that utilised for the VT-PXRD but also suggests the sample is not phase pure, most likely with 

some of the subsequent forms or FA already present. (Note that loss of 26AMP2:F:H2O sample 

through recording VT-SXRD and packing a 1.3 mm MAS NMR rotor meant there was not 

enough single-phase sample remaining to run TGA/DSC.) 

Heating of a single crystal of 26AMP:F0.5:(H2O)2 above room temperature resulted in 

both clouding and fracturing of the crystal (Fig. 4.11), with this reduction in crystal quality 

corresponding to a gradual loss in diffraction peaks, leaving only faint, low angle, powder 

rings remaining in each frame. Although a structure was successfully recorded at 67 °C, the 

crystal degraded during data collection. A similar clouding was seen for a crystal of 

26AMP2:F:H2O but the loss in diffraction peaks was far more gradual, allowing the same 

crystal to be analysed over a range of temperatures between −23 °C and 77 °C (see Table 4.3 

and discussion, below). At 77 °C, the structure recorded for this crystal matched that of 

26AMP2:F:FA0.5, not 26AMP2:F:H2O. The significant clouding and slight contraction seen in 

Fig. 4.11 had occurred by the beginning of the data collection at 67 °C and may correspond to 

water loss from more clouded outer regions of the crystal. The more extreme size reduction 

was in evidence at the start of the following data collection at 77 °C. As a change in base : 

acid ratio is needed to transform between 26AMP2:F:H2O and 26AMP2:F:FA0.5, this is thought 

to be due to not only the loss of the remaining water but also some of the base molecules to 

allow the transition. 

As the potential loss of 26AMP is assumed to be possible only through evaporation 

of the base molecules, as seen in 26L:HF,201 it was initially thought that it must occur slowly 

and may therefore have been in progress during the previous experiment at 67 °C. However, 

no evidence of this was seen in the 67 °C data, with Rint remaining low and relatively stable 
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between frames throughout collection (bar a single frame early on, see Fig. A2.1 in Appendix 

2). This was also true for the data collected at 77 °C, suggesting that the transition took place 

during the temperature change. This phase change in a single crystal is the most conclusive 

evidence that the 26AMP2:F:H2O transition is possible and occurs but does not elucidate the 

mechanism by which 1 in 3 base molecules are lost. It is significantly lower in temperature 

than that observed in the VT-PXRD above (Fig. 4.8 and 4.9). 

 

 

4.5. NMR Crystallography Study 

4.5.1. Geometry Optimisation 

The relative energies of each structure following either fixed or variable unit cell geometry 

optimisation are listed in Table 4.3, alongside their unit cell parameters. Fixing the unit cell 

maintains an association to the temperature at which the crystal structure was recorded. As 

expected, all three systems show thermal expansion with increasing temperature, although this 

Figure 4.11: A single crystal, initially 26AMP:F0.5:(H2O)2, when first mounted (top), at 67 °C (middle) 

and at 77 °C (bottom). 
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is very slight for 26AMP2:F:FA0.5 and falls within the estimated standard deviation of the 

measurements (Fig. 4.12). Although there is a direct correlation between temperature and unit 

cell volume, none of the systems expands uniformly, with all exhibiting changes to the unit 

cell angles and therefore a reduction in one or more of the unit cell lengths. It would generally 

be expected that lower temperature structures with smaller unit cell volumes would be lower 

in energy but that does not appear to be the case. In fact, the 150 K structures of both 

26AMP:F0.5:(H2O)2 and 26AMP2:F:H2O have the highest energies of their sets, although the 

differences are relatively small (< 5 kJ mol−1). The room temperature (290 K) structure has 

the lowest energy for 26AMP2:F:H2O and surprisingly, given both its high temperature and 

larger unit cell volume, the 340 K structure has the lowest energy for 26AMP:F0.5:(H2O)2. The 

published structure of 26AMP:F0.5:(H2O)2, COGCIN,142 was recorded at RT and, as expected, 

is similar to the 300 K 26AMP:F0.5:(H2O)2 structure. 

Figure 4.12: Variation in volume of the unit cell with temperature for 26AMP:F0.5:(H2O)2 (top), 

26AMP2:F:H2O (middle) and 26AMP2:F:FA0.5 (bottom). Error bars show the estimated standard 

deviation in the unit cell volume but are too small to see for 26AMP:F0.5:(H2O)2 and 26AMP2:F:H2O. 



 

 

 Table 4.3: Unit cell parameters of 26AMP:F0.5:(H2O)2, AF16-H0.5 and 26AMP2:F:FA0.5 following a geometry optimisation with the unit cell fixed (i.e., as 

solved by SXRD) and allowed to vary, alongside the respective energy of each optimised structure. 

 Structure a (Å) b (Å) c (Å) α (°) β (°) γ (°) 
Volume 

(Å3) 

Energy (kJ 

mol−1)* 

26AMP:F0.5:

(H2O)2 

150K (fixed) 9.6598(3) 14.4288(6) 7.3093(3) 90 96.158(3) 90 1012.89 4.14 

150K  9.5378 14.4175 7.19 90 95.22 90 984.603 0.50 

250K (fixed) 9.6866(2) 14.4243(3) 7.41090(10) 90 96.494(2) 90 1028.83 1.98 

250K  9.5511 14.4245 7.21322 90 95.005 90 989.973 0.74 

COGCIN (fixed) 9.7260(4) 14.4355(6) 7.4679(4) 90 96.691(4) 90 1041.35 0.22 

COGCIN 9.5369 14.4089 7.2091 90 94.978 90 986.91 0.49 

300K (fixed) 9.7012(4) 14.4259(6) 7.4682(3) 90 96.607(4) 90 1038.22 0.69 

300K  9.551 14.4317 7.197 90 94.965 90 988.297 0.56 

340K (fixed) 9.6906(10) 14.4135(16) 7.5135(10) 90 96.856(11) 90 1041.95 0 

340K  9.5344 14.4339 7.1801 90 95.075 90 984.236 0 

26AMP2:F:

H2O 

150K (fixed) 7.5217(2) 10.0604(3) 12.6922(4) 93.195(2) 107.236(3) 104.283(3) 880.295 0.16 

150K  7.4769 10.1273 12.6615 93.126 107.711 105.162 872.075 0.02 

250K (fixed) 7.6213(3) 10.0308(4) 12.7136(5) 93.561(3) 107.316(4) 103.160(4) 894.647 0.06 

250K 7.4498 10.1473 12.6579 93.223 107.942 105.183 868.742 0.02 

290K (fixed) 7.6640(3) 10.0215(4) 12.7140(4) 93.693(3) 107.314(3) 102.633(3) 900.848 0.02 

290K  7.4598 10.1433 12.6514 93.326 107.933 104.961 870.01 0 

340K (fixed) 7.7084(13) 9.9834(17) 12.689(2) 93.802(14) 107.271(15) 101.985(14) 903.541 0 

340K  7.4431 10.1803 12.67 93.309 108.196 105.284 869.429 0.01 

26AMP2:F:F

A0.5 

200K (fixed) 8.4426(4) 10.5523(4) 12.3026(4) 85.716(3) 73.190(4) 67.717(4) 970.083 0 

200K 8.3511 10.4192 12.1944 86.931 74.204 69.293 953.957 0 

RT (fixed) 8.44545(4) 10.5589(7) 12.3000(6) 85.679(4) 73.080(6) 67.701(5) 970.135 0.60 

RT 8.36347 10.4544 12.1978 86.787 74.1539 69.1314 957.656 0.25 

*Energies are given relative to the lowest energy structure for each set. The difference between the lowest energy structures in the fixed and variable unit cell sets was 150.98 kJ mol−1, 5.32 kJ 

mol−1 and 0.99 kJ mol−1 for 26AMP:F0.5:(H2O)2, 26AMP2:F:H2O and 26AMP2:F:FA0.5, respectively. 
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It is also interesting to note that although the variable unit cell optimisation moves all 

the structures to a lower energy than any of their respective ‘temperature’ structures (as 

expected given that the calculations have no temperature dependence included so are 

nominally at 0 K) they do not converge to exactly the same point. This is likely due to how  

fine the tolerances are. The optimisation enters a new cycle until the forces and energy changes 

between subsequent configurations are within a tolerance limit, at which point the calculation 

is judged to be at the local minimum and no more changes are made. The smaller these 

tolerances are, the closer to the absolute minimum the calculation must be at the end point. 

The default tolerances are fine enough that the small variations remaining do not affect the 

NMR parameters calculated subsequently but do mean that the calculations from different 

starting points do not perfectly converge. It can clearly be seen that the variation between the 

fixed unit cell ‘temperature’ structures (mentioned above) is significantly larger than that seen 

for the variable ‘0 K’ structures. 

Table 4.4: GIPAW calculated and experimental 1H chemical shifts for 26AMP:F0.5:(H2O)2, 

26AMP2:F:H2O and 26AMP2:F:FA0.5. 

 26AMP:F0.5:(H2O)2 26AMP2:F:H2O 26AMP2:F:FA0.5 

 𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (1H) 

(ppm) 

𝜹𝒆𝒙𝒑
𝒊𝒔𝒐 (1H) 

(ppm) 

𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (1H) 

(ppm) 

𝜹𝒆𝒙𝒑
𝒊𝒔𝒐 (1H) 

(ppm) 

𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (1H) 

(ppm) 

𝜹𝒆𝒙𝒑
𝒊𝒔𝒐 (1H) 

(ppm) 

Me 1.5 1.5 1.4 1.5 1.0 1.8 
 -  1.4 1.5 1.6 1.8 

H2O 4.7 4.2 4.3 4.1 -  
 5.3 5.3 4.5 4.1 -  
 5.3 6.0 -  -  
 6.1 6.0 -  -  

CH 5.8 6.0 5.3 5.7 4.9 4.9 
 6.3 6.0 5.4 5.7 4.9 5.1 
 6.5 6.8 5.5 5.7 5.7 5.8 
 6.7 6.8 5.9 5.7 6.2 6.7 
 -  6.3 6.3 6.6 6.7 
 -  6.4 6.3 6.7 6.7 
 -  7.0 7.4 6.7 6.7 
 -  7.4 7.4 7.1 7.7 
 -  -  7.5 7.7 

NH2 7.9 8.2 8.7 9.2 8.1 7.7 
 8.3 8.2 8.7 9.2 9.0 9.1 
 -  9.5 9.8 9.3 9.1 
 -  10.5 9.8 12.1 11.4 

NH 14.8 14.9 15.0 14.8 14.7 14.4 

 -  15.0 14.8 16.0 16.4 

OH -  -  16.3 14.9 
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The difference in final energy between the fixed and variable unit cell optimisations 

for each system appears to be related to its level of hydration. The anhydrous system, 

26AMP2:F:FA0.5, differs by only ~1 kJ/mol, whereas 26AMP2:F:H2O changes by ~ 5 kJ/mol 

Figure 4.13: 1H (600 MHz) one-pulse MAS (60 kHz) spectra of 26AMP:F0.5:(H2O)2 (top), 

26AMP2:F:H2O (middle) and 26AMP2:F:FA0.5 (bottom) with stick spectra corresponding to GIPAW 

calculated chemical shifts for the geometry optimised crystal structures. The assignments to each 

proton, labelled in the structures on the right, are given. 
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and 26AMP:F0.5:(H2O)2 changes by ~150 kJ/mol. This may be due to the additional space and 

flexibility within the system due to the inclusion of water molecules. 

 

4.5.2. 1H NMR 

Experimental solid-state MAS NMR analysis of all three systems showed good agreement 

between the GIPAW calculated and experimental 1H chemical shifts as well as verifying, as 

expected from calculation, that the forms can be easily distinguished from each other due to 

the change in 1H chemical shifts of the NH2 protons (Table 4.4 and Fig. 4.13). The anhydrous 

form is also easily identified due to the separation between the NH protons (H7 and H27) and 

the presence of the OH proton (H1). The OH proton of 26AMP2:F:FA0.5 also showed the 

largest discrepancy between experiment and calculation of the chemical shift with the 

experimental value 1.4 ppm lower than calculated. A similar difference was also observed for 

26L (Chapter 3). This discrepancy is either due to a genuine difference in the actual proton 

position compared to the optimised crystal structure or it is simply that the discrepancy 

compared to experiment for the calculations for such a high chemical shift proton in an OH···O 

H-bond is greater than those of other environments (a similar difference was also seen for the 

OH···O proton in 26L:HF – see further discussion in section 6.3.2).  

The 1H-1H DQ MAS spectra are also very distinct (Fig. 4.14). The number of proton 

correlations due to the proximities between the water molecules and the CH protons in the 

dihydrate, 26AMP:F0.5:(H2O)2, leads to a very broad, many shouldered resonance between 3 

ppm and 10 ppm (Fig. 4.14a). There are very clear NH+-H2O correlations (δDQ = 14.8 + 5.3 = 

20.2 ppm) as well as an apparent NH+-NH+ correlation (δDQ = 14.9 + 14.9 = 29.8 ppm). The 

NH+ protons in 26AMP:F0.5:(H2O)2 are brought into proximity due to the stacking of 2-amino-

6-methylpyridinium ions between the layers of b-a-b chains and the distance between 

subsequent NH+s is 3.80 Å, so the visible correlation is unexpected, as the BABA recoupling 

used is generally considered to only show cross-peaks for proximities up to ~3.5 Å (see Table 

4.5), although it is still possible. As discussed in Chapter 2, the relative intensities of DQ peaks 
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at a particular SQ frequency is an indicator of the relative 1H-1H distances, by the relationship 

𝐼𝐴𝐵
𝐼𝐴𝐶
⁄ =

𝑟𝐴𝐶
6

𝑟𝐴𝐵
6⁄ .167 As expected, the NH+-NH+ cross-peak has the lowest intensity of the 

Figure 4.14: 1H (600 MHz) DQ MAS (60 kHz) NMR spectra of 26AMP:F0.5:(H2O)2 (top), 

26AMP2:F:H2O (middle) and 26AMP2:F:FA0.5 (bottom) recorded with one rotor period of BaBa 

recoupling. The base contour level is at 4.5%, 6.2% and 28.6% of the maximum peak height, 

respectively. Blue and green contours correspond to positive and negative intensity respectively. The 

dashed diagonal line indicates the δDQ = 2δSQ diagonal, while horizontal lines indicate a DQ peak at 

the sum of the two SQ peaks for dipolar coupled unlike protons. 

a 

c 

b 
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DQ peaks at the SQ frequency for H13, the NH+ proton. Its relative intensity compared to the 

NH2 cross-peak is complicated due to multiple resonances associated with different distances 

contributing to the intensity of as the NH2 cross-peak (both H14 and H15 at 2.30 Å and 3.56 

Å, respectively). Similarly, proximity with the three methyl protons is averaged between the 

listed, nearest distance in Table 4.5 and further away. As the correlation with a water proton, 

H49, covers only a single resonance, this should be a reliable measure. However, it is twice 

as intense as it should be relative to the cross-peak to H49, 
𝐼𝐻13−𝐻13

𝐼𝐻13−𝐻49
⁄ = 0.40 while 

𝑟𝐻13−𝐻49
6

𝑟𝐻13−𝐻13
6⁄ = 0.20 for the geometry optimised crystal structure. As there is only one 

inequivalent 2-amino-6-methylpyridinium ion in the asymmetric unit, there is therefore a 

neighbouring NH at an equal distance in the layer above and below which leads to a doubling 

Table 4.5: H-H proximities (<4 Å) and corresponding 1H DQ chemical shifts for the pyridinium 

NH’s of each crystal structure 

Structure NH+ 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 SQ1 

(ppm) 
Proton 2 

𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 SQ2 

(ppm) 

𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 DQ 

(ppm) 

Separationa 

(Å) 

26AMP:F0.5:(H2O)2 H13 14.9 

H14 8.2 23.1 2.30 

H17/H18/H19 1.5 16.4 2.59 

H49 5.3 20.2 2.91 

H15 8.2 23.1 3.56 

H13 14.9 29.8 3.80 

26AMP2:F:H2O 

H12 14.8 

H15 9.8 24.6 2.26 

H9/H10/H11 1.5 16.3 2.44 

H34 9.2 24.0 2.92 

H17 9.2 24.0 3.54 

H32 9.8 24.6 3.99 

H30 14.8 

H32 9.8 24.6 2.24 

H27/H28/H29 1.5 16.3 2.50 

H5 4.1 18.9 2.89 

H35 7.4 22.2 3.48 

H34 9.2 24.0 3.53 

H9/H10/H11 1.5 16.3 3.77 

H33 6.3 21.1 3.98 

26AMP2:F:FA0.5 

H27 14.4 

H28 9.1 23.5 2.27 

H9 7.7 22.1 2.79 

H33/H34/H35 1.8 16.2 2.80 

H29 9.1 23.5 3.53 

H8 11.4 25.8 3.93 

H7 16.4 

H8 11.4 27.8 2.26 

H13/H14/H15 1.8 18.4 2.55 

H2 6.7 23.1 3.17 

H33/H34/H35 1.8 18.4 3.47 

H9 7.7 24.1 3.54 

a H-H distances are taken from the DFT (CASTEP) optimised structure. Intermolecular proximities are denoted using italic font. 
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of the resonance intensity, resulting in both the doubling relative to H49 and explaining how 

such a distant proximity has a visible correlation peak.  

Conversely, the expected NH-H2O correlation peak for 26AMP2:F:H2O, between H30 

and H5, is not seen despite the optimised crystal structure proximity being 2.89 Å, well below 

the anticipated boundary of ~3.5 Å (Fig. 4.14b). This suggests that the water molecule does 

not sit in that position. The strong agreement of the SQ chemical shifts would seem to make 

this unlikely but does not rule out loss of the correlation due to motion of the H2O molecule. 

The shoulder in the DQ dimension of the NH+ cross peak of the NH+-NH2 pairings (δDQ = 14.8 

+ 9.8 = 24.6 ppm to δDQ = 14.8 + 9.2 = 24.0 ppm for both H12 and H30) extends to a lower 

DQ shift (δDQ = 14.8 + 4.1 = 18.9 ppm) suggesting that the water correlation may be present 

at a very low intensity. This NH+-H2O correlation between H30 and H5 is the only 

environment correlation expected for one b-a-b unit and not the other. Despite being 

crystallographically distinct, the similarity between b-a-b units is such that H12 and H30, the 

NH+ protons of 26AMP2:F:H2O, lie at the same chemical shift and their NH2 and CH3 

correlations overlap (H12/H30-methyl: δDQ = 14.8 + 1.5 = 16.3 ppm). The pair of cross peaks 

for the CH-H2O correlations are visible (δDQ = 6.7 + 4.1 = 10.8 ppm), as well as the water self-

correlation confirming that it is present in the expected local environment (δDQ = 4.1 + 4.1 = 

8.2 ppm). The overlap of the two NH resonances means that analysis of the relative intensities 

for the NH DQ cross-peaks was not conducted for 26AMP2:F:H2O. 

Comparing Fig. 4.14b and c, the distinction between inequivalent b-a-b units is far 

more apparent in 26AMP2:F:FA0.5, where the NH+ protons, H7 and H27, are separated by 2 

ppm and the nearest NH2 proton for each are also significantly different, falling at 11.4 ppm 

and 9.0 ppm for H8 and H28, respectively (H28 is assigned to the shoulder centred at 9.0 ppm 

in the 1D spectra with several other protons but appears to lie closer to the main peak centre 

at δSQ = 8.1 ppm from the DQ spectrum). The OH proton of the FA at 14.7 ppm, unique to 

26AMP2:F:FA0.5, is also clearly distinguishable from the NH+ protons at 16.4 ppm and 14.4 

ppm. This distinction between the three highest chemical shift protons of 26AMP2:F:FA0.5 can 

be easily made as there are two sets of peaks for each of the NH+ protons, to NH2 and CH3 
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(H27: δDQ = 14.4 + 9.1 = 23.5 ppm and δDQ = 14.4 + 1.8 = 16.2 ppm; H7: δDQ = 16.4+ 11.4 = 

25.8 ppm and δDQ = 16.4 + 1.8 = 18.2 ppm), and then a single correlation (δDQ = 14.7 + 6.0 = 

23.7 ppm) corresponding to the OH proximity to H25. This helped to confirm the assignment 

of the OH peak, alongside the proton shifts observed for the 14N correlations in the  14N-1H 

HMQC spectrum for 26AMP2:F:FA0.5 (presented below).  

For 26AMP2:F:FA0.5, the overlap of SQ resonances of H27, one of the NH+ protons, 

with H1, OH, means that the intensities of its double quantum correlations are unreliable 

measures due to the contribution from H1 proximities. H7, the higher 1H chemical shift NH+, 

is distinct, however. Taking a slice from the spectrum corresponding to this SQ resonance 

shows both the clearly visible cross-peaks to the methyl protons and H8, the closest NH2 

proton but also a low intensity peak for the expected intermolecular proximity to H2, the FA 

CH proton, at 3.17 Å. As for 26AMP:F0.5:(H2O)2, the intensity of the methyl peak is not 

reliable due to the averaging of couplings to the three protons, particularly for 

26AMP2:F:FA0.5 as two methyl groups fall under the same resonance. In fact this results in 

the correlation to the methyl groups having the highest intensity despite the H7-H8 proximity 

being nearer. Likely due to how close the H2 correlation peak is to the noise level, the relative 

intensity compared to H7-H8 is about half that expected, 
𝐼𝐻7−𝐻2

𝐼𝐻7−𝐻8
⁄ = 0.13 while 

𝑟𝐻7−𝐻8
6

𝑟𝐻7−𝐻2
6⁄ = 0.33 for the geometry optimised crystal structure.  

14N-1H HMQC MAS NMR spectra (Fig. 4.15) were recorded at 14.1 T for 

26AMP2:F:H2O and 26AMP2:F:FA0.5 and at 16.44 T for 26AMP:F0.5:(H2O)2. Calculated and 

experimental shifts for the nitrogen environments are recorded in Table 4.6. All of the 14N-1H 

HMQC spectra confirmed the transfer of protons to the pyridine nitrogens as the 

corresponding 14N shifts for 26AMP2:F:H2O (Fig. 4.15b) were both −109 ppm (calculated at 

−73.7 ppm and −74.7 ppm for N1 and N5, respectively, at 14.1 T) and for 26AMP2:F:FA0.5 

(Fig. 4.15c) were −87 ppm and −91 ppm (calculated at −74.3 ppm and −73.4 ppm for N1 and 

N5, respectively). For 26AMP:F0.5:(H2O)2 (Fig. 4.15a), the experimental 14N shift (recorded 
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at 16.44 T) was −158 ppm (δcalc = ‒123 ppm), also confirming proton transfer to the pyridine 

nitrogen (see extended discussion in section 6.3.1). As the shift range for 14N is so large, the 

expected error in the calculations is correspondingly greater.  

Figure 4.15: 14N-1H HMQC MAS (60 kHz) spectra of (a) 26AMP:F0.5:(H2O)2, (b) 26AMP2:F:H2O and 

(c) 26AMP2:F:FA0.5 recorded with 8 rotor periods of R3 recoupling (τRCPL = 133.6 μs). Spectra were 

recorded at ν0 (1H) = 700 MHz (a) and 600 MHz (b and c). 

a 

c 

b 
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The NH2 correlation peaks for each system also show similar agreement and confirm 

the assignments of each of the NH2 protons. Their intensities are significantly weaker than 

those of the NH+ environments. This is likely due to the difference in coupling between the 

moieties, as the NH2 group is significantly affected by H-H couplings. The recoupling within 

the HMQC experiment was also optimised for the NH+ interaction and the optimum for the 

NH2 groups is shorter, with the magnetisation already decaying by the time it is transferred 

back to 1H for detection. 

 

4.5.3. 13C CP MAS NMR and Multiphase Identification 

1H-13C CP MAS NMR spectra also allow one to distinguish between forms, as with the 1H 

MAS NMR spectra, despite there being less impact relative to the chemical shift range from 

packing variations and changes in H-bonding (see Table 4.7 and Fig. 4.16). There are also no 

additional 13C environments – whereas the hydrates contain additional proton environments 

from the water molecules (compared to the anhydrous form) and the anhydrous form has an 

OH due to the FA. The difference is due instead to the number of molecules contained in the 

asymmetric unit. 26AMP:F0.5:(H2O)2 has only a single base and a hemi-fumarate molecule in 

the asymmetric unit (not counting water molecules) whereas 26AMP2:F:H2O and 

26AMP2:F:FA0.5 both have two independent base molecules and two independent hemi-

fumarate molecules, as well as 26AMP2:F:FA0.5 having a hemi-FA. The narrower lineshapes 

Table 4.6: GIPAW calculated 15N chemical shifts, quadrupolar parameters and calculated 14N shifts 

for each geometry optimised crystal structure, alongside the experimental 14N shifts. 

Structure NH+ 
15N 𝛅𝒊𝒔𝒐

𝒄𝒂𝒍𝒄
 

(ppm) 
𝜼𝑸 

𝑪𝑸 

(MHz)* 

𝑷𝑸 

(MHz) 

𝛅𝒊𝒔𝒐
𝑸

 

(ppm) 

14N δcalc 

(ppm) 

14N δexpt
 

(ppm) 

26AMP:F0.5:

(H2O)2 

N1 −213.0 0.8 1.7 1.9 105.4 −107.5 −158 

N2 −293.4 0.5 −3.0 −3.1 278.3 −15.2 −40 

26AMP2:F:

H2O 

N1 -210.6 0.8 1.7 1.8 136.9 -73.7 −109 

N2 -291.2 0.6 -2.8 -2.9 343.8 52.6 57 

N5 -210.0 0.8 1.7 1.8 135.3 -74.7 −109 

N6 -289.1 0.6 -2.8 -2.9 347.1 58.1 57 

26AMP2:F:F

A0.5 

N1 −207.7 0.7 1.7 1.8 133.4 −74.3 −87 

N2 −286.9 0.6 −2.8 −3.0 353.4 66.5 108 

N5 −211.8 0.9 1.7 1.9 138.4 −73.4 −91 

N6 −291.9 0.7 −2.7 −2.9 329.7 37.8 64 

*A CQ scaling factor of 0.95 is employed. 
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for 13C mean that, where repeated environments in the forms are present, the small differences 

between the multiple resonances can often be resolved. As can be seen in Fig. 4.16a, 

26AMP:F0.5:(H2O)2 therefore has the simplest spectrum, while there is an evident doubling of 

most carbon sites in Fig. 14.16b for 26AMP2:F:FA0.5. Due to the small number of crystals 

obtained for 26AMP2:F:H2O, there was not enough sample to pack a large enough rotor for 

13C experiments, with the sample’s long T1 relaxation time making running them in a 1.3 mm 

rotor unfeasible. The 1D 1H-13C CP MAS NMR spectra were assigned as shown in Fig. 4.16 

using both the GIPAW calculated shifts and the correlations evident within HETCOR 

experiments described below. 

In a 1H-13C CP HETCOR MAS NMR spectrum of 26AMP:F0.5:(H2O)2 (Fig. 4.17), the 

presence of a cross peak between 149.2 ppm and the methyl protons confirms the assignment 

Table 4.7: GIPAW calculated and experimental 13C chemical shifts 

 26AMP:F0.5:(H2O)2 26AMP2:F:H2O 26AMP2:F:FA0.5 

 𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (13C) 

(ppm) 

𝜹𝒆𝒙𝒑
𝒊𝒔𝒐 (13C) 

(ppm) 

𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (13C) 

(ppm) 

𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (13C) 

(ppm) 

𝜹𝒆𝒙𝒑
𝒊𝒔𝒐 (13C) 

(ppm) 

Me 18.3 20.9 14.1 14.5 18.9 

 -  15.2 16.9 19.5 

CH/C 110.6 110.4 110.4 108.7 109.5 
 111.4 110.4 111.0 112.2 112.0 
 140.1 137.6 112.4 112.4 112.5 
 144.7 145.4 112.7 115.6 114.8 
 150.6 149.2 138.6 137.7 135.0 
 151.4 155.5 140.8 137.7 135.6 
 -  142.6 140.4 142.2 
 -  144.3 140.7 137.9 
 -  150.2 142.7 143.9 
 -  150.8 149.0 147.4 
 -  151.5 151.1 148.8 
 -  152.8 152.6 156.9 
 -  - 153.2 156.9 

COOH/− 176.8 174.4 175.3 174.8 170.9 

 -  175.4 176.1 174.4 

 -  - 177.0 175.3 
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of that resonance to C10 (δiso
calc = 150.6 ppm). The peak at 155.5 ppm, as it does not have a 

close proximity to the methyl, is therefore assigned as C9 (δiso
calc = 151.4 ppm) despite the 

larger discrepancy between calculation and experiment than is normally expected (~2 ppm for 

13C).202-204 This may be due to the position of C9 within the 2-amino-6-methylpyridinium as it 

is directly bound to both the pyridine and amino nitrogen’s. There appears to be cross peaks 

between both C12 and C2 and H50, one of the water protons. Although a CP contact time of 

500 μs was employed, this seems unusual, particularly for C2 for which the smallest separation 

within the crystal structure is 3.95 Å. The fact that no cross peak is evident for the closer C11 

to H13 proximity (3.35 Å) highlights the range in efficiency of the CP transfer for different 

environments in spite of the use of a ramped contact time. The correlation between C1 and the 

methyl protons (shorter still at 2.96 Å) is also barely visible above the noise.  

Figure 4.16: 1H-13C CP-MAS (12.5 kHz) spectra of 26AMP:F0.5:(H2O)2 (top), ν0 (1H) = 600 MHz, and 

26AMP2:F:FA0.5 (bottom), ν0 (1H) = 500 MHz, with stick spectra corresponding to GIPAW calculated 

chemical shifts. The assignments to each proton, labelled in the structures on the right, are given. 
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As all the 13C assignments could be confidently confirmed, only one HETCOR 

experiment was conducted for 26AMP:F0.5:(H2O)2. To allow a clearer understanding of the 

proximities within 26AMP2:F:FA0.5, however, an experiment with a shorter contact time of 

200 μs, was also recorded so as to remove cross peaks for the more distant correlations (Fig. 

4.18a). The only resonance that does not seem to relate to a one bond correlation that is visible 

in Fig. 4.18a experiment is for the close C1-H1 proximity (carboxyl carbon to OH).  

The longer range 1H-13C CP HETCOR MAS NMR spectrum (Fig. 4.18b), recorded 

with a 500 μs CP contact time, suggests that the 13C resonance at 137.9 ppm should be assigned 

to C6 rather than C29, which was calculated at a slightly lower value, due both to its 

correlation with a proton at a lower CH chemical shift of δiso
exp = 4.9 ppm as expected for the 

C6 correlation to H5 (δiso
calc = 4.9 ppm and seen in the shorter range HETCOR spectrum) and 

also a cross peak with a methyl proton. C6’s closest proximity to a methyl proton is 3.81 Å, 

whereas for C29 it is more than 4 Å. C29 has therefore been assigned to the resonance at 142.2 

Figure 4.17: A 1H (600 MHz)-13C CP (500 μs) HETCOR MAS (12.5 kHz) NMR spectrum of 

26AMP:F0.5:(H2O)2 recorded using FSLG 1H homonuclear decoupling in t1 with calculated (GIPAW) 

chemical shifts shown as red crosses out to a maximum C···H distance of 3.5 Å. The base contour level 

is at 7.8% of the maximum peak height. 
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ppm and C11, its equivalent carbon on the other base molecule, to 143.9 ppm. These two 

carbons are assigned in this order on the basis of the GIPAW calculations as the similarity in 

their environments and correlations means that neither has a distinct distinguishing CH 

correlation. This is also the case for C22 and C2, the fumarate CH carbons, which appear as a 

single peak in the 1D spectrum and are assigned to resonances at 135.0 ppm and 135.7 ppm 

in the HETCOR spectrum, with both calculated at 13C δiso
calc = 137.7 ppm and only 0.1 ppm 

difference between the directly bound 1H calculated chemical shifts. 

C12 and C26 are confidently assigned to 147.3 ppm and 148.8 ppm, respectively, due 

to the presence of cross peaks in the long range HETCOR spectrum, with the CH and methyl 

1H regions and to their respective nearby NH, and the absence of any cross peaks for a 200 μs 

Figure 4.18: 1H (600 MHz)-13C HETCOR MAS (12.5 kHz) NMR spectra of 26AMP2:F:FA0.5 recorded 

using FSLG 1H homonuclear decoupling in t1 and a CP transfer duration of (a) 200 μs and (b) 500 μs. 

The base contour level is at 6.4% of the maximum peak height. 

 

a 

b 
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CP contact time, as they are both quaternary carbons. Their relative assignment was confirmed 

by the difference in the 1H chemical shift of their respective NH protons, with C12 (δiso
exp = 

147.3 ppm) correlating with H7 at 16.0 ppm and C26 (δiso
exp = 148.8 ppm) correlating with 

H27 at 14.6 ppm. C9 and C25, the other quaternary carbons which sit between the pyridine 

and amide nitrogens, have been assigned on the same basis, although the cross peak between 

C25 and H27 does not appear. As they are also low intensity, it may be that it cannot be seen 

above the noise level, with the expected correlations for both C9 and C25 to NH2 protons 

missing for the same reason (although the CH cross peak for C9 does extend to higher 

chemical shift towards the region where the NH2 protons fall). As seen for the corresponding 

carbon in 26AMP:F0.5:(H2O)2, C9 and C25 also show the largest discrepancy between 

experiment and calculation, with the calculation determining them to be at a lower chemical 

shift (δiso
calc = 152.6 ppm and 153.2 ppm compared to δiso

exp = 156.7 ppm and 157.4 ppm, 

respectively). The similarity in discrepancy between the two systems (~ 4 ppm) for carbons 

of the same chemical environment suggests that this is a systematic error in the calculation 

(see further discussion in section 6.3.2). 

Although both methyl carbons, C14 and C30, are expected to have long-range 

correlations to the nearest aromatic CH proton and to their respective NH protons, however, 

only one out of the two is observed in each case. C14, δiso
exp = 18.9 ppm, has a cross peak with 

the CH region at δiso
exp = 6.4 ppm and C30, δiso

exp = 19.6 ppm, has a cross peak with H27 at 

δiso
exp = 14.2 ppm. As the proximities are very similar, as they are all intra-molecular, there is 

no reason they should not have cross peaks to both. As those present are low intensity, the 

other cross peaks may not differ greatly and be just below the noise level and therefore not 

seen, as the result of subtle differences in local structure and consequent small variations in 

separation and/or CP efficiency. 

Although a Rietveld refinement of PXRD data of the sample was initially taken to 

show acceptable agreement to 26AMP2:F:FA0.5, with an RBragg of 5.7, the HETCOR MAS 

NMR spectra suggested that the bulk of the 26AMP2:F:FA0.5 sample may be a mixture also 

containing 26AMP2:F:H2O and 26AMP:F0.5:(H2O)2. There are four low intensity peaks at 
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110.6 ppm, 136.4 ppm, 138.7 ppm and 145.7 ppm (the sample packed in a 1.3 mm rotor from 

a few large crystals appears to be single phase, with additional peaks only present in the larger 

volume sample packed in a 3.2 mm rotor for 13C experiments). As they are present in both the 

Table 4.8:Assignment of CH correlation peaks in the 1H-13C HETCOR spectra of 26AMP2:F:FA0.5 (see 

Fig. 4.15). 

C 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) H* 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) 

C14 18.9 
H13/H14/H15 (CH3) 1.7 

H12 (CH) 6.4 

C30 19.6 
H33/H34/H35 (CH3) 1.9 

H27 (NH) 14.2 

C10 109.5 H10 (CH) 5.6 

? 110.6 ? 5.8 

C27 111.9 
H33/H34/H35 (CH3) 1.6 

H30 (CH) 6.7 

C28 112.5 H31 (CH) 6.7 

C13 114.8 H12 (CH) 5.8 

C2 135.0 H2 (CH) 6.4 

C22 135.7 H25 (CH) 6.4 

? 136.4 ? 5.4 

C6 137.9 
H13/H14/H15 (CH3) 1.2 

H5 (CH) 4.9 

? 138.7 ? 6.2 

C29 142.2 H32 (CH) 7.0 

C11 143.9 H11 (CH) 7.2 

? 145.7 ? 7.3 

C12 147.3 

H13/H14/H15 (CH3) 2.0 

H12 (CH) 6.7 

H7 (NH) 16.0 

C26 148.8 

H33/H34/H35 (CH3) 2.0 

H30 (CH) 6.6 

H27 (NH) 14.6 

C9 156.7 
H10 (CH) 6.1 

H7 (NH) 15.7 

C25 157.4 H31 (CH) 7.3 

C1 170.9 
H2 (CH) 6.6 

H1 (OH) 14.8 

C5 174.4 H5 (CH) 5.4 

C21 175.4 H25 (CH) 6.7 
*1H correlations written in italics correspond to those seen in both the short and long range experiments 

 

Table 4.9: Candidate correlations from 26AMP2:F:H2O and 26AMP:F0.5:(H2O)2 for the unassigned 

cross peaks in the 1H-13C HETCOR experiments of 26AMP2:F:FA0.5 

Structure C 𝛅𝒊𝒔𝒐
𝒄𝒂𝒍𝒄

  (ppm) H 𝛅𝒊𝒔𝒐
𝒄𝒂𝒍𝒄

  (ppm) 

26AMP2:F:H2O 

C23 110.4 H31 5.4 

C6 138.6 H3 5.3 

C26 144.3 H35 7.4 

26AMP:F0.5:(H2O)2 

C11/C13 
110.6/111.4 

(110.1/110.5)* 
H16/H20 6.1/5.3 

C2 
140.1 

(137.6) 
H1 6.3 

C14 
144. 7 

(145.4) 
H21 6.7 

*13C chemical shifts stated in brackets correspond to the experimentally determined values. Due to the peak overlap within the 
1H dimension, only the calculated chemical shifts are given. 
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short and long-range HETCOR experiments and only correlate with the CH region, they are 

assumed to be CH environments. None are discernible in the 1D 1H-13C CP MAS NMR 

spectrum due to their proximity to resonances from 26AMP2:F:FA0.5 and the resultant peak 

overlap. Where they fall close to assigned cross peaks which also only correlate with the CH 

proton region, the judgement on which to assign to 26AMP2:F:FA0.5 carbons was made based 

on the relative intensities, with the lower intensity peaks judged less likely to be a directly 

bound carbon within the majority phase. Final assignments are shown in Table 4.8.  

By comparing the positions of the unassigned cross peaks to those expected and/or 

seen for the two hydrate structures, a set of possible matches was constructed (Table 4.9). The 

resonance at 13C 110.6 ppm may correspond to either 26AMP:F0.5:(H2O)2 C13 - as although it 

falls at the calculated value of C11 (δiso
calc = 110.6 ppm), the experimental values for C13 are 

closer (δiso
exp = 110.5 ppm and δiso

calc = 5.3 ppm, for C13 and its CH proton, H20, respectively). 

Alternatively, it may be 26AMP2:F:H2O C23 which shows equally good agreement although 

there is no experimentally determined confirmation of the chemical shift. As the remaining 

three peaks cannot be assigned to only one of the hydrate structures but only to a combination, 

resonances for both likely lie underneath. This would also explain why the δiso
exp (13C) = 110.5 

ppm/δiso
calc (1H) = 5.3 ppm peak is the highest in intensity of the four non-26AMP2:F:FA0.5 

peaks. The resonances at 13C 136.4 ppm and 138.7 ppm are thought to correspond to 

26AMP:F0.5:(H2O)2 C2 (δiso
exp = 137.6 ppm and δiso

calc = 6.3 ppm) and 26AMP2:F:H2O C6 

(δiso
calc = 138.6 ppm and δiso

calc = 5.3 ppm), respectively.  On the basis of the 1H chemical shift, 

the remaining cross peak, at 13C 145.7 ppm and 1H 7.3 ppm, is judged more likely to be 

26AMP2:F:H2O C26 (δiso
calc = 144.3 ppm and δiso

calc = 7.4 ppm) than 26AMP:F0.5:(H2O)2 

(δiso
exp = 145.4 ppm and δiso

calc = 6.7 ppm) due to smaller absolute expected discrepancies 

between calculation and experiment for 1H, due to having a smaller chemical shift range. A 
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multiphase Rietveld refinement (Fig. 4.19) against all three structures improved the Rwp to 

9.3% and the RBragg values to 1.5%, 1.8% and 3.7% for 26AMP2:F:FA0.5, 26AMP2:F:H2O and 

26AMP:F0.5:(H2O)2 (with a phase content of 74:17.5:8.5), respectively. A Pawley refinement 

against the three phases had produced a Rwp of 7.3%. 

A single-phase large-scale crystallisation of 26AMP2:F:FA0.5 has not yet been 

achieved and, as the crystals cannot be phase separated by eye, it has not been possible to 

obtain a single phase HETCOR spectrum. 

 

4.5.4. Isolated Molecule GIPAW Chemical Shift Calculations 

In the isolated molecule calculations, it can clearly be seen in Table 4.10 that the largest 

ΔδCrystal − Molecule, and therefore potentially the strongest H-bond, corresponds to the OH···O− 

interaction in 26AMP2:F:FA0.5. This is the only non-water OH···O interaction exhibited. Its 

apparent strength must be treated with some caution as the experimental shift was 1.4 ppm 

lower than calculated, however, as ΔδCrystal – Molecule = 9.1 ppm, even if it is reduced by the 

experimental discrepancy this will still be the largest change for any system. The next biggest  

Figure 4.19: Final multiphase Rietveld fit for 26AMP2:F:FA0.5, showing the experimental (black 

crosses), calculated (red upper line) and difference (grey lower line) PXRD profiles. Tick marks 

indicate peak positions. For refinement parameters, see Table A2.2 in Appendix 2. 
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 Table 4.10: A comparison of GIPAW calculated 1H shifts (in ppm) for the full geometry optimised 

crystal structures of 26AMP:F0.5:(H2O)2, 26AMP2:F:H2O and 26AMP2:F:FA0.5 and for isolated 

molecules extracted from these crystal structures.  

Structure Atom δExpt δCrystal δMolecule ΔδCrystal − Molecule 

26AMP:F0.5:(H2O)2 

H20 5.3 5.3 5.9 ‒0.6 

H21 6.8 6.7 6.9 ‒0.2 

H17/H18/H19 1.5 1.5 1.5 0.0 

H16 6.0 6.1 5.7 0.4 

H1 6.0 6.3 5.8 0.5 

H15 8.2 7.9 5.0 2.9 

H14 8.2 8.3 4.7 3.6 

H50 4.2 4.7 ‒0.5 5.2 

H49 6.0 5.3 ‒0.4 5.8 

H6 6.0 5.8 ‒0.2 6.0 

H13 14.9 14.8 8.3 6.5 

H5 6.8 6.5 ‒0.2 6.7 

26AMP2:F:H2O 

H9/H10/H11 1.5 1.4 1.5 ‒0.1 

H3 5.7 5.3 5.8 ‒0.5 

H31 5.7 5.4 5.8 ‒0.4 

H14 5.7 5.5 5.7 ‒0.2 

H27/H28/H29 1.5 1.4 1.6 ‒0.2 

H13 7.4 7.0 6.9 0.1 

H1 5.7 5.9 5.8 0.1 

H16 6.3 6.3 5.9 0.4 

H35 7.4 7.4 6.9 0.4 

H33 6.3 6.4 5.9 0.5 

H34 9.2 8.7 5.0 3.7 

H17 9.2 8.7 4.9 3.7 

H5 4.1 4.2 ‒0.6 4.8 

H15 9.8 9.5 4.6 4.8 

H6 4.1 4.5 ‒0.6 5.1 

H32 9.8 10.5 4.5 6.0 

H12 14.8 15.0 8.3 6.6 

H30 14.8 15.0 8.3 6.6 

26AMP2:F:FA0.5 

H5 5.1 4.9 5.8 ‒0.9 

H10 5.1 4.9 5.8 ‒0.9 

H13/H14/H15 1.8 1.0 1.6 ‒0.6 

H12 5.8 5.7 5.9 ‒0.2 

H33/H34/H35 1.8 1.6 1.6 ‒0.1 

H32 7.7 7.1 7.0 0.1 

H31 6.7 6.2 5.8 0.4 

H11 7.7 7.5 7.1 0.4 

H2 6.7 6.6 6.0 0.6 

H30 6.7 6.7 6.0 0.7 

H25 6.7 6.7 5.8 0.9 

H9 7.7 8.1 5.0 3.0 

H29 9.1 9.3 5.1 4.3 

H28 9.1 9.0 4.6 4.4 

H27 14.4 14.7 8.3 6.4 

H8 11.4 12.1 4.9 7.2 

H7 16.4 16.0 8.5 7.5 

H1 14.7 16.3 7.2 9.1 

-  
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ΔδCrystal − Molecule are for the NH+ and NH2 protons involved in the H-bonds that form the 

independent b-a-b unit within the same system. The b-a-b unit linked into chains by FA has a 

less planar geometry and less ideal H-bond distances and angles (as shown in Table 4.2, 

above). This is reflected in a slightly lower ΔδCrystal – Molecule (6.4 ppm rather than 7.5 ppm for 

the NH+). The corresponding interactions in the b-a-b units of 26AMP:F0.5:(H2O)2 and 

26AMP2:F:H2O are comparable to those for the linked 26AMP2:F:FA0.5 unit. 

One of the water molecules in 26AMP:F0.5:(H2O)2 exhibits similarly strong H-bonds 

to the NH+ protons, while the other appears to be slightly less tightly bound (ΔδCrystal – Molecule 

= 6.7/6.0 ppm and ΔδCrystal – Molecule = 5.8/5.2 ppm for H5/6 and H49/50, respectively). Although 

all the water H-bond angles are close to ideal (all > 165°), the O···O distances are shorter for 

H5 and H6 than for H49 and H50, also suggesting a corresponding difference in the interaction 

strength. It is suggested that this difference in how tightly bound the water molecules are is in 

part responsible for the ability of the system to transform into 26AMP2:F:H2O on initial 

dehydration rather than either collapsing or going straight to 26AMP2:F:FA0.5. The water 

molecule of AF26-0.5 is comparable to the weaker 26AMP:F0.5:(H2O)2 water interaction with 

ΔδCrystal – Molecule = 5.1 and 4.8 ppm. The less firmly bound water may account for the relative 

instability of the system however, making it more a transitional state, explaining why both the 

dihydrate and anhydrous forms are so much more readily crystallised (only ~5 small crystals 

were ever successfully isolated). 

It is interesting to note that all the interactions identified are H-bonds between 

classical donors and acceptors. The only possible non-classical H-bond (ΔδCrystal − Molecule = 0.9 

ppm and the cut-off for significance is generally considered ±1 ppm) is in 26AMP2:F:FA0.5 

between the fumarate CH and the carboxylic acid of the linking FA molecule. The only values 

that may correspond to π interactions are ΔδCrystal – Molecule = −0.9 ppm for H5 and H10 in 

26AMP2:F:FA0.5 but this may be chance as they are changes of less than 1 ppm and there is 

no clear indication in the structure as to what would cause an interaction. 
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4.5.5. VT NMR 

As hydrates generally have relatively low stability, all MAS NMR spectra of 26AMP2:F:H2O 

and 26AMP:F0.5:(H2O)2 were run with cooling applied to prevent the sample heating above 5 

°C. When this heating is removed, the sample warms to ~70 °C under fast MAS (60 kHz). As 

can be seen in Fig. 4.20, the 1H spectrum of 26AMP:F0.5:(H2O)2 changes, with new resonances 

appearing as shoulders at 15.9 ppm, 9.6 ppm and 7.1 ppm. The new peak at 15.9 ppm is of 

particular interest as the corresponding hydrate resonance, at 14.9 ppm, is for H13 which is 

integral to the b-a-b unit and has no direct interaction with the water molecules. H14 is also 

shifted to a higher ppm which suggests strengthening of the two H-bonds forming the b-a-b 

unit whereas the new resonance at 7.1 ppm may represent a change to a lower ppm value for 

the other NH2 proton, H15, due to weakening of its H-bond to a water molecule. 

Figure 4.20: 1H (600 MHz)-13C CP-MAS (12.5 kHz) NMR spectra (left) and 1H (600 MHz) one-pulse 

MAS (60 kHz) NMR spectra (right) of 26AMP:F0.5:(H2O)2 before (top) and after (bottom) heating to 70 

°C, with stick spectra corresponding to GIPAW calculated chemical shifts.  
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Heating of 26AMP:F0.5:(H2O)2 when under 12.5 kHz MAS allowed the same 

temperature range to be analysed for 13C resonances. The 1H-13C CP-MAS spectrum, recorded 

at 55 °C, shows the reduction of resonances corresponding to the fully hydrated structure as 

new resonances grow. By 70 °C, the initial resonances have disappeared completely. There 

also seems to be evidence of an amorphous component identified from both broadening of the 

resonances at the bases of the peaks and the appearance of a broad, low intensity peak between 

50 and 100 ppm, clearly visible at 70 °C (Fig. 4.20). Conversion appears to be far more 

complete than in the 1H MAS spectrum at 60 kHz, likely due to the 1.3 mm rotor used for fast 

MAS being more tightly packed and sealed than the 3.2 mm rotor used for the 13C experiments, 

which was only half full. The initial state was partially recovered after the sample had sat at 

room temperature for one hour. The reversibility of this change suggests a change in 

arrangement/position of the water molecules within the channels but is unlikely to be complete 

dissociation of the water, which is tightly bound and integral to the structure (there is no direct 

join between adjacent b-a-b units). It may be the beginning of transition to 26AMP2:F:H2O as 

there is no evidence that this is not reversible provided water is still available. The new peaks 

in the 1H spectrum definitely do not correspond to a completed transition to 26AMP2:F:H2O 

as the NH peaks would not be resolvable from the 26AMP:F0.5:(H2O)2 NH peak, with their 

δiso
exp = 14.8 ppm compared to the new resonance seen at δiso

exp = 15.8 ppm. 

DFT calculations have been run with water removed and for a high temperature (340 

K) SXRD structure. Following variable unit cell geometry optimisations, the ‘dehydrated’ 

structure showed no increase in the atomic forces relative to the standard optimisations and 

the general structure and packing of b-a-b units was maintained despite the lack of strong 

interactions to stabilise their packing (as the calculations are at a nominal 0 K, this is not 

particularly surprising). GIPAW calculated chemical shifts of the ‘dehydrated’ structure 

showed significant changes for the NH+ and NH2 protons (Table 4.11). H14 and H13, integral 

to the b-a-b unit, both increased as the loss of the fumarate interaction with water allowed 

more ideal alignment between the fumarate and pyridine group resulting in stronger H-

bonding. Conversely, the H15 1H chemical shift decreased by 5.4 ppm as its H-bond to a water 
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molecule was completely removed. The calculated changes are far more significant than those 

observed experimentally but the direction in which the chemical shifts change is the same. For 

the calculations conducted on the original SXRD crystal structures (following fixed unit cell 

geometry optimisation), there was no significant difference seen for any of protons between 

150 K and 340 K. In combination, these results support the idea that the H-bonds to the water 

molecules have weakened due to a shift in their position relative to the b-a-b units, allowing 

the b-a-b interactions to strengthen.  

Although no changes to the 1H NMR changes were observed for 26AMP2:F:H2O on 

removal of cooling, a complementary set of calculations were performed as for 

26AMP:F0.5:(H2O)2 (Table A2.2 in Appendix 2). Again, there was no change due to thermal 

expansion between 150 K and 340 K but the ‘dehydrated’ structure did show some. These 

were, however, less significant than seen for 26AMP:F0.5:(H2O)2, with only one NH+, H30, 

showing any change and only increasing by half as much as 26AMP:F0.5:(H2O)2 H13 (1.6 ppm 

compared to 3.0 ppm). This may explain why no effect was observed experimentally under 

the breadth of the 1H MAS NMR linewidth. 

 

 

Table 4.11: A comparison of GIPAW calculated 1H shifts (in ppm) for the geometry optimised (with 

fixed unit cells) crystal structures of 26AMP:F0.5:(H2O)2 that were recorded at a range of 

temperatures, alongside a calculation with the water molecules removed. 

Atom 
δLT Crystal 

(150 K) 

δCrystal  

(250 K) 

δRT Crystal  

(290 K) 

δHT Crystal  

(340 K) 

δDehydrated  

(250 K) 

ΔδCrystal − 

Dehydrated 

H17/H18/H19 1.5 1.5 1.4 1.4 1.4 0.1 

H50 5.1 4.7 4.8 5.1 - - 

H20 5.3 5.3 5.2 5.2 4.9 0.4 

H49 5.5 5.3 5.3 5.4 - - 

H6 6.0 5.8 5.9 5.6 - - 

H16 6.2 6.1 6.1 6.1 5.0 1.1 

H1 6.3 6.3 6.3 6.2 5.9 0.3 

H5 6.7 6.5 6.5 6.6 - - 

H21 6.9 6.7 6.6 7.0 7.1 ‒0.4 

H15 8.0 7.9 7.9 7.8 2.5 5.4 

H14 8.1 8.3 8.0 8.2 11.6 ‒3.3 

H13 14.8 14.8 14.8 14.8 17.8 ‒3.0 
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4.6. Summary 

These systems show the sensitivity of crystal structure packing to very small variations in the 

crystallisation conditions. Although the b-a-b unit forms in all three, the subsequent H-

bonding of these units into chains alters the final packing of the structures significantly. The 

b-a-b units are analogous to those reported by Haynes et al. for lutidine succinic/FA cocrystals 

as well as several lutidinium succinate/fumarate salts.140 It is also exhibited by 2-amino-5-

methylpyridinium fumarate FA,141 a cocrystal of a salt system showing a similar chain 

formation of b-a-b units linked by FA molecules (discussed further in Chapter 5) as seen in 2-

amino-6-methylpyridinium fumarate FA.  

That the change of crystallisation solvent results in a difference in the packing of the 

b-a-b units, but not in their formation, suggests that this unit is very strongly favoured and 

forms early in the crystallisation process. The relative size of the solvents used may affect the 

ease with which these units can align to form higher structures. Of the three solvents used here 

(Fig. 4.21), only methanol showed no formation of 26AMP2:F:FA0.5 in the absence of 

additional water. Methanol is smaller than both ethanol and isopropanol and may therefore 

allow subsequent units to come closer together before being displaced. Stabilisation of the 

units is facilitated by the residual water, forming close packed chains. Correspondingly, the 

slightly larger solvent molecules prevent units coming too close before a FA molecule can 

bridge the gap, reducing the need for water stabilisation of the chain. None of the solvents 

were completely selective to a single crystal structure although increasing the hydration level 

did seem to force the formation of 26AMP:F0.5:(H2O)2 with several of the prepared samples 

believed to be phase pure. However, one of these raised hydration set-ups produced only 

microcrystals of 26AMP:F0.5:(H2O)2 and several large crystals of 26AMP2:F:H2O. The 

crystallisation parameter responsible for this variation has yet to be identified and 

26AMP2:F:H2O remains difficult to produce. 

All three of the structures discussed are related, lying on the same transformation 

pathway (Figure 4.21). Within the hydrate region, these transformations may be reversible 
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but, as 26AMP2:F:FA0.5 contains a different acid : base ratio, the transition to anhydrous forms 

is believed to be irreversible. This 26AMP2:F:H2O to 26AMP2:F:FA0.5 transformation is 

assumed to be possible due to loss of 26AMP, similar to that seen for 26L in chapter 3,201 but 

only occurring at higher temperatures due to the higher relative stability of the base molecule. 

VT-PXRD and DSC results suggest that this second transition can occur both directly and also 

via formation of an unknown structure, Form IV, as well as providing evidence for a third 

transition region to another crystalline solid form, accessed from 26AMP2:F:FA0.5 at ~150 K, 

resulting in Form V, the structure of which is similarly unknown.  

VT-NMR of 26AMP:F0.5:(H2O)2 saw the appearance of new 1H and 13C resonances 

on heating up to 70 °C. For the 13C CP MAS experiments, performed in a partially filled 3.2 

mm rotor, a corresponding reduction in the original resonances was seen with their complete 

disappearance by 70 °C (Fig. 4.20). The reversal of this conversion following the return to 

room temperature suggests a change in the H-bonding of the water molecules, possibly an 

intermediate state in the transition to 26AMP2:F:H2O, with partial but incomplete 

disassociation of at least one water molecule. Complete disassociation is not expected both 

due to the importance of the water mediated H-bonds to maintain the overall structure and as 

the changes in 1H chemical shift are not as extreme as expected from GIPAW calculations for 

Figure 4.21: Transformation diagram for the three multicomponent forms determined for 26AMP and 

FA. 
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the same structure following complete removal of the water molecules (section 4.5.5, Fig. 

4.20, Table 4.11). The use of boron nitrate rotor caps would allow higher temperatures to be 

accessed in NMR experiments, possibly allowing one or more of the transitions to be 

monitored. 

Good agreement was seen between the GIPAW calculated shifts of all three structures 

and the experimental NMR parameters. Two seemingly systematic discrepancies were, 

however, noted. The first corresponds to the 13C GIPAW calculated chemical shift of the 

carbon at the 2 position on the pyridine ring, which sits between two nitrogen’s, and varied 

from the experimental resonances by ~4 ppm for both of the 26AMP cations in 

26AMP2:F:FA0.5 and in the single example in 26AMP:F0.5:(H2O)2 (the lack of 13C NMR 

experiments for 26AMP2:F:H2O means that it cannot be confirmed in this case). The second 

discrepancy seen was for the OH proton of the hemi-fumarate in 26AMP2:F:FA0.5, which 

exhibited a similar variation to that seen for the OH of the hydrogen fumarate anion in 2,6-

lutidinium fumarate, 1.4 ppm. 

Even taking the aforementioned error into account, the isolated molecule GIPAW 

calculations (Table 4.10) suggest that the OH···O− interaction between the fumarate and FA 

in 26AMP2:F:FA0.5 is the strongest interaction, followed by the amide/pyridinium-carboxylate 

interaction that forms the independent b-a-b unit in the same system. This is unsurprising as 

this b-a-b unit exhibits the most ideal H-bond geometry. The larger ΔδCrystal – Molecule values 

seen for both protons of one of 26AMP:F0.5:(H2O)2’s water molecules compared to those of 

the second water molecule suggest that the former is more tightly bound. This difference in 

H-bond strength may be why 26AMP:F0.5:(H2O)2 dehydrates first to a second stable hydrate, 

26AMP2:F:H2O, before dehydrating to the anhydrous form, 26AMP2:F:FA0.5. The higher 

scattering power of protons within neutron diffraction, compared to XRD, means that tracking 

the transitions by neutron diffraction may provide additional insight, although deuterated 

samples would likely be required for powder analysis as the large inelastic scattering of the 

hydrogen atoms can produce a high background.113 
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 5-Amino-2-Methylpyridine and Related Systems 
 

 

5.1. Introduction 

Replacement of a single functional group or changing its position of substitution can have a 

significant impact on crystallisation. 25L and 25AMP are the 2,5 substitutional equivalents of 

the base molecules discussed in Chapters 3 and 4, 26L and 26AMP. 25L and 25AMP  differ 

from the two previously discussed bases by a move of the 6 position methyl group to the 5 

position. As between 26L and 26AMP, these two 2,5 bases differ from each other by the 

replacement of the 2 position methyl with an amine (Fig. 5.1). Both 25L and 25AMP have 

multicomponent structures with FA that have already been published (Fig. 5.2, Table 5.1).140, 

141 

2-Amino-5-methylpyridinium hemi-fumarate hemi-fumaric acid (25AMP:F0.5:FA0.5) 

and 2,5-lutidinium hemi-fumarate fumaric acid (25L:F0.5:FA) are both cocrystals of salts (Fig. 

5.2a and b, respectively), like 26AMP2:F:FA0.5, and they both exhibit the base-acid-base (b-

a-b) motif seen in all the structures discussed in Chapter 4, with all fumarate ions and FA 

molecules taking the low energy two s-cis conformation. In 25AMP:F0.5:FA0.5 the b-a-b units 

are formed into chains through a H-bonded ring, with graph seet notation R2
4(8), incorporating 

both the amino proton involved in the b-a-b unit and a H-bond from the other (non-b-a-b unit) 

amino proton to the carboxyl of the fumarate ion in the neighbouring b-a-b unit. The FA 

molecules within this structure form crosslinks between b-a-b chains, sitting between fumarate 

molecules. The replacement of the amino group with a methyl means that the b-a-b unit of  

25L 25AMP 52AMP 

Figure 5.1: The difference between 25L (left), 25AMP (centre) and 52AMP (right), consisting of 

replacement of a methyl group with an amino and reversal of the substitution. 
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25L:F0.5:FA lacks stabilisation from a second H-bond. As a consequence, two independent 

FA chains run between the fumarate anions of the b-a-b units, at 49.6° to each other, resulting 

in a diamond shaped lattice (Fig. 5.2c) with b-a-b units at the nodes. In both 25AMP:F0.5:FA0.5 

and  25L:F0.5:FA, a two dimensional plane of molecules is connected by intermolecular H-

a 

b 

Figure 5.2: A single plane in the packing of (a) 25AMP:F0.5:FA0.5 and (b) 25L:F0.5:FA. (c) The two FA-

fumarate chains running through the structure of 25L:F0.5:FA to create a diamond shaped lattice. H-

bonds are shown as bright blue lines. 

c 



 

148 

 

bonding and these layers then stack to give the full three-dimensional crystal structure. Neither 

a stability study nor an NMR characterisation of 25AMP:F0.5:FA0.5 or  25L:F0.5:FA have 

previously been reported. 

Swapping the amino/methyl substitution positions compared to 25AMP results in 5-

amino-2-methylpyridine (52AMP, Fig. 5.1) for which no multicomponent structure has been 

previously published with FA. In this chapter, a new salt form is reported from SXRD and 

thoroughly characterised using an NMR crystallography approach. Alongside this a 

comparison of the structure and stability of 25AMP:F0.5:FA0.5 and  25L:F0.5:FA is also 

presented, to which NMR crystallography has also been applied to provide a fuller 

understanding of their forms. 

 

 

5.2. Sample Preparation 

All chemicals were obtained from Sigma Aldrich (UK) at purities of 98% or higher and used 

without further purification. Crystallisations were performed at a range of acid : base ratios, 

from 3 : 1 to 1 : 2, but all systems produced crystals with a 1 : 1 molar ratio. Although ethanol, 

methanol and isopropanol were all trialled for each system, as described below, isopropanol 

was found to be most successful.  

25L:F0.5:FA was crystallised by slow evaporation under ambient conditions from 

isopropanol on ~100 mg scale with 48 mg FA and 52 μL 25L (with density 0.92 mg / L). 

Crystals began to grow after 4 days. Crystal growth in subsequent crystallisation attempts was 

found to be improved by the addition of seed crystals to the crystallisation media. These seed 

crystals were selected from the small crystals present in the initial samples and were added 

when the saturated solution was set down for evaporation. Crystallisation was also attempted 

by co-grinding the components with < 1 mL of solvent. 

52AMP:HF and 25AMP:F0.5:FA0.5 were crystallised by mixing each base (81 mg) and 

FA (87 mg) in the minimum amount of hot methanol required to dissolve all the solute (~ 15 
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mL) and then allowing the resulting solution to cool slowly at room temperature. Crystals 

began to form after a couple of days for both systems. Crystal growth in subsequent 

crystallisation attempts was found to be improved by co-grinding the base and acid with < 1 

mL before dissolution in hot methanol and/or the addition of seed crystals to the crystallisation 

media. These seed crystals were selected from the small crystals present in the initial samples 

and were added when the hot methanol solution was placed at room temperature to cool. 

 

 

5.3. XRD 

5.3.1. SXRD of 52AMP:HF 

The crystal structure of 52AMP:HF has been determined, described below, with selected 

crystal data given in Table 5.1 (alongside corresponding details for 25L:F0.5:FA and 

25AMP:F0.5:FA0.5). In all cases, hydrogen atoms were found in the electron density map. 

Initial verification of proton transfer was completed by comparison of the 

carboxylate/carboxylic acid C-O and C=O bond lengths and was then confirmed by 14N-1H 

HMQC NMR experiments (see sections 5.4.2.1 and 6.3.1). 

Table 5.1: Selected crystal data for 52AMP:HF, 25L:F0.5:FA and 25AMP:F0.5:FA0.5. 

 52AMP:HF 25L:F0.5:FA 25AMP:F0.5:FA0.5 

Stoichiometry 

  (base : acid) 

1 : 1  1 : 1 1 2⁄   1 : 1  

Chemical formula C10H12N2O4 C13H15NO6 C10H12N2O4 

Formula weight (g 

mol−1) 

224.22 281.26 224.22 

Crystal system Triclinic Triclinic Triclinic 

Space group P1 P1 P1 

a (Å) 8.0181(3) 7.2696(2) 4.0366(4) 

b (Å) 8.0467(3) 9.1353(3) 9.3145(10) 

c (Å) 9.3998(3) 11.6311(3) 14.0077(14) 

α (°) 93.715(3) 84.115(2) 94.030(3) 

β (°) 109.263(3) 72.513(2) 95.060(3) 

γ (°) 110.974(3) 88.763(2) 90.903(3) 

Z 2 2 2 

Temperature (K) 150 180 100 

R1 [I > 2σ(I)] 0.0354 0.0426 0.0359 
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52AMP:HF has a stoichiometry of 1 : 1, base : acid, and crystallises in the triclinic 

space group P1. Hydrogen fumarate molecules, in the two s-cis conformation, form acid 

chains along the a-axis with graph set notation C1
1(7) (Fig. 5.3a).70 Pairs of these chains, 

running in opposite directions, are linked through the 52AMP ions associated with each 

hydrogen fumarate (Fig. 5.3b). Through pyridinium-carboxylate and amine-carboxylate H-

bonds, a base-acid-base-acid ring is formed, R4
4(18) which supports this pairing (Fig. 5.3c).70 

A H-bond via the other amino proton, to the carboxylic acid O=C, allows crosslinking between 

paired chains, forming a H-bonded layer on the (010) crystal plane (Fig. 5.3d). These layers 

then stack to form the 3D structure.  

b 

d 

a 

c 

Figure 5.3: Packing of 52AMP:HF showing (a) the acid chain, the paired acid chains linked through 

the 52AMP molecules viewed (b) along the c axis and (c) along the a axis, and (d) a set of paired chains 

joined by the smaller ring motif. 
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The packing structure of 52AMP:HF differs significantly from those seen in 

25AMP:F0.5:FA0.5 and  25L:F0.5:FA. Neither FA nor doubly ionised fumarate are present, with 

the occurrence of hydrogen fumarate instead preventing b-a-b unit formation. This difference 

may be due to the combined loss of b-a-b unit stabilisation/strengthening from having the 

amino group at the 2 position on the pyridinium ring, as in the case of 26AMP2:F:FA0.5 and 

25AMP:F0.5:FA0.5, and the addition of the functional group to the other side of molecule. Acid 

chains are seen in all three structures but are of different forms as both 25AMP:F0.5:FA0.5 and  

25L:F0.5:FA alternate FA and fumarate within their chains (Fig. 5.2) whereas the 52AMP:HF 

packing structure is formed of repeats of crystallographically equivalent hydrogen fumarates 

(Fig. 5.3a). The H-bond parameters for the significant H-bonding motifs identified are given 

in Table 5.2. 

 

5.3.2. PXRD 

PXRD of 52AMP:HF showed no change in structure on grinding. A Rietveld refinement of 

the experimental powder pattern against the SXRD structure gave Rwp = 8.83% and RBragg = 

1.39% (Appendix 3, Table A3.1). The other two systems also showed no grinding induced 

change although, as discussed below, neither refined as well against the single crystal 

structures as 52AMP:HF (Fig. 5.4).  

Table 5.2: Selected structural parameters for 52AMP:HF, 25L:F0.5:FA and 25AMP:F0.5:FA0.5. 

 N···O 

distance 

(Å) 

NH+···−O 

angle (°) 

NH···O 

angle (°) 

O···O 

distance 

(Å) 

OH···O 

angle (°) 
OH···−O 

angle (°) 

52AMP:HF 

2.65 160.4 -    

2.92 - 160.1    

2.98 - 163.3    

   2.50 178.1 - 

25L:F0.5:FA 

2.78 173.1 -    

   2.59 176.0 - 

   2.60 - 167.3 

25AMP:F0.5:FA0.5 

2.73 167.2 -    

2.83 - 174.8    

2.83 - 153.6    

   2.56 - 169.5 
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Examination of the PXRD pattern recorded for  25L:F0.5:FA produced by slow 

evaporation suggested that free crystalline FA remained within the bulk crystallised sample. 

The small crystals of FA could not be successfully isolated and removed prior to grinding, so 

a two-phase refinement was necessary and showed that FA accounted for 11.5% of the sample 

(Appendix 3, Table A3.2). Selection of large crystals to pack a 1.3 mm rotor for fast MAS 

experiments ensured that the FA phase was absent from these NMR experiments. PXRD for 

25L:F0.5:FA produced by grinding will be discussed in Section 5.4.3, below.  

a 

Figure 5.4: Final Rietveld fit for (a) 52AMP:HF, (b) 25L:F0.5:FA and (c) 25AMP:F0.5:FA0.5 at room 

temperature, showing the experimental (black crosses), calculated (red upper line) and difference (grey 

lower line) PXRD profiles. Tick marks (bottom of each) indicate allowed peak positions. For refinement 

parameters, see Tables A3.1. A3.2 and A3.3, respectively. 

b 

c 



 

153 

 

The PXRD pattern of 25AMP:F0.5:FA0.5 shows some evidence of splittings, as seen 

for 26L:HF (chapter 3), although they are not as distinct, suggesting that there are small 

variations in unit cell parameters within the crystallised sample and that the powder was 

insufficiently well ground to prevent preferred orientation effects from highlighting this. As a 

result, the refinement showed larger discrepancies in peak shape and intensity although all 

experimental reflections (bar their splitting) corresponded to the simulated reflections, with 

Rwp = 13.28% and RBragg = 5.00% (Appendix 3, Table A3.3). These splittings were not 

investigated further for 25AMP:F0.5:FA0.5. In 26L:HF, for which a second structure was 

determined (see section 3.4), they had no significant effect on the GIPAW calculated shifts. 

Therefore, the small changes in individual atomic positions associated with these splittings 

are thought to impart a negligible impact on the resulting local interactions. 

 

 

5.4. NMR Crystallography  

5.4.1. 1D 1H one-pulse and 13C CP MAS NMR 

Agreement between the experimental solid-state MAS NMR and the GIPAW calculated 

chemical shifts of the geometry optimised structures varied between the three systems. This 

was in part due to the phase purity of each sample but several other differences were also 

apparent. Fig. 5.5 shows 1D 1H MAS and 1H-13C CP MAS spectra for each of the systems, 

with the labelling scheme for each structure outlined in Fig. 5.6. Assignments are based on 

both the GIPAW calculated chemical shifts (Appendix 3, Tables A3.4 and A3.5) and 2D 

spectra, presented in the following section.  

All three systems show good agreement for 1H between experimental NMR chemical 

shifts and calculated GIPAW chemical shifts. Surprisingly, as no indication was seen in the 

PXRD pattern in Fig. 5.4a, the 1H MAS spectrum for 52AMP:HF has a resonance thought to 

correspond to crystalline FA at 12.8 ppm (Fig. 5.5a) as seen with 26L:HF in Chapter 3. Other 

than this minor secondary phase, the only discrepancy for 52AMP:HF corresponds to the 
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apparent overcalculation of H3, the OH proton involved in an OH···O H-bond, which 

experimentally is 1.6 ppm lower than the calculated value (δiso
calc = 18.4 ppm compared to 

δiso
exp = 16.8 ppm). This is the same environment for which a discrepancy was previously 

Figure 5.5: 1H (600 MHz) one-pulse MAS (60 kHz) and 1H-13C CP-MAS (12.5 kHz) spectra of (a) 

52AMP:HF, (b) 25AMP:F0.5:FA0.5 and (c) 25L:F0.5:FA with stick spectra corresponding to GIPAW 

calculated chemical shifts. The assignments to each proton, labelled in the structures in Fig. 5.5, are 

given. 

b 

c 

a 
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described for both 26L:HF and 26AMP2:F:FA0.5 and it is also seen for 25AMP:F0.5:FA0.5 and 

25L:F0.5:FA (Fig. 5.5b and c). In the latter case, the experimental chemical shifts for the two 

OH protons lie at δiso
exp = 13.4 ppm, below the NH proton, despite both being calculated at a 

higher chemical shift than this environment.  

The level of variation seen in each structure is consistent in both size and direction of 

change with δexp-calc = −1.9, −1.4, −1.3 and −1.3/−1.4 for the OH···O protons of 26L:HF, 

26AMP2:F:FA0.5, 25AMP:F0.5:FA0.5 and 25L:F0.5:FA, respectively. In all cases the assignment 

has been confirmed by the correlations present in 2D 1H-1H DQ and 1H-13C HETCOR spectra 

as well as by confirming the assignment of the NH proton with a 14N-1H HMQC spectrum. 

Figure 5.6: Labelling of the atoms within the asymmetric unit of 52AMP:HF (top), 25AMP:F0.5:FA0.5 

(middle) and 25L:F0.5:FA (bottom). 
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This occurrence of a similar discrepancy for the same chemical moiety across multiple 

structures supports the conclusion that this is a systematic error in the calculation. Similarly, 

C1 of 25AMP:F0.5:FA0.5, the carbon at the 2 position on the pyridine ring, sits between two 

nitrogens and is calculated 5.9 ppm lower than it is seen experimentally, in the same way as 

for the 2 position carbon in the 26AMP systems (see sections 4.5.3 and 6.3.2).  

While the OH···O proton chemical shift is the sole 1H divergence between calculation 

and experiment for 25AMP:F0.5:FA0.5, this is not the case for 25L:F0.5:FA. As can be seen in 

Fig. 5.5c, there is a proton resonance at 17.5 ppm, higher than the NH assigned peak at δexp = 

14.3 ppm. The high chemical shift is indicative of a proton involved in a strong hydrogen bond 

and is downfield of the expected OH 1H chemical shift for crystalline FA (δexp = 12.8 ppm). 

Along with the analysis and assignments from the 2D spectra, below, the relative intensity of 

this resonance suggest that it corresponds to an additional unknown phase. 

Fig. 5.5 shows that all the methyl carbon 13C chemical shifts are calculated at a lower 

shift than seen experimentally, as expected due to the deviation from linearity of the 

referencing noted in section 3.3.2, but otherwise 25AMP:F0.5:FA0.5 and 25L:F0.5:FA show 

good agreement between experiment and GIPAW calculation, although the experimental 

spectrum for 25L:F0.5:FA has several additional resonances attributed to the unknown 

secondary phase (Fig. 5.5c). Despite the excellent agreement seen for the 1H chemical shifts 

for 52AMP:HF, there is relatively poor agreement for the 13C chemical shifts. As previously 

discussed, the established discrepancy between GIPAW calculations and experimental values 

is ~2 ppm for 13C. It can be clearly seen in the 1D 1H-13C CP MAS spectrum in Fig. 5.5a that 

this is exceeded for numerous carbon environments in 52AMP:HF. Not only is C14, the 

methyl carbon, calculated at a lower chemical shift due to temperature effects, but C10 is also 

calculated to lie 2.8 ppm lower than it is seen experimentally. Conversely, both C3 and C4 are 

calculated to lie more than 3 ppm higher than their experimental chemical shifts. These latter 

two are the CH carbons in the hydrogen fumarate anion. These variations cannot be attributed 

to an error in the referencing due to the mix of positive and negative variation. Unlike 26AMP 

and 25AMP, 52AMP does not have an amino-carbon-pyridinium environment so this 
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apparently systematic error is not expected. It is, however interesting to note that C10, 

although not differing by as much, is also a 2 position, quaternary carbon. 

 

5.4.2. 2D NMR 

5.4.2.1. 52AMP:HF 

Fig. 5.7a shows that there are clear correlations in a 1H-1H DQ MAS spectrum of 52AMP:HF 

for H12 (NH) with H3 (OH), H7 (aromatic CH) and the methyl group at δDQ = 15.0 + 

16.8/7.1/1.0 = 31.8/22.1/16.0 ppm. The low intensity resonances that appear as shoulders on 

the pair of H12-H7 cross-peaks are thought to correspond to the H12-H9 proximity (δDQ = 

15.0 + 6.1 = 21.1 ppm). The H12-H9 correlation is expected to be weaker as it is significantly 

Table 5.3: H···H proximities (<3.5 Å) and corresponding 1H DQ chemical shifts for the pyridine 

NH and the OH peaks of each crystal structure 

Structure NH 
𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 SQ1 

(ppm) 
Proton 2 

𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 

SQ2 

(ppm) 

𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

 DQ 

(ppm) 

Separationa 

(Å) 

52AMP:HF 

H12 

(NH) 
15.0 

H7 7.1 22.1 2.31 

H13/H14/H15 1.0 16.0 2.35 

H3 16.8 31.8 2.71 

H9 6.1 21.1 3.38 

H3 

(OH) 
16.8 

H2 6.1 22.9 2.78 

H8 6.1 22.9 2.93 

H7 7.1 23.9 2.93 

H11 7.1 23.9 2.94 

25L:F0.5:FA 

H10 

(NH) 
14.3 

H3 8.1 22.4 2.32 

H4/H5/H6 1.7 16.0 2.66 

H14 13.7 28.0 3.02 

H14 

(OH) 
13.7 

H11 5.6 19.3 2.39 

H7/H8/H9 1.7 15.4 2.84 

H2 7.1 20.8 3.18 

H13 6.4 19.8 3.39 

H12 

(OH) 
13.4 

H11 5.6 19.0 2.28 

H5 1.7 15.1 2.66 

H3 8.1 21.5 2.82 

H1 6.4 19.8 3.32 

H13 6.4 19.8 3.49 

25AMP:F0.5:FA0.5 

H1 

(NH) 
14.0 

H2 8.8 22.8 2.26 

H6 6.8 20.8 2.34 

H19 14.7 28.7 2.61 

H19 

(OH) 
14.7 

H23 6.1 22.8 2.58 

H1 14.7 28.7 2.61 

H4 6.1 22.8 2.98 

H5 6.8 21.5 3.29 

H6 6.8 21.5 3.29 
a H-H distances are taken from the DFT (CASTEP) optimised structure. Intermolecular proximities are denoted using italic font. 
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further than the next nearest, 3.38 Å compared to 2.71 Å for H3 (see Table 5.3). No correlation 

with the amino protons is expected due to the position of the amino group on the opposite side 

Figure 5.7: 2D MAS (60 kHz) NMR spectra of 52AMP:HF: (a) a 1H-1H DQ spectrum recorded with 

one rotor period of BaBa recoupling; (b) a 1H-1H SQ NOESY spectrum with tmix = 500 ms; and (c) a 
14N-1H HMQC spectrum with 8 rotor periods of R3 recoupling with GIPAW calculated chemical shifts 

for N···H proximities < 2 Å shown as red crosses. All spectra were recorded at a 1H Larmor frequency 

of 600 MHz. Base contour levels are at 8.4%, 1.5% and 40.1% of the maximum peak height, 

respectively. Blue and green contours correspond to positive and negative intensity, respectively. The 

negative intensities seen at the CH3 and CH F1 (vertical axis) SQ frequencies in (b) are due to the 

much greater intensity of their auto-correlation peaks. The dashed diagonal lines in (a) and (b) 

indicate the (a) δDQ = 2δSQ  and (b) δSQ = δSQ diagonals. 

b 

c 

a 
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of the base molecule, unlike in 25AMP:F0.5:FA0.5 where it is immediately adjacent. The 

absence of a H12-H11 correlation cannot be confirmed, however, as it is expected to fall at 

the same place as the H12-H7 pair (δDQ = 15.0 + 7.1 = 22.1 ppm) within the SQ 1H resolution. 

A 2D SQ 1H-1H NOESY spectrum (Fig. 5.7b) was used to confirm the presence of FA as it 

shows the existence of two distinct phases. In the same method employed for 26L:HF (Chapter 

3), a mixing time of 500 ms was used to allow spin diffusion throughout the entirety of each 

phase,206, 207 with the clear separation of cross-peaks indicating the occurrence of more than 

one phase. Only a single correlation was seen for the resonance at δexp = 12.8 ppm, 

corresponding to a proximity to a proton with a chemical shift in the CH region, as expected 

for the OH proton of crystalline FA. The relatively low ratio of FA within the sample is 

evidenced by the lack of DQ correlations for the FA peak in the 1H-1H DQ MAS spectrum, 

unlike in 26L:HF, where they were clearly apparent.  

A 14N-1H HMQC spectrum of 52AMP:HF (Fig. 5.7c) does not show any cross-peaks 

for the NH2 protons but confirms proton transfer between the O and pyridine N (δexp = −126.1 

ppm, δcalc = −126.6 ppm - Appendix 3, Table A3.6) as well as the assignment of H12. 

A 2D 1H-13C HETCOR MAS NMR spectrum of 52AMP:HF is shown in Fig. 5.8, 

recorded using a CP contact time of 500 μs such that cross-peaks for longer-range C···H 

proximities are apparent as well as direct one-bond C-H connectivities. The 1H-13C HETCOR 

spectrum is shown together with crosses that represent the GIPAW calculated chemical shifts 

for the C-H dipolar correlations up to 3.3 Å (see Table A3.6 in Appendix 3). More correlations 

with the methyl protons are present experimentally than expected for this cut off distance, 

with small cross-peaks apparent for C3 (δexp = 132.5 ppm, δcalc = 135.9 ppm), C9 (δexp = 147.5 

ppm, δcalc = 146.3 ppm) and C1 (δexp = 170.6 ppm, δcalc = 172.7) which have methyl proton 

proximities of 3.51 Å (C3 and C9) and 3.40 Å (C1). Crosses for the GIPAW calculated 

chemical shifts for longer range connectivities were not included as they are missing for the 

other proton environments. The relative intensity of the methyl peak compared to other 

environments, due to its containing three protons, means that CP transfer is more efficient and 

correlations are visible out to a greater distance.  
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The aforementioned discrepancies between experiment and GIPAW calculation for 

the 13C chemical shifts mean that C10 and C3 are seen experimentally in the opposite order to 

which they are calculated. Their calculated 13C chemical shifts lie only 0.4 ppm apart with 

C10 at the lower chemical shift. The assignment of C10 to the resonance at δexp = 138.2 ppm 

is, however, confirmed by its cross-peak with H12 at δexp = 15.0 ppm, with a C10-H12 

proximity of 2.08 Å compared to a distance of 3.68 Å for C3-H12. The H12 cross-peak for 

the 13C resonance at δexp = 127.0 ppm also confirms that C12 lies under this peak along with 

C11. Correlations are missing for C2-H12, C2-H3, C3-H3 and C14-H12. The first two carbons 

are quarternary so this is not surprising, despite the relevant distances for C2 being 

significantly shorter than for other correlations present at 2.30 Å and 2.68 Å for H12 and H3, 

respectively. As C2 has the longest C-H distance to its nearest proton, a lower CP efficiency 

is expected. The absence of the C3-H3 cross-peak is expected as not only is C3 quaternary, 

but this corresponding distance is 3.29 Å, on the limit of what is seen for any other carbon 

Figure 5.8: A 1H (700 MHz)-13C CP (500 μs) HETCOR MAS (12.5 kHz) NMR spectrum of 52AMP:HF 

recorded using FSLG 1H homonuclear decoupling in t1 with GIPAW calculated chemical shifts shown 

as red crosses for C···H proximities < 3.3 Å. The base contour level is at 4.9% of the maximum peak 

height. 
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environment. The absence of the C14-H12 cross-peak is rather inexplicable as this is a methyl 

carbon and the C-H separation is 2.60 Å. 

 

5.4.2.2. 25AMP:F0.5:FA0.5 

Fig. 5.9a shows that there are clear correlations in a 1H-1H DQ MAS spectrum of 

25AMP:F0.5:FA0.5 between the NH and NH2 protons. Unlike in 52AMP:HF, the amino group 

is immediately adjacent to the pyridinium NH so a correlation is expected (see Table 5.3, 

above). The strong H-bond to the carboxylate results in a higher 1H chemical shift of H2, the 

amine proton involved on the b-a-b unit, meaning that its cross-peaks with the pyridinium 

proton (δDQ = 14.0 + 8.8 = 22.8 ppm) are clearly distinct from the CH correlations (δDQ = 14.0 

+ 6.8 = 20.8 ppm). The closeness in 1H chemical shift of H19 (OH) and H1 (NH) mean that 

their cross-peaks to the CH protons (and for H1 to H3, the non-b-a-b amino proton) are 

overlapping (δDQ = 14.0/14.7 + 6.8 = 28.7 ppm). The NH2- NH2 (δDQ = 8.8 + 6.8 = 15.6 ppm) 

correlation is clearly visible alongside the broad on-diagonal peak for the correlations between 

the CH/NH2 environments which are close in 1H chemical shift (δSQ = ~6.1-6.8 ppm). 

25AMP:F0.5:FA0.5 also clearly lacks an NH-CH3 correlation, as expected with the methyl 

group at the 5 position of the pyridinium ring. Fig 5.8b shows that proton transfer is also 

confirmed for 25AMP:F0.5:FA0.5 with the NH cross-peak at -δexp (14N) = −103.8 ppm (δcalc = 

−88.5) in a 14N-1H HMQC spectrum. The NH2 cross-peaks are also visible for 

25AMP:F0.5:FA0.5, although at a much lower intensity, and are also in good agreement with 

the GIPAW calculated 14N shifts as seen by the alignment (Appendix 3, Table A3.6). 

A 2D 1H-13C HETCOR MAS NMR spectrum of 25AMP:F0.5:FA0.5 is shown in Fig. 

5.10, recorded using a CP contact time of 500 μs. Crosses represent the GIPAW calculated 

chemical shifts for the C-H dipolar correlations up to 2.8 Å (see Table A3.7 in Appendix 3). 

As could be seen in the 1D 1H one-pulse MAS NMR spectrum (Fig. 5.5b), the methyl protons, 

H7/H8/H9, are observed at a slightly higher chemical shift than calculated, δexp = 0.8 ppm 

rather than δcalc = 0.4 ppm. The correlations with C13, C1 and C5 also confirm the assignments 

of the highest chemical shift protons with the C13-H19 cross-peak confirming that H19 (OH) 
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is the highest chemical shift proton, δexp = 14.7 ppm, but 1.3 ppm lower than calculated, δcalc 

= 16.0 ppm, which is believed to be a systematic error as discussed above. The C5 and C1 

cross-peaks to H1 confirm the good agreement between calculation and experiment for the 

Figure 5.9: 2D MAS (60 kHz) NMR spectra of 25AMP:F0.5:FA0.5: (a) a 1H DQ spectrum recorded 

with one rotor period of BaBa recoupling at a 1H Larmor frequency of 700 MHz; and (b) a 14N-1H 

HMQC spectrum recorded with 8 rotor periods of R3 recoupling (with GIPAW calculated chemical 

shifts for N···H proximities < 2 Å shown as red crosses) recorded at a 1H Larmor frequency of 600 

MHz. Base contour levels are at 5.3% and 12.0% of the maximum peak height, respectively. Blue and 

green contours correspond to positive and negative intensity, respectively. The dashed diagonal line 

in (a)) indicates the δDQ = 2δSQ diagonal. 

b 

a 



 

163 

 

NH while also confirming the assignment of C1 to a higher than calculated chemical shift, 

this being the aforementioned 13C environment that appears to systematically be calculated at 

a lower chemical shift than observed experimentally.  

As seen for 52AMP:HF, the carboxylate carbon, C17, is missing many of the expected 

cross-peaks. The one present, C17-H23, corresponds to the shortest distance at 2.22 Å while 

the proximities to H2, H1 and H19 are all over 2.5 Å. The other missing cross-peaks are those 

for the correlations of C3 and C4 with H7/H8/H9. C3’s nearest methyl proximity is on the 

limit of the distances observed at 2.79 Å so its absence is not surprising whereas the absence 

of the cross-peak for C4 is thought to be due to it being a quaternary carbon but is still 

somewhat unexpected due to the closer proximity of 2.14 Å. 

 

5.4.2.3. 25L:F0.5:FA 

The apparent presence of an unknown secondary phase within 25L:F0.5:FA is most readily 

analysed in the 2D MAS NMR spectra. The 1H resonance at δexp = 17.5 ppm in the 1D one-

Figure 5.10: A 1H (600 MHz)-13C CP (500 μs) HETCOR MAS (12.5 kHz) NMR spectrum of 

25AMP:F0.5:FA0.5 recorded using FSLG 1H homonuclear decoupling in t1 with GIPAW calculated 

chemical shifts shown as red crosses for C···H proximities < 2.8 Å. The base contour level is at 4.9% 

of the maximum peak height. 
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pulse MAS NMR spectrum is at a very low intensity relative to the other peaks, implying that 

this phase accounts for a small proportion of the sample. Its presence is not observed in either 

Figure 5.11: 2D MAS (60 kHz) NMR spectra of 25L:F0.5:FA: (a) a 1H DQ spectrum recorded with one 

rotor period of BaBa recoupling; (b) a 1H SQ NOESY spectrum with tmix = 500 ms; and (c) a 14N-1H 

HMQC spectrum recorded with 8 rotor periods of R3 recoupling with GIPAW calculated chemical 

shifts for N···H proximities < 2 Å shown as red crosses. The SQ projection in the F2 dimension is the 
1H MAS one-pulse spectrum. All spectra were recorded at a 1H Larmor frequency of 600 MHz. Base 

contour levels are at 3.7%, 0.2% and 46.7% of the maximum peak height, respectively. Blue and green 

contours correspond to positive and negative intensity, respectively. The dashed diagonal lines in (a) 

and (b) indicate the (a) δDQ = 2δSQ  and (b) δSQ = δSQ diagonals. 

b 

a 

c 
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the 1H-1H DQ MAS or 14N-1H HMQC spectra (Fig. 5.11a and c), possibly as a result of this 

low intensity.  

A 1H-1H DQ MAS spectrum (Fig. 5.11a) shows correlation of both H10 (HN) and 

H14 (one of the OH protons) to methyl protons (δDQ = 14.3 + 1.7 = 16.0 ppm and δDQ = 13.7 

+ 1.7 = 15.4 ppm, respectively), as not only does the substitution of the methyl group at the 2 

position on the pyridinium ring result in the NH proximity (like in 52AMP:HF) but the 

packing of layers within the structure also brings the 5 position methyl group into close 

proximity to one of the FA molecules (see Table 5.3, above). Some separation is seen between 

the FA OH 1H chemical shifts in the 1H-1H DQ MAS spectrum, with their correlations to the 

CH protons in particular suggesting that H14 lies at slightly higher chemical shift, δexp = 13.7 

ppm rather than δexp = 13.4 ppm, although, due to the overlap with both H12 and H10, it is 

difficult to place with precision (therefore, although H14 is recorded at 13.7 ppm in Table 5.3, 

which lists DQ correlations, it has been left assigned to 13.4 ppm elsewhere). The OH-CH 

cross-peak at the SQ CH region forms an extended diagonal resonance covering the 

correlations from H12-H1/H13 (δDQ = 13.4 + 6.4 = 19.8 ppm) through H14-H13, H12/H14-

H11 and H14-H2 to H12-H3 (δDQ = 13.4 + 8.1= 21.5 ppm). This also overlaps with the H10-

H3 cross-peak ((δDQ = 14.3 + 8.1= 22.4 ppm). The corresponding many shouldered cross-peak 

in the SQ OH region narrows at DQ 21.5 ppm to centre around SQ 13.4 ppm and exclude 13.7 

ppm. The similarity in 1H chemical shift of the H10 and H14 results in the cross-peaks for 

their spatial correlation merging into a single peak on the diagonal (δDQ = 14.3 + 13.7 = 28.0 

ppm). 

Fig 5.10c shows that proton transfer is also confirmed for 25L:F0.5:FA with the 14N 

shift δexp = −150 ppm (δcalc = −141.7 ppm) in a 14N-1H HMQC spectrum (Appendix 3, Table 

A3.6). This also serves as additional confirmation of the assignment of H10 to the higher shift 

shoulder rather than the OH protons as the 1H chemical shift of the cross-peak is at δexp = 14.2 

ppm. 

A 2D SQ 1H-1H NOESY spectrum (Fig. 5.11b) was used to confirm the presence of 

the secondary phase. With a mixing time of 500 ms, the resonance at 17.5 ppm has cross-
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peaks with both the regions corresponding to the CH (δexp = 8.0 ppm) and NH group (δexp = 

14.5 ppm) in 25L:F0.5:FA as well as a low intensity cross-peak with 12.5 ppm, which also has 

a corresponding diagonal resonance. This 12.5 ppm resonance is thought to appear as the tail 

of the OH peak in the 1H MAS one-pulse due to its low intensity. The extremely high 1H 

chemical shift of three of these resonances (12.5 ppm, 14.5 ppm and 17.5 ppm) suggest that 

strong H-bonds from NH or OH protons are present. The relatively high chemical shift of the 

CH region proton may indicate a CH involved in a non-classical H-bond but, the exact 

composition of the secondary phase being unknown, could also correspond to a solvate-

molecule interaction. At 8.0 ppm, it is above the chemical shift region of the H-bonded protons 

of the water molecules in 26AMP:F0.5:(H2O)2 and 26AMP2:F:H2O (discussed in Chapter 4) so 

a hydrate is unlikely but, although CH moieties are almost certainly present within the phase, 

they cannot be confirmed as the cause of this cross-peak with confidence. No correlation is 

seen to the methyl region but this is not in evidence for the NH and OH protons of the main 

25L:F0.5:FA phase either. 

A 2D 1H-13C HETCOR MAS NMR spectrum of 25AMP:F0.5:FA0.5 is shown in Fig. 

5.12, recorded using a CP contact time of 500 μs, including crosses representing the GIPAW 

calculated chemical shifts for the C-H dipolar correlations up to 2.9 Å. It is important to note 

the assignment, above, of H10 to a higher 1H chemical shift than H12 and H14, contrary to 

the order in which they are calculated, due to the calculation of the OH···O protons at a higher 

chemical shift than seen experimentally, as the crosses in Fig. 5.12 are therefore in the wrong 

order in the 1H dimension. This assignment is confirmed by the proximity of 2.07 Å between 

C5 and H10 with a cross-peak at δexp (13C) = 142.5 ppm and δexp (1H) = 14.3 ppm. The 

separation between the two OH protons that was noted in the 1H-1H DQ MAS spectrum is 

supported by the weak correlation seen between C9 (δexp = 136.0 ppm) and H14 (δexp = 13.7 

ppm), corresponding to an intermolecular C-H distance of 2.83 Å. The breadth and intensity 

of the cross peak between the 13C resonance at δexp = 169.8 ppm and the OH protons confirm 

that C10 and C12 lie under the same peak, with correlations to H12 and H14, respectively. 
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Unsurprisingly, the cross peak from the quarternary C8 (δexp = 173.5 ppm), the 

carboxylate carbon, to the carboxylic acid OH protons is missing, corresponding to C-H 

distances of 2.50 Å and 2.51 Å, with only the closer CH and NH proximities seen: H11 at 2.20 

Å and H10 at 2.36 Å. Similarly, the C12 correlation with the methyl protons is also not present  

experimentally, at 2.84 Å. 

The additional correlation peaks, not assigned to 25L:F0.5:FA, are listed in Table 5.4. 

Unlike for the fast MAS spectra, packed in a 1.3 mm rotor, the larger sample volume required 

to pack a 3.2 mm rotor for the 13C experiments mean that crystal selection to avoid FA was 

more difficult and it is likely that some was present, as seen in the PXRD presented in Section 

5.3.2, above. Environments that could correspond to carboxylate/carboxylic acid, 

pyridinium/acid CH and methyl groups are present with similar C-H correlations to those in 

the main phase (as expected for the intramolecular proximities and conserved intermolecular  

proximities) as well as several distinct regions corresponding to either significant changes in 

Figure 5.12: A 1H (600 MHz)-13C CP (500 μs) HETCOR MAS (12.5 kHz) NMR spectrum of 25L:F0.5:FA 

recorded using FSLG 1H homonuclear decoupling in t1 with GIPAW calculated chemical shifts shown 

as red crosses for C···H proximities < 2.9 Å. The base contour level is at 5.4% of the maximum peak 

height. 



 

168 

 

packing and intermolecular interactions or the inclusion of an additional component, such as 

solvent.  

25L:F0.5:FA was crystallised by slow evaporation from isopropanol but its formation 

was also attempted by co-grinding of the components in a pestle and mortar, also with a small 

amount (< 1 mL) of isopropanol. PXRD of the resulting powder sample showed multiple 

reflections that corresponded to the structures of neither 25L:F0.5:FA or FA, most notably at 

5.3° (Fig. 5.13). The same effect was seen in PXRD of a sample that was produced at small 

scale in a 1.3 mm rotor under fast MAS, 60 kHz. In this case, 25L:F0.5:FA crystals were 

selected and packed directly from the crystallisation media without allowing sufficient time 

for the residual solvent on them to evaporate off. This dampness was immediately evident 

from the 1H MAS spectrum which showed sharp resonances in the CH and methyl regions 

(Fig. 5.14, S2 - initial). The 17.5 ppm resonance seen in Fig. 511c was not present. Under fast 

MAS with no cooling, the spectrum changed over the course of 2 days and resonances at 17.5 

ppm (as before), as well as 18.5 ppm, 11.8 ppm and 3.9 ppm formed, in addition to there being 

distinct changes to the shape/shoulders of the broad NH/OH and CH peaks and the appearance 

of shoulders to the methyl peak (Fig. 5.14, S2 - final). The sharp resonances vanished, which 

was taken to mean the residual solvent was no longer present, having evaporated off or been 

incorporated into the crystal structure of the second polymorph. This suggests that the two 

Table 5.4: CH correlation peaks in the 1H-13C HETCOR spectra of 25L:F0.5:FA thought to correspond 

to a secondary phase (see Fig. 5.11). 

13C 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) 
Possible 13C 

environments 
1H 𝛅𝒊𝒔𝒐

𝒆𝒙𝒑
  (ppm) 

Possible 1H 

environments 

19.7 CH3 

1.6 CH3 

3.9 CH 

6.7 CH 

123.8 CH 5.6 CH 

128.1 CH 
5.6 CH 

9.6 CH/OH 

132.3 CH 
5.6 CH 

6.4 CH 

136.0 CH 
8.8 CH/OH 

12.5 OH/NH 

142.6 CH 6.6 CH 

146.8 CH 5.6 CH 

168.0 COOH/− 4.5 CH 

12.5 OH/NH+ 
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forms are related and a transition occurred from 25L:F0.5:FA to the second phase. This would 

explain why PXRD of the bulk sample produced by slow evaporation did not show any 

indication of the second phase but the 13C MAS NMR, conducted on the same sample at a 

later time, did. 

Figure 5.13:PXRD patterns of samples of 25L:F0.5:FA: following fast MAS in the presence of 

isopropanol (top), produced by co-grinding 25L and FA in <1 mL isopropanol (middle) and produced 

by slow-evaporation (bottom). 

Figure 5.14: One-pulse 1H (600 MHz) MAS (60 kHz) NMR spectra of 25L:F0.5:FA for a dry sample 

(S1, bottom) and a sample that initially contained residual solvent (S2, middle) and changed under 

fast MAS (60 kHz) over the course of 2 days (S2, top). 
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As in the original sample, discussed above, no change/growth was apparent in the 1H 

resonances despite many days under fast MAS. One possible implication of this is that some 

solvent is required to facilitate the transition.  

 

 

5.5. Intermolecular Interactions and Stability 

An isolated molecule GIPAW calculation for 52AMP:HF identifies, by means of δCryst-Mol 

exceeding 1 ppm, only the four classical H-bonds (Table 5.5) that were assumed from 

proximities and angles within the crystal structure (Table 5.2). The OH···O interaction 

involving H3 is by far the strongest with δCryst-Mol = 11.9 ppm and corresponding to both the 

shortest distance, at 2.50 Å, and the most linear bond, with an OHO angle of 178.1°. This is 

followed in strength by the pyridinium NH···O at δCryst-Mol = 5.5 ppm, which is the next 

shortest. Even allowing for the over estimation of OH···O 1H chemical shifts (discussed for 

26L:HF and 26AMP2:F:FA0.5 in Chapters 3 and 4 as well as in section 5.4.1, above) it is still 

nearly twice as strong as the pyridinium interaction. The other two significant interactions 

correspond to the amino NH···O H-bonds which are both weaker than the pyridinum H-bond 

with one (H10, which forms cross-links between paired acid chains) substantially so, only 

forming a weak H-bond with δCryst-Mol = 1.3 ppm. Even the more tightly bound amino NH···O 

H-bond only has δCryst-Mol = 3.0 ppm. 

Similarly to 52AMP:HF, there are four significant interactions identified by 

comparison of the full crystal structure with isolated molecule GIPAW calculations for 

25AMP:F0.5:FA0.5 which are all H-bonds corresponding to the same groups, OH···O (which is 

the strongest at δCryst-Mol = 9.0 ppm), pyridinium NH···O which is similar if slightly stronger 

in strength to that seen in 52AMP:HF (at δCryst-Mol = 5.9 ppm, a slightly longer N···O distance 

for 25AMP:F0.5:FA0.5 is compensated for by a H-bond angle closer to linearity), and two amino 

NH···O interactions. The H2 amino NH···O proton has a comparable δCryst-Mol to the 

pyridinium as it is involved in the strong H-bonded R2
2(8) synthon that stabilises the b-a-b unit 
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whereas in 52AMP:HF, with the amino group on the other side of the molecule, the amino 

and pyridinium interactions compete with each other rather than strengthening the same 

structural unit. The other 25AMP:F0.5:FA0.5 amino NH···O, H3 which is not involved in the b-

a-b unit, is likewise considerably weaker (δCryst-Mol = 2.0 ppm) indicating that it is of lower 

importance to the primary structure formation. There is evidence of a potential weak π-

interaction (δCryst-Mol = −0.9 ppm) involving the protons of the 25AMP:F0.5:FA0.5 methyl 

group, as they point towards the centre of the pyridine ring of the layer below – for fixed 

Table 5.5: A comparison of GIPAW calculated 1H shifts (in ppm) for the full geometry optimised 

crystal structures of 52AMP:HF, 25L:F0.5:FA and 25AMP:F0.5:FA0.5 and for isolated molecules 

extracted from the geometry optimised crystal structures. 

Structure Atom δExpt δCrystal δMolecule ΔδCrystal − Molecule 

52AMP:HF 

H3 16.8 18.4 6.5 11.9 

H12 15.0 15.1 9.6 5.5 

H11 7.1 7.0 4.0 3.0 

H10 6.1 5.2 3.9 1.3 

H7 7.1 6.9 6.4 0.5 

H2 6.1 6.3 6.0 0.3 

H1 6.1 6.2 6.1 0.1 

H9 6.1 6.0 6.5 ‒0.5 

H8 6.1 5.8 6.5 ‒0.7 

H13/H14/H15 1.0 0.9 1.63 ‒0.7 

25L:F0.5:FA 

H12 13.4 14.8 8.6 6.2 

H14 13.4 14.7 9.0 5.7 

H10 14.3 13.9 9.9 4.0 

H13 6.4 6.2 4.7 1.5 

H11 5.6 5.6 4.4 1.3 

H15 6.3 6.3 5.1 1.3 

H3 8.1 8.2 7.1 1.1 

H1 6.4 6.7 6.7 0.0 

H7/H8/H9 1.7 1.6 1.6 0.0 

H2 7.1 7.0 7.2 -0.3 

H4/H5/H6 1.7 1.6 1.9 -0.4 

25AMP:F0.5:FA0.5 

H19 14.7 16.0 7.0 9.0 

H1 14.0 14.2 8.3 5.9 

H2 8.8 9.6 4.5 5.0 

H3 6.8 6.7 4.7 2.0 

H6 6.8 7.1 6.5 0.6 

H23 6.1 6.1 5.8 0.3 

H4 6.1 5.5 5.8 -0.3 

H20 6.1 6.0 6.4 -0.4 

H5 6.8 6.4 6.9 -0.4 

H7/H8/H9 0.8/ 0.4 1.3 -0.9 
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atoms, rather than the dynamic methyl group, this would likely have been a stronger 

interaction. 

Crystal to isolated molecule GIPAW calculations for 25L:F0.5:FA indicate a higher 

number of H-bonds (for δCryst-Mol > 1) but none of the same strength as those identified in the 

other systems. Its two OH···O interactions are more comparable to the pyridinium NH···O H-

bonds seen in 52AMP:HF and 25AMP:F0.5:FA0.5, with δCryst-Mol of 6.2 ppm and 5.7 ppm for 

H12 and H14, respectively, despite their physical parameters appearing similar in both 

distance and angle to the OH···O interactions in 25AMP:F0.5:FA0.5 (taking the aforementioned 

overcalculation of OH···O protons in to account, they are actually slightly weaker). The 

pyridinium NH···O interaction is also weaker at δCryst-Mol = 4.4 ppm. Unlike 52AMP:HF and 

25AMP:F0.5:FA0.5, however, 25L:F0.5:FA also has four weak H-bonds with non-classical CH 

donors. The three strongest of these CH···O weak H-bonds (one at δCryst-Mol = 1.5 and two at 

δCryst-Mol = 1.3) correspond to the fumarate and FA CHs and provide stabilisation between 

the two inequivalent acid chains. The weakest case here is from an aromatic CH, H3. 

Given that 52AMP has a higher melting point than 25AMP (95 °C compared to 76 °C 

for 25AMP) and 52AMP:HF has a notably stronger OH···O H-bond than 25AMP:F0.5:FA0.5, 

one might expect 52AMP:HF to have a higher melting point. However, when the relative 

strength of the other three H-bonds within the two systems are considered, it is less surprising 

that 25AMP:F0.5:FA0.5 is more thermally stable, melting at 182 °C, 20 °C higher than 

52AMP:HF (Fig. 5.15). Similarly, despite having the most independent H-bond motifs, the 

interactions in 25L:F0.5:FA are all relatively weak compared to those within both 52AMP:HF 

and 25AMP:F0.5:FA0.5, so it is understandable that it melts at a much lower temperature (128 

°C). As 25L has a drastically lower melting point than the other base molecules (−15 °C), it 

would have been expected to have the lowest thermal stability without analysis of the 

interaction strengths. It does, however, show the largest increase in stability when co-

crystallised with FA compared to its base in isolation out of the three bases.  
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It is also interesting to note that, although it occurs below the boiling points of the 

bases, both 52AMP:HF and 25AMP:F0.5:FA0.5 begin to lose mass once they melt, 

25AMP:F0.5:FA0.5 more rapidly than 52AMP:HF, which also shows evidence of a further 

liquid-liquid transition post-melting. This is not unexpected given the apparent evaporation 

Figure 5.15: DSC (solid lines) and TGA (dashed lines) of 52AMP:HF, 25AMP:F0.5:FA0.5 and 

25L:F0.5:FA recorded on a Mettler Toledo Stare instrument with a ramp of 10 °C/min from 25-225 °C. 
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below the base boiling point exhibited by both of the related bases 26L and 26AMP (see 

Chapter 3 and 4). What is interesting is that this is not seen for 25L:F0.5:FA, with mass loss 

due to base evaporation not occurring significantly until a liquid-liquid transition beginning 

at 175 °C, well above the system’s melting point. This is above the boiling point for 25L (157 

°C, although a small dip indicating an initial liquid-liquid transition is also centred on this 

temperature). This difference may be due to the fact that 25L:F0.5:FA is the only crystal 

structure in which there is a lower proportion of base than acid, with a ratio of 1 : 1.5 where 

the next lowest is 1 : 1 (base : acid). As FA is significantly more stable, with a melting point 

in its single component form of 287 °C, it is possible that when in excess it traps the base 

molecules within the melt more effectively until the higher transition is reached. 

It is also noted that the pre-melting minima/shape of the melting dip may be due to 

the range of crystallite sizes present within the sample, with the substantial split in 25L:F0.5:FA 

due to two well distinct particle sizes – alternatively this may be due to impurities. 

 

 

5.6. Summary 

The crystallisation of 52AMP with FA results in a 1:1 salt, 52AMP:HF, based upon a 

hydrogen fumarate acid chain akin to that seen for 26L:HF,139 although with the hydrogen 

fumarates in the two s-cis conformation rather than the slightly higher energy s-cis/s-trans 

conformation. This is distinctly different to the form of the related 25AMP and 25L systems, 

which both form cocrystals of salts with strong b-a-b units, as seen for all of the 26AMP 

systems, linked by fumarate/FA acid chains. This difference is thought to be due to the 

position of the amino group on the opposite side of the pyridinium ring to the pyridinium N, 

introducing a set of H-bond interactions competing with the acid-base H-bond rather than 

supporting it, as in 25AMP:F0.5:FA0.5. 

As discussed in chapters 3 and 4, protons involved in OH···O interactions were once 

again found to be calculated 1.3-1.6 ppm higher than observed experimentally for 52AMP:HF, 
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25AMP:F0.5:FA0.5 and 25L:F0.5:FA, while similarly high chemical shift NH protons had good 

agreement between GIPAW calculations and experimental peaks. This further evidence of a 

consistent discrepancy supports the view that there is a systematic error in the calculation of 

this moiety. Analysis of the 25AMP:F0.5:FA0.5 13C chemical shifts also lends weight to the 

possibility of a systematic error in the calculation of the certain carbon environments, namely 

a quaternary carbon bonded to two nitrogen atoms (discussed in Chapter 4). Other than these 

particular 1H and 13C environments, the agreement between experiment and calculation for 

25AMP:F0.5:FA0.5 was very good, providing good support for the crystal structure. 

For 52AMP:HF, the error between the GIPAW calculated 13C chemical shifts and the 

experimentally observed resonances was higher than expected despite excellent agreement for 

the 1H chemical shifts. Although the average absolute error is 2.5 ppm, not much higher than 

the anticipated error of ~2 ppm, the largest difference (excluding the methyl carbon which 

differs due to temperature effects) is −3.7 ppm. They are therefore all significantly smaller 

than the systematic 13C discrepancy in 25AMP:F0.5:FA0.5 (5.9 ppm) but have no obvious cause. 

Analysis of 25L:F0.5:FA provided evidence not only for the common presence of 

recrystallised FA within samples but also for the existence of a second polymorph. A study of 

evolution of the 1H chemical shifts over two days under fast MAS (60 kHz) suggests that these 

forms are related as a transition from 25L:F0.5:FA to the second form is apparent. However, 

conversion does not seem to occur in completely dry samples but only in the presence of a 

solvent. This may explain why conversion was not complete in the sample S2 (Fig. 5.14) as it 

stopped when the residual solvent had evaporated off. The second polymorph may require an 

additional energy input to form preferentially as it is only seen in low quantities from a slow 

evaporation crystallisation but a higher proportion formed from co-grinding and under fast 

MAS. 

 



 

176 

 

 Identifying Crystal Forms and Structural 

Patterns 
 

 

6.1. Introduction 

In this chapter, the 7 systems that have been thoroughly characterised in Chapters 3-5 (Fig. 

1.5, reproduced at the end of this thesis) are discussed terms of their relative stability, crystal 

form and structural components. They form the basis of a wider investigation into the crystal 

form and structure of related multicomponent crystals within the CSD.  

As new forms of an API or AI, whether of different crystallinity, polymorph or 

components, constitute an IP opportunity,13 their correct characterisation is of importance, to 

ensure correct regulation and to allow both filing and successful protection of patents. The 

potential for similarities in molecular geometry between crystal forms can make this 

particularly challenging,108, 109 especially as the hydrogen atoms, the association of which are 

often the defining factor, are almost invisible to XRD due to their low electron density. Even 

in cases where structural features or molecular geometries may aid in the determination, the 

difficulty of producing high quality single crystals, particularly from greener, solvent free 

chemistry methods such as cogrinding,85-87 mean that a SXRD may not be an option, and single 

crystal neutron diffraction impossible, especially during early API development phases. 

As discussed in Chapter 1, structural features (motifs/synthons/etc.) are often 

conserved within families of related molecules such that they can be a useful indicator of 

preferred packing and stability. Variations in packing within or between features can act as an 

indirect confirmation of crystal form (salt/cocrystal). For example, the difference in C-O and 

C=O bond lengths is commonly used to distinguish between carboxylate and carboxylic acid 

groups with similar bond lengths taken as confirmation of proton transfer.38, 139, 218 Trends 

within the CSD can also be used for crystal engineering, to try to target desirable features by 

inclusion of certain molecular moieties associated with key biophysical properties. These can 

be both architectural aims, i.e. formation of  a synthon as seen with Swapna et al. designing 
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cocrystals of Isoniazid (a tuberculosis drug),65 and form related, for instance reducing the 

chance of hydrate formation by incorporating pyridine based compounds.140, 217 

As one of the key biophysical properties targeted for improvement by salt and 

cocrystal formation is the thermal stability,9 this chapter begins by comparing the stabilities 

of the systems already presented in this work, both to highlight which of the three forms, salt, 

salt hydrate or cocrystal of salt, is more thermally stable in absolute terms and also which 

systems exhibit the largest gains in stability relative to their parent base compound. The 

commonality and variation in the H-bond networks and structural patterns that support each 

system is examined. The features identified are then used as the starting point for an 

investigation into the structural trends in the CSD for both fumarate/FA and succinate/succinic 

acid based multicomponent crystals. Also presented is a potential solid-state NMR method 

using the 14N shift for confidently determining the ionicity or neutral nature of a pyridine 

containing crystal form which could be either in the absence of/prior to of a full crystal 

structure or as an additional verification (as it has been used throughout this work). 

All structures downloaded from the CCDC are referred to throughout by their CSD 

codes. 

 

 

6.2. Crystal Form Stability 

As was discussed in Chapter 1, the effect of forming multicomponent systems on a product’s 

melting point can vary significantly, but most commonly the resultant system has an 

intermediate value, between the melting points of the individual components.76 Looking at 

Table 1.1 and 6.1, this is seen to be true of all of the core systems, with the high melting point 

of FA dramatically increasing the thermal stability of all the bases. It is interesting that those 

systems that undergo solid-solid (S-S) transitions prior to melting (see Table 6.1) also do this 

at a higher temperature than they would have melted in isolation. It is important to note that 

the TGA/DSC analysis does not necessarily capture the slower acting instabilities (for 
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example, the slow loss of 26L from 26L:HF, which occurs even at room temperature for 

microcrystalline samples). 

Despite 52AMP having the highest melting point of the bases, 52AMP:HF has only 

the second lowest melting point. It is notable in fact that the three systems that exhibit the 

most stability with increasing temperature are the cocrystal of a salt forms, with the two 

hydrogen fumarate salts melting at lower temperatures. One of the key structural differences 

between the two forms is the formation of the b-a-b unit and the form of the acid chain (which 

alternates between doubly ionised and neutral molecules in the cocrystals of salts with the 

doubly ionised molecules central to the b-a-b unit, as discussed below in section 6.4). It is 

possible that the combined b-a-b/acid chain provides more stability than the hydrogen 

fumarate chains seen in the salt systems. The chosen interpretation of the 25L:F0.5:FA DSC 

(see Chapter 5) indicates it melts at a higher temperature than 26L, despite having the lowest 

melting point out of all the bases. 25L:F0.5:FA does, however, undergo a solid-solid transition 

around the same point that 26L:HF melts. An alternative interpretaton of the DSC is that this 

is followed by a second solid-solid transition at 125°C during which it becomes an amorphous 

rather than crystalline solid, explaining the broadness of its ‘melting point’ at ~200°C (see 

Chapter 5, noting that VT-PXRD was not performed for this system to verify this).20 Its 

increased stability may be due in part to the component ratio as 25L:F0.5:FA has the highest 

proportion of FA of all the local systems. As both 25L:F0.5:FA and 26AMP2:F:FA0.5 convert 

to unknown structures before the point of melting, it is difficult to infer what impact the known 

structural patterns (discussed below in section 6.4) have on the thermal stability. 

Table 6.1: Thermal properties of each multicomponent system.a The number of runs for each is given 

by n. 

Structure 
Base melting 

point (°C) 

S-S 1 

(°C) 

S-S 2 

(°C) 

S-S 3 

(°C) 

Melting 

point (°C) 
n 

25AMP:F0.5:FA0.5 76-77133 - - - 185±5 2 

25L:F0.5:FA -15136 117±12 - - 125±8 3 

52AMP:HF 95-99135 - - - 158±7 3 

26L:HF -6211 - - - 114±4 2 

26AMP:F0.5:(H2O)2

/ 26AMP2:F:FA0.5 
40-44131 73±5 106±10 150±8 186±3 7b 

aThe solid-solid (S-S) transitions were identified by TGA/DSC analysis (see Figures A1.6, 4.10 and 5.14) 
bn = 5 for the first two solid-solid transitions 
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Both salt hydrates, precursors to 26AMP2:F:FA0.5, are less thermally stable than the 

hydrogen fumarate salts. These both possess b-a-b units, but they have no acid chain providing 

stabilisation between them, with water molecules fulfilling that role instead. The transitions 

believed to lead to conversion to 26AMP2:F:FA0.5 both occur below the melting point of 

26L:HF (114°C) and the first solid-solid transition of 25L:F0.5:FA (117°C). Unsurprisingly, 

as these both involve dehydrations, the second occurs at 106°C, just above the boiling point 

of water. This second transition also involves the loss of some 26AMP. 

 

 

6.3. GIPAW Calculations of NMR Parameters 

6.3.1. 14N Shifts 

As has been previously reported, there is a significant change in 15N chemical shift 

depending on whether or not the nitrogen is protonated to become positively charged.219-224 

The value and range of chemical shifts observed depends on what type of N moiety is involved 

(e.g. amine or amide). A significant difference is also expected for 14N shifts, although the 

exact separations are not so commonly reported, nor the ranges within which each form 

falls.225 This is in part due to the fact that 14N is quadrupolar, meaning that the shift observed 

in the solid-state differs depending on the strength of the magnetic field (see Eqn. 120 in 

section 2.2.5.3), which also serves to change the observed separation and shift. However, 14N 

has an isotopic abundance of 99.6 % meaning it can be interrogated without the need for 

isotopic labelling. 

Each of the systems within the core set possesses a pyridinium nitrogen, the 

protonation of which is integral to determining their crystal form. In addition to the core set, 

46 more multicomponent crystal structures containing a pyridine derivative were downloaded 

from the CCDC and DFT calculations performed. The same cut-off energy, exchange 

correlation functional and k-point spacing was used for all calculations. Following geometry 

optimisation, GIPAW calculations were performed and the 14N calculated shifts determined 
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for both 14.1 T and 16.4 T. Referencing here is performed with σref = −153 ppm, corresponding 

to liquid CH3NO2 at 0 ppm.171, 177 These were then compared to the N···H distance, normalised 

to the N···X distance (where X is the H-bond donor, mostly O but also N and C). 

A further 10 structures containing non-pyridine cyclic/tertiary amines were also 

included to increase the number of such environments, allowing investigation of how 

generally the pyridine ranges can be applied (giving a total of 58 additional structures, listed 

in Table A4.1 in Appendix 4). As many structures contained multiple N environments, this 

resulted in 68 pyridine/pyridinium nitrogen atoms and 26 alternatives, including nitrogens in: 

• a tertiary amine incorporated into 6-membered ring that includes a second N  

• a tertiary amine incorporated into 6-membered ring that includes an O  

• a secondary amine incorporated into 6-membered ring that includes an O  

• a tertiary amine  

• a tertiary amine incorporated into 5-membered ring containing multiple N 

Figure 6.1: A plot of d(N···H)/d(N···X) against the 14N GIPAW calculated shifts at 14.1 T for 86 

chemically distinct nitrogen environments in the 58 structures from the CSD (see Table A4.1) and the 

systems studied in this work. 
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For the nitrogen of a pyridine/pyridinium, there is a marked difference between the calculated 

14N shift when considering unprotonated cocrystals (high shift) or protonated salts (low shift) 

(Fig. 6.1). At 14.1 T, a 14N Larmor frequency of 43.4 MHz, the smallest difference between 

an ionic and neutral interaction is 126 ppm, including both salt and cocrystal outliers. All of 

the analysed N environments are shown on Fig. 6.1, making it clear that similar 14N shift 

ranges are also appropriate for the moieties discussed. However, the cocrystal systems with 

the lowest 14N shifts consist of 5 of the 5-membered ring nitrogens, between δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐 = 144-178 

ppm, and LADDEB, at δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐 = 148 ppm, these may be considered special cases.  

LADDEB has two Br atoms substituted at the 3 and 5 positions which are likely the 

cause in the reduction of the 14N shift (Fig. 6.2). Whether this is due to a genuine chemical 

impact due to the electronegativity of Br or the result of inaccuracies in the DFT calculations 

(as the pseudo-potentials for Br are far less well developed) is unclear. Other than LADDEB, 

the low 14N shift cocrystals correspond to 3 stuctures with 5-membered rings that each contain 

more than one N atom. Although overall this N moiety, for which there are 8 calculated shifts 

in total, does follow largely the same trend as the other N environments, the range of 14N shifts 

for cocrystal interactions show more variation in 14N shift, for the same centrality of the proton 

(dNH/dNX = ~0.6), than the other N environments, extending down to the same region as 

LADDEB (< 200 ppm) and up towards the highest H-bonded neutral N (> 500 ppm). 

Figure 6.2: Asymmetric unit of LADDEB 
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Discounting both LADDEB, as an exception, and the 5-membered ring nitrogens, as 

falling into a slightly different range, leads to an increased separation of 220 ppm between 

RESHED and CUVDUT. This is very significant and suggests these ranges may provide a 

quick way to distinguish between salt and cocrystal interactions for both pyridines and several 

other similar environments with confidence.  

It can also be seen from Fig. 6.1 that it may also be possible to determine whether the 

N is involved in H-bonding. There is overlap between non-interacting N sites and those with 

H-bonding since the highest H-bonded N (ACACEO at δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐 = 695 ppm) has a 14N shift 128 

ppm higher than the rest. This N is H-bonded to an amino N, as well as being the second most 

distant acceptor, and is the only example of this interaction within the set. The next highest 

H-bonded N is the LOHLIE N at dNH/dNX = 0.68, which also corresponds to a non-classical 

H-bond to a CH, followed by systems that have either 2 N within a six-membered ring or also 

have an N···HN interaction, just not to an amino group. Other than the interacting N at 695 

ppm, all the H-bonded neutral N fall below 600 ppm and the non-interacting ones are all higher 

than it. 

The highest salt N belongs to RESHED, δ𝑖𝑠𝑜
𝑐𝑎𝑙𝑐 = 22 ppm, the published structure for 

which is a cocrystal.140 The proton within the key H-bond in the literature structure is almost 

central between the N and O atoms, dNH/dNO = 0.56, although no closer than seen for RESFOL. 

During geometry optimisation of RESHED, the proton migrated over the centre point to sit 

closer to the N atom, dNH/dNO = 0.46 (Fig. 6.3). This is somewhat surprising as this proton 

within the crystal structure was found in the SXRD analysis rather than being placed. The 

calculated shift is also still unusually high for the proton’s final position given the absence of 

any uncommon functional groups within the system. The crystallisation of RESHED, 

published as a 3,5-lutidine FA cocrystal, was attempted but single crystals were not obtained. 

The resulting powder, 35L:F, was determined to be most likely multiple phases by PXRD, 

possibly containing both crystalline FA and a phase resembling RESHED but additional 

reflections were also present (see Appendix 4, Fig. A4.1). A 2D 14N-1H (600 MHz) HMQC 
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spectrum contained only a single correlation which lay at δ𝑖𝑠𝑜
𝑒𝑥𝑝

 = −131 ppm, suggesting that 

at least one of the phases present contained 3,5-lutidinium in a salt form (Fig. 6.3c). It is 

unlikely that a non-H-bonded pyridine N would be visible within this experiment so the 

presence of additional 3,5-lutidine containing phases cannot be entirely ruled out. Other than 

RESHED, the highest salt 14N shift is LATSUW at −8 ppm with a nearly central H-bond 

proton (dNH/dNO = 0.48). If RESHED is also discounted, the salt-cocrystal separation rises to 

250 ppm. A further slight increase is apparent if, rather than the more general case, only the 

pyridine/pyridinium N are considered with 260 ppm between LATSUW and GAHFAX. 

a) b) 

Figure 6.3: Asymmetric unit of RESHED (a) as published by Haynes et al. and (b) following geometry 

optimisation alongside (c) a 14N-1H (600 MHz) HMQC MAS (60 kHz) spectrum of P35L:F, recorded 

with 8 rotor periods of R3 recoupling (τRCPL = 133.6 μs). 

. 

c) 
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As 14N is quadrupolar and the shift therefore field dependent, it was also determined 

for 16.4 T, the other field strength of magnet on which several 14N experiments within this 

work were conducted. It can be seen (Fig. 6.1) that all the calculated shifts move to a lower 

ppm but with a corresponding narrowing in range. Discounting LADDEB and 5-membered 

rings containing more than one N, the separation between salt and cocrystal narrows from 250 

ppm to 192 ppm. This is still distinct but suggests that for clarity it may be preferable to run 

experiments at 14.1 T instead. 

Based on these calculations, the general rule can be determined that, at 14.1 T, 

pyridinium N atoms (or equivalent) will have an 14N shift below 0 ppm, pyridine N atoms 

involved in H-bonding will fall above 250 ppm and those not H-bonded above 600 ppm, with 

similar N moieties following similar trends. Exceptions may occur for dynamic H-bonds or in 

close proximity to very electronegative atoms. This potentially represents a simple method to 

determine the form of a multicomponent crystal in the absence of single crystals of high 

enough quality to locate the protons and to validate the form of XRD crystal structures where 

they were found. 

 

6.3.2. Discrepancies: N=C-N 13C and OH···O 1H chemical shifts 

Throughout this work, discrepancies have been identified for two specific chemical 

environments that show significantly larger differences between their GIPAW calculated and 

experimental chemical shifts than the expected 1% of the chemical shift range. One 

discrepancy is for 1H in an OH···O hydrogen bond (which occurs in crystalline FA as well as 

in most of the multicomponent systems) and the other discrepancy is for a quaternary 13C 

which is covalently bound to both a pyridinium nitrogen and an amino nitrogen (Fig. 6.4). 

For the proton discrepancy, the level of variation seen in each structure is relatively 

consistent, with δexp-calc ranging from −1.9 to −1.2 in 26L:HF and FA, respectively. In 
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comparison to 1H in an OH···O H-bond, the NH+···−O environment, found in all the 

multicomponent systems, is at a similarly high chemical shift 1H but in each case shows good 

agreement with the GIPAW calculated chemical shift (Table 6.2). This suggests that the 

OH···O discrepancy is not simply explained by the known temperature dependence of H-

bonded chemical shifts, due to the change in shielding between the excited vibrational states 

of H-bonds, as this would also effect the NH+···−O proton.226-233  

Table 6.2: GIPAW calculated and experimental 1H chemical shifts (in ppm) for the OH and 

NH+moieties in each of the systems discussed in chapters 3-5 and FUMAAC. 

System 
OH NH 

δexp δcalc δexp-calc δexp δcalc δexp-calc 

25L:F0.5:FA 13.4/13.4 14.7/14.8 −1.3/−1.4 14.3 13.9 0.4 

25AMP:F0.5:FA0.5 14.7 16.0 −1.3 14.0 14.2 0.2 

52AMP:HF 16.8 18.4 −1.7 15.0 15.1 −0.1 

26L:HF 15.8 17.7 −1.9 17.7 17.7 0.0 

26AMP:F0.5:(H2O)2 - - - 14.9 14.8 0.1 

26AMP2:F:H2O - - - 14.8/14.8 15.0/15.0 −0.2 

26AMP2:F:FA0.5 14.9 16.3 −1.4 14.4/16.4 14.7/16.0 −0.3/0.4 

FAa 12.9208 14.1 −1.2 - - - 
aThe experimental value for FA was taken from literature208 

 

It is interesting to note that FA, which contains an entirely neutral carboxylic acid/carboxylic 

acid hydrogen bond, exhibits the smallest discrepancy. By contrast, the salt systems all have 

carboxylic acid/carboxylate interactions. 

For the carbon discrepancy, δexp-calc shows a positive difference between experiment 

and GIPAW calculation when the quaternary 13C is covalently bound to both a pyridinium 

nitrogen and an amino nitrogen (Table 6.3). The quaternary carbons that sits at the analogous 

Figure 6.4: Chemical structures of the two environments which show large discrepancies between 

GIPAW calculated and experimental chemical shift: a 1H in a strong OH···O hydrogen bond (left) and 

a quaternary 13C between a pyridinium nitrogen and an amino nitrogen (right). 
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position in both 25L:F0.5:FA and 26L:HF, directly bound to the pyridinium nitrogen, show 

excellent agreement between experiment and calculation with the largest discrepancy only 0.2 

ppm. As these are substituted with a methyl group rather than an amino group, the combination 

of amino and pyridinium interactions is considered to be the origin of the discrepancy. 

52AMP:HF did exhibit a higher difference for the 2-methyl but not as large as seen for the 2-

amino systems (its own 5-amino shows a smaller difference of δexp-calc = 1.2 ppm) and, as all 

the 13C chemical shifts showed poor agreement for this system, it is therefore not considered 

relevant to the discussed discrepancy. 

Table 6.3: GIPAW calculated and experimental 13C chemical shifts (in ppm) for the quaternary carbons 

at the 2-position on the pyridinium ring in each of the systems discussed in chapters 3-5. 

System 
13C 

δexp δcalc δexp-calc 

26L:HF 152.6/152.6 152.4/152.6 0.2/0.0 

25L:F0.5:FA 152.4 152.5 0.1 

52AMP:HF  138.2 135.4 2.8 

25AMP:F0.5:FA0.5 153.8 147.9 5.9 

26AMP:F0.5:(H2O)2 155.5 151.3 4.2 

26AMP2:F:FA0.5 156.7/157.4 152.6/153.2 4.1/4.2 

 

No change in the 13C chemical shift was observed when recorded at different fields (see 

Appendix 4, Fig. A4.3), ruling out a shift of the 13C chemical shift due to enhanced second-

order quadrupolar effects from the two adjacent 14N atoms. There are very few examples in 

the literature of such large discrepancies for 13C: one example is that in 2006, Harris reported 

for the quaternary C5 site (fused between two 6-membered ring with one C=C and two C-C 

bonds) in testosterone GIPAW calculation at 182.6 and 182.7 compared to 170.6 and 172.0 

ppm experimentally for the two distinct molecules in the asymmetric unit cell.234 

 

 

6.4. Structural Motifs for the Systems Studied in this Thesis 

The acid-base interaction, discussed in section 6.2.1 for either a neutral or ionic N-H···X H-

bonding interaction, is central in an ionic form to all seven of the systems but its relative 

strength differs greatly between them due to the variation in H-bond geometry. This is 
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influenced by the other intermolecular interactions present, with the optimal geometry of each 

interaction balanced against the others to give the overall configuration. As the position of 

substitution has a significant impact on which intermolecular interactions are present it 

therefore shows a direct link with the 1H ΔδCrys – Mol value determined from the isolated 

molecule GIPAW calculations (discussed in detail for each system in Chapter 3, 4 and 5) 

associated with pyridinium-fumarate H-bonds (Table 6.4). The 2,6 substitutions, both amino-

methyl and dimethyl (lutidine), show the largest pyridinium ΔδCrys – Mol, ranging between 7.5 

and 6.4 ppm. For the 2,5 substitutions, the highest pyridinium ΔδCrys – Mol is 5.9 ppm and the 

lowest 4.0 ppm, with the strength decreasing from 25AMP:F0.5:FA0.5, through 52AMP:HF to 

Table 6.4: Structural parameters for the H-bonds identified in the isolated molecule calculations 

performed for each system. 

 
ΔδCrys – Mol 

(ppm) 

N···O 

distance 

(Å) 

NH+···−O 

angle (°) 

NH···O 

angle (°) 

O···O 

distance 

(Å) 

OH···O 

angle (°) 
OH···−O 

angle (°) 

52AMP:

HF 

5.5 2.65 160.4 -    

3.0 2.92 - 160.1    

1.3 2.98 - 163.3    

11.9    2.50 178.1 - 

25L:F0.5:

FA 

4.0 2.78 173.1 -    

6.2    2.59 176.0 - 

5.7    2.60 - 167.3 

25AMP:F

0.5:FA0.5 

5.9 2.73 167.2 -    

5.0 2.83 - 174.8    

2.0 2.83 - 153.6    

9.0    2.56 - 169.5 

26L:HF 
7.1 2.64 169.1 -    

11.3    2.54  175.0 

26AMP:F

0.5:(H2O)2 

6.5 2.69 172.2 -    

3.6 2.85 - 176.2    

2.9 2.94 - 170.8    

6.0    2.79 173.3 - 

6.7    2.76 171.0 - 

5.2    2.86 167.9 - 

5.8    2.85 179.2 - 

26AMP2:

F:H2O 

6.6 2.72 174.3 -    

4.8 2.79 - 170.9    

3.7 2.80 - 175.8    

6.6 2.71 177.2 -    

6.0 2.81 - 169.7    

3.7 2.86  163.9    

5.1    2.82 176.3  

4.8    2.85 170.8  

26AMP2:

F:FA0.5 

7.5 2.69 174.1 -    

7.2 2.76 - 175.9    

3.0 2.88 - 156.1    

6.4 2.76 172.5 -    

4.4 2.82 - 156.5    

4.3 2.78 - 159.9    

9.1    2.55 - 169.2 

 



 

188 

 

25L:F0.5:FA. The structures of all of the main systems are supported by H-bond networks with 

only a single weak π-interaction (1H ΔδCrys – Mol = −1.0 for 26L:HF) observed. It is the patterns 

within the H-bond networks that have, therefore, been focussed on.  

Five out of the seven systems contain the b-a-b motif with an inversion centre at the 

mid-point of the fumarate molecule (Fig. 6.5), with the two s-cis conformation adopted by the 

fumarate ion in all but one case, 26AMP:F0.5:(H2O)2, which contains the higher energy two s-

trans conformation. Another five of the seven also contain direct H-bonding between 

subsequent acid molecules to form an acid chain (Fig. 6.6), with three containing both. Both 

Figure 6.6: The two forms of acid chain exhibited: (a) formed from both fumarate ions and FA molecules  

(example from 25AMP:F0.5:FA0.5) and (b) formed from hydrogen fumarate molecules (example from 

52AMP:HF). 

a) 

b) 

a) 

b) 

e) 

d) 

c) 

Figure 6.5: The b-a-b units present in (a) 25AMP:F0.5:FA0.5, (b) 25L:F0.5:FA, (c) 26AMP:F0.5:(H2O)2, 

(d) 26AMP2:F:FA0.5 and (e) 26AMP2:F:H2O. Hanging contacts (red lines) are shown to illustrate the 

range of additional H-bonds affecting the b-a-b units geometry. 



 

189 

 

of these motifs are dependent on the acid having two carboxylic groups to act as both H-bond 

donors and acceptors, with the b-a-b units also exploiting FA’s symmetry. 

In most systems, there are a range of patterns that can be defined to describe the 

structure depending on which interactions are prioritised. Due to the relative strength of the 

NH+···O− interaction compared to the other NH···O H-bonds from the amino groups (based 

on the 1H ΔδCrys – Mol value) the motif containing this was considered the most dominant. The 

b-a-b unit was therefore selected as a key structural feature, a choice also supported by its 

common occurrence. The acid chain is similarly highlighted as the OH···O interactions 

between FA/fumarate molecules consistently have the largest of all 1H ΔδCrys – Mol values. The 

three systems that contain both of these structural patterns are the three cocrystal of a salt 

systems. 

25AMP:F0.5:FA0.5 and 26AMP2:F:FA0.5 both have a b-a-b unit strengthened by 

inclusion of one of the amine protons, forming a second H-bond to each carboxylate ion. In 

25AMP:F0.5:FA0.5, the other amino proton also stabilises/directs the wider structure by 

formation of a b-a-b-a ring (with graph set notation R4
2(8)) which links the b-a-b units into 

chains (Fig. 6.7a). FA molecules sit between the fumarate anions of the b-a-b units in 

neighbouring chains, forming an acid chain orthogonal to the chains of b-a-b units and 

crosslinking them into a plane on the (101̅) crystal plane. The same alternating acid chain 

pattern is seen in 26AMP2:F:FA0.5 (Fig 6.7b) and a pair of them creates the diamond shaped 

array in the (010) crystal plane of 25L:F0.5:FA (Fig. 6.8a) with a b-a-b unit that sits at each 

a) 

Figure 6.7: Packing of b-a-b units (a) 25AMP:F0.5:FA0.5, with acid chains running vertically and chains 

of b-a-b units horizontally; and (b) 26AMP2:F:FA0.5, with the acid chain running horizontally. 

b) 
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vertex (Fig. 6.8b). This pair of alternating mixed acid chains likely helps stabilise the b-a-b 

unit of 25L:F0.5:FA which does not have the benefit of the amine group to form a R2
2(8) motif. 

All three systems form H-bonded planes that then stack together. In the case of 

26AMP2:F:FA0.5 and 25L:F0.5:FA, overlap of the pyridines of subsequent layers suggests π-π 

stacking despite the lack of evidence for this from the isolated molecule calculations.  

The two salt hydrates, 26AMP:F0.5:(H2O)2 and 26AMP2:F:H2O, also form b-a-b units 

stabilised by a b-a-b-a ring involving the amino group, as in 26AMP2:F:FA0.5 and 

a) b

) 

Figure 6.8: Packing of 25L:F0.5:FA (a) with base molecules deleted and (b) with base molecules shown. 

a) 

Figure 6.9: Paired acid chains of (a, b) 26L:HF viewed down (a) the c axis and (b) the b axis and of 

(c, d) 52AMP:HF viewed down (c) the a axis and (d) the c axis. The additional H-bonding in 

52AMP:HF (e) between paired chains to form a plane through the structure. 

b) 

e) 

d) 

c) 
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25AMP:F0.5:FA0.5. 26AMP:F0.5:(H2O)2 is the only structure that shows obvious interactions 

linking the entire 3D structure rather than just planes throughout it (possibly explaining why 

it forms large and good quality crystals so readily). 

The two anhydrous salt forms both contain hydrogen fumarate anions, rather than 

doubly deprotonated fumarate anions, which in both cases form into acid chains with the 

pyridinium NH+ H-bonded to the single carboxylate group of each anion. In 26L:HF, pairs of 

acid chains run in the same direction down the c-axis, with their alignment resulting in the 

stacking of the H-bonded pyridine rings (Fig 6.9a and b) whereas, in 52AMP:HF, paired acid 

chains run in opposite directions, linked into pairs by b-a-b-a rings through H-bonds from the 

pyridinium and one amino NH to each O of the carboxylate (Fig. 6.9c and d) with graph set 

notation R4
4(16).70 These paired chains are further linked by a smaller b-a-a-b-a-a ring between 

the other amine NH and the carboxylic acid O=C (Fig. 6.9e). This crosslinking could also be 

used to define a b-a-b-a chain through the amine H-bonds and along the length of the hydrogen 

fumarate, running through the structure orthogonal to the acid chains. Although the position 

of the pyridinium-carboxylate H-bond suggests that the 52AMP:HF is in the s-cis/s-trans 

conformation that is exhibited in 26L:HF, the relative lengths of the carboxylate C-O bonds 

suggest it is in fact in the two s-cis conformation. 

Although there is a clear link between the occurrence of hydrogen fumarate and lack 

of the b-a-b unit (both due to the preference for acid chain formation and the symmetry of the 

acid being broken), there does not seem to be any direct link to the pKa difference or the 

fumaric acid conformation (see Table 1.1 in Chapter 1, section 1.5). This is unsurprising given 

the small set and the lack of a link between pKa and the formation of a salt compared to a  

cocrystal of a salt, as previously noted in Chapter 1.  

In summary, the key structural patterns that were identified following analysis of these 

core systems are: 

• acid chains 

• b-a-b units 
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• b-a-b-a- rings  

• b-a-b-a chains 

 

 

6.5. CSD Searches 

The occurrence of the motifs identified in section 6.4 throughout the CSD was investigated 

for both fumarate/FA multicomponent systems and succinate systems/succinic acid systems. 

Succinic acid (SA) is another pharmaceutically acceptable dicarboxylic acid, related to FA 

through dehydrogenation. As the pKa values of SA are higher than those of FA (4.21 and 

5.64)140 it was expected that the incidence of cocrystal systems would correspondingly be 

higher but it is unknown whether the structural patterns utilised for packing would follow the 

same trends. The presence of two hydrates within the core set also prompted an analysis of 

Figure 6.10: The chemical structures that formed the basis of the fragment based ConQuest searches, 

with each search consisting of one acid form (from either (a) fumarate/FA or (b) succinate/SA) paired 

with either a neutral or ionic N ‘base’ fragment (c). 

a) 

b) 

c) 

pKa = 4.21 and 5.64 

pKa = 3.02 and 4.54 
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the incidence of hydrate/solvate formation for these co-formers; the occurrence of general 

disorder was also analysed. 

Many variations or alternatives to these packing structures are possible and numerous 

other interactions are involved in packing and maintaining crystal structure. However, those 

reliant on H-bonding, particularly those that form local or long-range networks, are the easiest 

to identify and therefore most convenient to search for within a large set. Other related 

structural patterns based on H-bonding will be noted and commented on. 

ConQuest searches of the CSD (version Mar19) were performed for compound names 

containing ‘fumarate’, ‘fumaric acid’, ‘succinate’ or ‘succinic acid’ and also run using a 

fragment based search for each of the chemical structures of FA, hydrogen fumarate, fumarate, 

SA, hydrogen succinate or succinate paired with either a neutral N or an ionised NH (Fig. 

6.10). The results from each ConQuest search were merged and unrelated results removed, 

i.e. those found not to contain the relevant acid but merely a fragment resembling it. This 

combination of name and fragment search ensured the set of captured systems containing an 

analogous acid-base interaction to the set studied in this work but does not completely 

guarantee all fumarate/FA and succinate/SA multicomponent crystals are included as it is 

possible that their given names may not have been captured by the relevant search. Structures 

were also removed from consideration if they did not contain any proton positions or exhibited 

extreme disorder, such that structural patterns and motifs could not be identified. The numbers 

excluded from each set were comparable. The smaller size of the succinate/succinic acid set 

compared to fumarate/FA may indicate that it is less amenable to co-crystallisation but it is 

also possibly that its higher pKa, increasing its propensity to cocrystal formation relative to 

salts, reduced its use prior to the recent interest in the neutral cocrystal systems.  

 Following this, 535 multicomponent structures remained in the fumarate/FA set, with 

210, 321 and 110 containing FA, hydrogen fumarate and fumarate, respectively, and 300 

crystal structures remained within the succinate/succinic acid set, with 187, 77 and 75 

containing succinic acid, hydrogen succinate and succinate, respectively (Table 6.5, Fig. 

6.11). It is clear that for the succinate/SA set, the incidence of the neutral acid relative to either 
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of the ionised forms has risen dramatically compared to the fumarate/FA set. This is reflected 

in an increased proportion of cocrystals in the succinate/SA set, accounting for just over 50 % 

of the structures (152), essentially double the fraction seen in the fumarate/FA set (25 %, 

although the larger set size means this corresponds to 136 systems). Unsurprisingly, given the 

low pKa of FA, around three fifths of the fumarate/FA structures (333) are salt forms. The salt 

form still makes up more than a third of the succinate/SA set (107), indicating that, although 

Figure 6.11: Crystal form of (a) the 535 fumarate/FA based multicomponent systems and (b) the 300 

succinate/SA based multicomponent systems, as downloaded from the CSD. 

a) 

b) 

Table 6.5: Breakdown of the fumarate/FA and succinate/SA sets by crystal form and co-former 

present. 

Fumarate/FA set: 

535 

Salt: 

333 

Cocrystal of a Salt: 

65 

Cocrystal 

136 

Fumarate: 

110 

Hydrogen 

Fumarate: 

321 

FA: 

210 

Succinate/SA set: 

300 

Salt: 107 
Cocrystal of a Salt: 

30 

Cocrystal 

152 

Succinate: 

75 

Hydrogen 

succinate: 

77 

SA: 

187 
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the acids pKa is higher, the ∆pKa between acid and base is still rarely low enough to guarantee 

cocrystal formation. 

The fraction that take the cocrystal of a salt crystal form is more similar between sets, 

only reducing from 12 % in fumarate/FA to 10 % in succinate/SA. Given the smaller size of 

the succinate/SA set, this does result in a relatively small subset of cocrystal of a salt systems 

(30) making it harder to draw conclusions from the trends seen within this subset, whereas the 

corresponding fumarate/FA subset still consists of 65 systems. Despite the occurrence of 

hydrogen fumarate being three times higher than fumarate, it is less likely to be present in the 

mixed cocrystal of a salt forms than the doubly ionised molecule. This may explain the lack 

of a trend between ∆pKa and formation of either a salt or a cocrystal (Section 6.2.1) as single 

ionisation of every molecule, to produce entirely hydrogen fumarate, and double ionisation 

one in every two molecules with the other remaining neutral, to produce fumarate and fumaric 

acid, produce the same overall ionisation, despite resulting in different forms. This is 

supported by the fact that hydrogen succinate also has a significantly lower incidence in the 

mixed cocrystal of a salt form than succinate. Only 4 fumarate/FA systems contain both 

hydrogen fumarate and fumarate molecules, GIGKEO, KIZNIQ, GIGJUD and XONJUI, the 

latter 2 of which are cocrystal of a salt systems with neutral FA also present.  

 

6.5.1. Disorder and solvation 

Only a single fumarate/FA system, YEPJOV, showed proton disorder that prevented the 

crystal form from being determined (with the structure not removed from the set as the 

disorder did not prevent packing structure identification as b-a-b) whereas the succinate/SA 

set has 11 structures that exhibit disorder of the acid-base interaction proton such that the 

crystal form cannot be classified. Note that these systems are counted in Tables 6.8 and 6.9 as 

being half salt and half cocrystal. This increase in crystal form disorder was also reflected in 

the increase in the overal incidence of disorder from 12.1 % in the fumarate/FA set to 15. 7 % 

in the succinate/SA set. 
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As expected, the percentage incidence of both solvation (not including hydration) and 

hydration are lower for cocrystals than for either the salt or cocrystal of salt forms, with each 

of these ionic containing forms contributing more than twice as many solvates or hydrates 

than the neutral form for fumarate/FA (and more than 4 times as many for succinate/SA) 

(Tables 6.6 and 6.7). The ratio between hydrates and non-water solvates is similar across 

Table 6.7: The occurrence of each structural pattern within each crystal form for fumarate/FA 

multicomponent crystals in the CSD, reported as both an absolute value and (in brackets) as a 

percentage of structures within that form..  

Pattern Salt  
Cocrystal of 

a Salt  
Cocrystal  

Not 

classified  
Totala 

b-a-b 61  (18.3) 35  (53.8)  95  (69.9) 1 192 (35.9) 

b-a-b-a chain 99  (29.7) 10 (15.4) 27  (19.9) 0 136 (25.4) 

b-a-b-a- ring 48  (14.4) 2  (3.1) 5  (3.7) 0 55 (10.3) 

a chain 71  (21.3) 39  (60.0) 1  (0.7) 0 111 (20.7) 

b-a-a-b 1  (0.3) 0  2  (1.5) 0 3 (0.6) 

a-b-a 8  (2.4) 0  1  (0.7) 0 9 (1.7) 

a-b-b-a 7  (2.1) 3  (4.6) 0  0 10 (1.9) 

solvate 15  (4.5) 2  (3.1) 2  (1.5) 0 19 (3.6) 

hydrate 58  (17.4) 8  (12.3) 6  (4.4) 0 72 (13.5) 

disorder 45  (13.5) 9  (13.8) 10  (7.4) 1 65 (12.1) 

Totalb 333 65 136 1 535 
aThe total incidence of each structural pattern across the fumarate/FA set is given by the sum of each row. 
bDue to the overlap in the incidence of structural patterns, the total number of each crystal form is not given by the sum of the 
column. 

Table 6.6: The occurrence of each structural pattern within each crystal form succinate/succinic 

acid multicomponent crystals in the CSD, reported as both an absolute value and (in brackets) as a 

percentage of structures within that form. 

Pattern Salt  
Cocrystal 

of a Salt  
Cocrystal  

Not 

classified  
Totala 

b-a-b 35 (32.7) 23 (76.7) 104 (68.4) 1 163 (54.3) 

baba chain 21 (19.6) 3 (10.0) 42 (27.6) 1 67 (22.3) 

b-a-b-a- ring 6 (5.6) 3 (10.0) 5 (3.3) 1 15 (5.0) 

a chain 41 (38.3) 0  0  1 42 (14.0) 

b-a-a-b 1 (0.9) 0  1 (0.7) 0 2 (0.7) 

a-b-a 1 (0.9) 0  1 (0.7) 0 2 (0.7) 

a-b-b-a 1 (0.9) 0  0  0 1 (0.3) 

solvate 9 (8.4) 3 (10.0) 2 (1.3) 6 20 (6.7) 

hydrate 27 (25.2) 5 (16.7) 5 (3.3) 0 37 (12.3) 

disorder 16 (15.0) 4 (13.3) 16 (10.5) 11 47 (15.7) 

Totalb 107 30 152 11 300 
aThe total incidence of each structural pattern across the fumarate/FA set is given by the sum of each row. 
bDue to the overlap in the incidence of structural patterns, the total number of each crystal form is not given by the sum of 

the column. 
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crystal forms for fumarate/FA systems (~ 4:1 for hydrate : solvate), but varies significantly 

between succinate/SA forms (ranging from ~ 1.5:1 for cocrystals to 3:1 for salts). The lower 

incidence of hydrates and non-water solvates within cocrystals corresponds to a smaller 

percentage containing either FA or SA (Tables 6.8 and 6.9), although the percentage is slightly 

higher than for cocrystals due to the presence of these molecules within cocrystals of salts as 

well as neutral cocrystals (e. g. hydrates account for only 4.4 % of fumarate/FA cocrystals but 

are present in 5.7 % of FA containing systems). Although hydration is still present, the 

findings of Haynes et al. were found to hold true for both sets, with a lower incidence of 

hydrates seen for systems with pyridine containing molecules.217 This trend was also true for 

other solvates and, for all the crystal forms together, the prevalence of hydration and solvation 

reduced by about half for fumarate/FA systems (13.5 % and 3.6 % of all fumarate/FA 

Table 6.8: Breakdown of structural pattern seen in the fumarate/FA set by coformera as a percentage 

of structures containing that coformer. 

 
Fumarate Hydrogen Fumarate FA 

b-a-b 
89 

(80.9) 

S: 58.5 
9 

(2.8) 

S 4 
129 

(61.4) 

S 0.5 

CoS: 30 CoS 5 CoS 33 

C: 0.5 C 0 C 95.5 

baba chain 
13 

(11.8) 

S 8 
97 

(30.2) 

S 91 
38 

(18.1) 

S 0 

CoS 5 CoS 6 CoS 11 

C 0 C 0 C 27 

b-a-b-a- ring 
3 

(2.7) 

S 3 
47 

(14.6) 

S 45 
7 

(3.3) 

S 0 

CoS 0 CoS 2 CoS 2 

C 0 C 0 C 5 

a chain 
33 

(30.0) 

S 1 
80 

(24.9) 

S 71 
38 

(18.1) 

S 0 

CoS 32 CoS 9 CoS 37 

C 0 C 0 C 1 

solvate 
8 

(7.3) 

S 6 
10 

(3.1) 

S 9 
4 

(1.9) 

S 0 

CoS 2 CoS 1 CoS 2 

C 0 C 0 C 2 

hydrate 
26 

(23.6) 

S 21 
42 

(13.1) 

S 38 
12 

(5.7) 

S 0 

CoS 5 CoS 4 CoS 6 

C 0 C 0 C 6 

disorder 
18 

(16.4)  

S 12.5 
38 

(11.8) 

S 33 
17 

(8.1)  

S 0.5 

CoS 5 CoS 5 CoS 6 

C 0.5 C 0 C 10.5 

Totalb 110 321 210 
aFurther separation by crystal form (salt, S, cocrystal of a salt, CoS, and cocrystal, C) is also recorded. The single undetermined 
system, YEPJOV, is represented as halved between salt and cocrystal 
bDue to the overlap in the incidence of structural patterns, the total number of each coformer is not given by the sum of the 

column. 
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structures compared to 6.6 % and 1.5 % of pyridine containing systems, for hydration and 

other solvation, respectively). The difference was smaller within the succinate/SA set, with 

hydration reducing from 12.3 % to 8.9 % for pyridine systems.  

Disorder was also 25% lower within fumarate/FA pyridine containing systems, likely 

due to the overlap between solvated and disordered structures (with a third of disordered 

systems identified also being a solvate/hydrate). Comparing occurrence between crystal form, 

disorder was also nearly twice as prevalent within fumarate/FA salt or cocrystal of a salt forms 

than in the sets cocrystals, most commonly associated with systems containing doubly ionised 

fumarate molecules (16.4 %) which also show the highest incidence of hydration and solvation 

(23.6 % and 7.3 %, respectively). This is mirrored in the succinate/SA set. 

 

Table 6.9: Breakdown of structural pattern seen in the succinate/SA set by coformera reported both an 

absolute value and (in brackets) as a percentage of structures containing that coformer. 

 
Succinate Hydrogen Succinate Succinic Acid 

b-a-b 
55 

(73.3) 

S: 34 
2 

(2.6) 

S 2 
124 

(66.3) 

S 0 

CoS: 21 CoS 0 CoS 19 

C: 0 C 0 C 105 

baba chain 
12 

(16.0) 

S 9 
13 

(16.9) 

S 13 
45 

(24.1) 

S 0 

CoS 3 CoS 0 CoS 3 

C 0 C 0 C 42 

b-a-b-a- ring 
5 

(6.7) 

S 3 
4 

(5.2) 

S 4 
8 

(4.3) 

S 0 

CoS 2 CoS 0 CoS 3 

C 0 C 0 C 5 

a chain 
0  

(0.0) 

S 0 
41 

(53.2) 

S 41 
0 

(0.0) 

S 0 

CoS 0 CoS 0 CoS 0 

C 0 C 0 C 0 

solvate 
3 

(4.0) 

S 2 
9 

(11.7) 

S 7 
4 

(2.1) 

S 0 

CoS 1 CoS 2 CoS 2 

C 0 C 0 C 2 

hydrate 
22 

(29.3) 

S 17 
12 

(15.6) 

S 12 
8 

(4.3) 

S 0 

CoS 5 CoS 0 CoS 4 

C 0 C 0 C 4 

disorder 
14 

(18.7) 

S 10 
8 

(10.4) 

S 7 
17 

(9.1) 

S 0 

CoS 4 CoS 1 CoS 2 

C 0 C 0 C 15 

Total 75 77 187 
aFurther separation by crystal form (salt, S, cocrystal of a salt, CoS, and cocrystal, C) is also recorded. 
bDue to the overlap in the incidence of structural patterns, the total number of each coformer is not given by the sum of the 

column. 
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6.5.2. Structural motifs 

The incidence of each structural pattern is different between sets, both overall and within 

crystal forms. The motifs’ relative incidence within the cocrystal form are most comparable 

but they differ significantly in the other crystal forms. Across both sets, the b-a-b unit is the 

most prevalent of the four structural motifs, followed by b-a-b-a chains, acid chains and finally 

b-a-b-a rings (Fig. 6.12a and 6.13a). The formation of the b-a-b unit is even more dominant 

across the succinate/SA set, with a significant reduction in the proportion of structures 

exhibiting the other three motifs. It is by far the most common structural pattern in both FA 

Figure 6.12: Incidence for (a) structural patterns and system solvation/disorder within the 

fumarate/FA set, (b) overlap in these structural characteristics and (c) their incidence separated by 

crystal form. The height of each block in (b) is on the same scale as used in (a) but, as there are 

additional overlaps between the blocks which are not shown, the total height of the stack does not 

correspond to the total number of systems that exhibit a structural overlap. Colours in (b) and (c) 

correspond to the colours in (a). 

a) 

b) 

c) 
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and SA cocrystals (identified in 69.9% and 68.4 % of FA and SA cocrystals, respectively) and 

remains notable in both cocrystals of salts (present in 53.8 % and 76.7 %) and salts (present 

in 18.3 % and 32.7 %) (Fig. 6.12c and Fig 6.13c, Tables 6.6 and 6.8). The significantly lower 

incidence seen for salts within both sets is not surprising given the prevalence of hydrogen 

fumarate and hydrogen succinate as the acid molecules within this form, rather than fumarate 

or succinate (Tables 6.7 and 6.9).  

As the singly ionised acids lack the symmetry of either fumarate/succinate or FA/SA, 

they do not form b-a-b units but instead lend themselves to either the related patterns, b-a-b-a 

Figure 6.13: Incidence for (a) structural patterns and system solvation/disorder within the 

succinate/succinic acid set, (b) overlap in these structural characteristics and (c) their incidence 

separated by crystal form. The height of each block in (b) is on the same scale as used in (a) but, as 

there are additional overlaps between the blocks which are not shown, the total height of the stack 

does not correspond to the total number of systems that exhibit a structural overlap. Colours in (b) 

and (c) correspond to the colours in (a). 

a) 

b) 

c) 
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chain and ring structures, or acid chain formation. In b-a-b-a chains and rings, where the 

donors/acceptors on the base molecule are very similar (with at least two such moieties 

required for the formation of either), the acid molecule tends to be either FA/SA or 

fumarate/succinate, instead of the corresponding hydrogen form. When, as is more commonly 

the case, the acceptors/donors on the base differ, the acid is singly deprotonated and the base 

molecules are joined by hydrogen fumarate molecules with alternating neutral and ionic 

interactions. The incidence of b-a-b-a rings is less than half that of the b-a-b-a chains in both 

sets (less than a quarter in the succinate/SA set) due to the need for the base acceptors/donors 

to sit on the same side of one of the molecule’s 3D conformation, as shown for HEQZOT, 

rather than different sides, as shown for YEPCOM (Fig. 6.14).  

While, in the fumarate/FA set, acid chains are the the most prevalent in the cocrystal 

of a salt form, occurring in 60.0 % (Fig. 6.12c, Table 6.6), they were not evident at all in this 

form within the succinate/SA set, only forming from hydrogen succinate molecules in the salt 

form, where it is the most common strucutral pattern (38.3 % compared to second mst 

prevalent in the fumarate/FA set at 21.3 %). This may be related to the different 

conformational landscape available to each of the acids, with the lack of the central C=C bond 

in succinic acid contributing to a far more complex and varied set of possible conformations 

Figure 6.14:Example of cocrystals containing a b-a-b-a ring (top) and a b-a-b-a chain (bottom). The 

b-a-b-a ring in HEQZOT has both acceptor atoms on the same face of the base molecule whereas they 

are on opposite sides of the base molecule in the b-a-b-a chain in YEPCOM. 
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possessing similar energies.235 Purely hydrogen fumarate/hydrogen succinate based systems 

account for all but one of the acid chains within the salts (this example occurs in the 

fumarate/FA set) as fumarate/succinate have no donors with which to form H-bonds to 

themselves so require either hydrogen fumarate/hydrogen succinate or FA/SA to be present 

as well. The exception in the fumarate salts, KIZNIQ, contains both hydrogen fumarate and 

fumarate anions. Alternating doubly ionised and neutral molecules form the basis of most of 

the acid chains in fumarate/FA cocrystals of salts. It is the absence of these mixed chains in 

the succinate/SA set that eliminates the occurrence of acid chains within the cocrystal of a salt 

form. As FA and SA can satisfy all acceptor/donor interactions when they form neutral acid 

chains, which is the basis of the pure crystalline form of FA, it is not surprising that it is an 

uncommon motif within the cocrystal systems as its disruption is what allows a 

multicomponent crystal to form. The sole occurrence of a neutral acid chain is the FA cocrystal 

TOQKER, which has one carboxylic acid group involved in the chain and the second H-

bonding to the base. 

Within the salt form, it is the occurrence of b-a-b-a chains and rings that show the 

most dramatic change between sets, accounting for the core structural pattern in only 19.6 % 

and 5.6 % of succinate salt systems compared to 29.7 % and 14.4 % in the fumarate/FA set, 

for b-a-b-a chains and rings, respectively. This reduction saw a corresponding increase in both 

b-a-b units and acid chains, the occurrence of which rose by 14.4 % and 17.0 %, respectively, 

in the succinate salts. As b-a-b-a chains and b-a-b units are closely related, their overlap is 

minimal across all the structures, but both occur within the same systems as b-a-b-a rings, if 

rarely. The acid chains present simultaneously with all of the other three motifs, as was evident 

within the small local set of structures. 

Analysis of the fumarate/FA set suggests that cocrystals tend to be dominated by one 

structural pattern, with no overlap identified in the occurrence of the four motifs considered. 

Within the set of salts, it was also rare to observe a combination of the these patterns, with 

complex H-bond networks that allow classification of both b-a-b-a chains and b-a-b-a rings 

being the most common, presenting in ~3 % of structures. More than 90 % of structures were 
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found to possess only a single H-bond motif. The crystal form which shows the highest mixing 

of structural patterns, possibly due to the increased variety of donor and acceptor groups 

resulting from both the neutral and ionic forms of the same molecule, is the cocrystal of a salt 

form, with nearly half of the structures classified as containing two or more of the motifs, 

accounting for most of the structural overlap shown in Fig. 6.12b. This is not seen in the 

succinate/SA set, where there is no overlap in the structural patterns exhibited in the cocrystal 

of a salt crystal form. As most of the mixing was combinations of one of the two b-a-b-a 

alternating motifs with an acid chain, this result is likely due to the lack of acid chains for this 

succinic crystal form. The reason why succinic acid does not readily form chains of doubly 

ionised and neutral molecules may be linked to its higher pKa. The limited co-occurrence of 

the structural patterns seen for succinic multicomponent systems is largely within the salt form 

and similar to the level exhibited by fumaric systems. 

As no isolated molecule GIPAW calculations have been conducted and the H-bond 

parameters have not been measured for each of the structures, it is not possible to determine 

the relative importance of the structural motifs to forming and maintaining the systems where 

multiple structural patterns are present. Within the small set considered in chapters 3-5, both 

isolated molecule calculations and H-bond parameters (Table 6.4) suggest that acid chains are 

the most stable structures as they have both the strongest H-bonds (largest 1H ΔδCrys – Mol) with 

the most optimal geometries. However, as all systems are reliant on the acid-base interaction, 

it is unclear which of the interactions drive the initial packing. 

Other acid-base structural patterns, of the same type as the b-a-b unit and b-a-b-a 

chains and rings, were identified but they were far less prevalent variations of those discussed 

above (see Tables 6.6 and 6.7). There were 3 systems that contained b-a-a-b units, 8 with 

symmetrical base molecules that allowed formations of an a-b-a unit (3 of which were present 

alongside acid chains) and a further 10 systems with non-symmetrical bases that were 

classified as a-b-b-a units (with 3 seen in combination with b-a-b-a rings). 
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6.6. Summary 

In the absence of crystal form classification, or when validation is required, GIPAW 

calculations suggest that the 14N shift of cyclic amines provides a useful measure of its 

interaction state. Ionised and neutral systems fall in distinct shift ranges with a separation (at 

14.1 T) of 126 ppm, which rises to 250 ppm when outliers for which the calculations are less 

reliable are removed. Salt interactions lie below 0 ppm and cocrystal interactions from around 

200 ppm up. Although there is overlap, it is also seen that cyclic amines which are non-

interacting have a 14N shift above 600 ppm whereas interacting systems are generally lower. 

The validity of this method is supported by the good agreement between experiment and 

GIPAW calculation seen for the 14N shifts of the systems considered in chapters 3-5. 

 Throughout this work, discrepancies have been identified between GIPAW calculated 

and experimental chemical shifts for two specific chemical environments, with significantly 

larger differences shown than expected. The affected environments are the 1H in an OH···O 

hydrogen bond, which is observed at a lower chemical shift than calculated, and the quaternary 

13C which is covalently bound to both a pyridinium nitrogen and an amino nitrogen, which is 

observed at a higher chemical shift than calcualted. 

Within the same small set, two key structural patterns were identified, b-a-b units and 

acid chains. The prevalence of these, alongside several variations and the relative propensity 

towards each crystal form, was investigated within the CSD for sets of both fumarate/FA and 

succinate/succinic acid containing systems. Structures derived from FA are more likely to 

contain ionic interactions than neutral ones, as expected due to its low pKa values, whereas 

those derived from succinic acid tend towards cocrystal structures. Within the set of systems 

considered in chapters 3-5, no relationship is seen between the ∆pKa and whether a salt or a 

cocrystal of a salt is formed. The CSD searches show that the incidence of this mixed form 

does not actually change significantly between fumarate/FA and succinate/succinic acid sets, 

despite the dramatic drop in the proportion of salt forms. However, a significantly higher 

proportion of the succinate/succinic acid set were unclassified due to disorder of the proton 
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within the key acid base interaction. There are systems reported in the literature as continuums, 

where the proton is considered to be shared more equally between the molecules and free to 

move between them, often with a dependence on temperature.236-239  

The shared symmetry of FA and succinic acid means that overall they both favour the 

formation of b-a-b units above any other structural pattern, although this varies with crystal 

form and the two related structural patterns are seen instead depending on the structure of the 

base molecule. The nature of the acid chains exhibited differs between the two sets. Although 

the salt form of both sets is dominated by the single component (hydrogen fumarate or 

hydrogen succinate) chains, the cocrystal of a salts form show a prevalence of mixed chains 

in the fumarate/FA and none in the succinate/succinic acid. It would be interesting to note 

whether any correlations exist between each structural pattern and the acid conformation, 

particularly for fumaric acid where it is more easily identified and has fewer variations, 

reducing the invesitigation’s complexity. 

It would be useful to have physical properties recorded and available as an easily 

accessible parameter within the CSD to allow trends between either crystal form or structural 

patterns and, for example, the thermal stability to be easily investigated. The melting point is 

a parameter that can already be recorded within CIF files but it is not common practice to do 

so (of 61 CIFs specifically checked, only 9 recorded it). As it stands, therefore, no direct 

property-structure links can be probed in the wider CSD and only hydration/solvation and 

disorder are readily available as measures of the preferability of each structural pattern for 

form design and selection.  
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 Summary and Outlook 
 

 

The work presented in this thesis demonstrates the power of employing a multitechnique 

appoach to the characterisation of organic multicomponent forms, focusing particularly on 

integrating the complementary data provided by XRD, solid-state MAS NMR and DFT 

calculations. A detailed characterisation of seven related pyridinium-fumarate based 

multicomponent systems was undertaken, specifically investigating their structures and 

stabilities using both single crystal and powder XRD at a range of temperatures, 1H and 13C 

CP MAS 1D spectra and 1H-1H, 1H-13C and 14N-1H 2D correlation solid state NMR 

experiments, TGA and DSC. DFT-based geometry optimisations were performed to 

investigate the structure convergence and GIPAW calculations of the NMR parameters 

facilitated both the analysis of the experimental solid-state NMR and highlighted key the 

intermolecular interactions present in each system. Alongside this, larger sets of crystal 

strucutres were downloaded from the CSD, firstly to identify a trend in 14N shift  to help 

distinguish between ionic and nuetral crystal forms and secondly to probe the variety and 

conservation of structural patterns within fumarate/FA and succinate/SA systems. 

Within both chapters 3 and 4, a loss of base molecules was seen resulting in a 

transformation to single component fumaric acid and a multicomponent anhydrous cocrystal 

of a salt for 26L:HF and 26AMP2:F:H2O, respectively. In both cases, this requires the transfer 

of a proton from the base molecule to one of the acid molecules that remains in the resultant 

system. While the thermal analysis was predominantly conducted by TGA for 26L:HF, it was 

expanded in chapter 4 to include VT-XRD and VT-NMR. Given the changing hydration of 

the 26AMP systems, these methods were of particuar use to develop an understanding of the 

transition pathway from the dihydrate, 26AMP:F0.5:(H2O)2, to the anhydrous forms, 

26AMP2:F:FA0.5 and the unknown Form IV. 

Chapter 5 highlighted the significant impact that small changes to the chemical 

structure can have on the crystal packing. The three 2,5 amino and methyl substituted 
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pyridines, exhibited a distinct change in both packing and form, not merely from inclusion of 

an amino group as seen for the 2,6 substitutions, but also dependent on its substitution position. 

The newly solved structure, 52AMP:HF, forms a hydrogen fumarate salt with acid chains 

similar to 26L:HF, while the related 25AMP and 25L systems both form cocrystals of salts 

with strong b-a-b units, as seen for all of the 26AMP systems, which are linked by 

fumarate/FA acid chains. This seemingly structurally sensitive variation in packing contrasts 

with a high consevation of key patterns, such as the b-a-b unit and two forms of acid chains, 

leading to the broad searches of the CSD in chapter 6 to determine their wider incidence. 

Although the trend of crystal form versus ΔpKa was as expected for salts and cocrystals, the 

key difference between the fumarate/FA and succinate/SA sets, the nature of the acid chain, 

was unanticipated given the small difference between coformer molecules. The mixed 

ionic/neutral form of the acid chain is integral to the fumarate/FA cocrystals of salts but are 

not seen at all within the succinate/SA set. 

The recent work within NMR crystallography focuses on continually improving the 

depth and detail that can be determined about a system, from structure to dynamics, but also 

pushing the limits of structure solution in the absence of SXRD to allow analysis of 

increasingly complex systems. This is aided by ongoing work to increase resolution within 

the experimental solid-state NMR, particularly for 1H linewidths, to allow a full assignment 

of resonances and structural structural characterisation for large, fully protonated systems. The 

development of ultrafast MAS (up to 111 kHz) has done a great deal to facilitate this but 

continual pulse sequence development also plays a significant role.240 As well as improved 

1H-1H decoupling strategies, there is also a move to develop recoupling methods to allow fine 

measurements of dipolar couplings and distances.236, 241, 242 This allows more precise 

constraints to be determined, aiding structure solution from PXRD,243, 244 informing CSP 

methods245 and distinguishing between crystal forms236 or desmotrophs.241 

In some instances, XRD is not feasible, making the precision of the parameters and 

constraints determined from complementary methods of even greater importance to the quality 

of the structural model that can be developed. A range of strategies can be adopted, depending 
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on the system, with the application of 14N NMR shifts, as discussed in chapter 6, one method 

to qualitatively determine crystal form for amine chemical environments. In instances of 

dealing with nanocrystalline structures, electron diffraction has been employed, with an NMR 

Crystallography approach applied to confirm atomic assignments between similar weight 

atoms (C/N/O) as well as place protons within the structure.246 Alternatively, no diffraction 

can be used but instead DFT calculations can be utilised to link experimental NMR parameters 

to trial structures, developed through either CSP methods or chemical intuition.245 

As computational methods provide the link between complementary techniques, the 

accuracy of the calculations is an integral factor in the characterisation. Attempting to 

understand and resolve instances where the computational approach is insufficient or 

innacurate is therefore key to progress. In the case of the OH···O hydrogen bond 1H chemical 

shift discrepancy identified throughout this thesis, it would be interesting to investigate the 

temperature dependence226-233 to see if there are marked differences for the fumaric acid OH 

1H resonances as compared to the NH+ 1H resonances. The inclusion of temperature effects 

into calculations presents a number of challenges,99 particularly for more complex systems, 

but they are integral for probing phase transitions and dynamics, which may be key to 

understanding the source of a systems properties.247 

Application of a combined approach to structural characterisation is progressing in 

terms of both its power to elucidate the structure of complex systems and the insight provided 

into their formation and its relation to their physical properties, allowing for corresponding 

development in crystal engineering. 
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Figure A1.1: Convergence of energy with decreasing k-point spacing in the DFT (CASTEP) 

calculations for the literature structure (181445). 
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Table A1.1: Comparison of the fractional coordinates of the atoms in the asymmetric unit of the 26L:HF structure, 

for the literature structure (181445) and the Rietveld refined positions for the high-resolution synchrotron 

structure. All atoms have an occupancy of 1. 

 181445a MACb RT 

Atom x y z x y z Uiso (Å
2) 

O1 0.30136(14) 0.86276(9) 0.01990(17) 0.2978(3) 0.86374(19) 0.0178(4) 1.94(10) 

O2 0.08188(14) 0.81554(9) −0.02052(18) 0.0775(3) 0.81443(19) −0.0284(4) 2.16(10) 

O3 0.26795(17) 0.85651(10) 0.66876(19) 0.2681(3) 0.85867(19) 0.6752(4) 2.11(10) 

O4 0.4098(2) 0.96976(12) 0.6903(2) 0.4088(4) 0.9681(2) 0.6951(4) 4.72(14) 

C8 0.20194(19) 0.84136(12) 0.0809(3) 0.1995(5) 0.8439(3) 0.0910(7) 0.50(15) 

C9 0.22464(19) 0.84836(12) 0.2866(3) 0.2125(5) 0.8436(3) 0.3025(7) 0.79(14) 

C10 0.3156(2) 0.90267(12) 0.3964(3) 0.3197(4) 0.9004(3) 0.3671(6) 0.63(15) 

C11 0.3358(2) 0.91336(13) 0.6002(3) 0.3371(5) 0.9148(4) 0.5902(8) 3.4(2) 

N −0.15263(17) 0.77978(10) 0.0572(2) −0.1491(4) 0.7833(4) 0.0584(5) 1.21(12) 

C1 −0.0946(2) 0.62644(14) 0.0555(3) −0.0866(4) 0.6209(3) 0.0576(5) 0.84(14) 

C2 −0.1951(2) 0.69710(13) 0.0642(3) −0.1890(6) 0.6934(4) 0.0580(5) 1.03(14) 

C3 −0.3288(2) 0.68343(15) 0.0810(3) −0.3259(6) 0.6775(3) 0.0848(5) 1.06(14) 

C4 −0.4131(2) 0.75330(16) 0.0901(3) −0.4180(4) 0.7533(4) 0.0897(5) 0.23(15) 

C5 −0.3655(2) 0.83706(15) 0.0812(3) −0.3703(6) 0.8387(4) 0.0726(6) 2.82(16) 

C6 −0.2335(2) 0.85013(13) 0.0628(3) −0.2317(7) 0.8548(4) 0.0597(6) 2.97(18) 

C7 −0.1739(3) 0.93811(14) 0.0482(4) −0.1618(4) 0.9432(3) 0.0620(5) 0.58(14) 
a Structure determined by Pan et al.139 
b Multi-Analysing Crystals, high resolution synchrotron scan 

 

 

 

 

 

 

 

 

 

 
Table A1.2: Crystallographic data, instrumental parameters and final residuals for Rietveld refined 

model of 26L:HF against high-resolution synchrotron data recorded at 300 K. 

Formula (Z = 4) C11H13O4N 

a (Å) b (Å) c (Å) β (°) V (Å3) 

9.906752(18) 15.35923(3) 7. 501959(12) 107.78973(12) 1086.917(4) 

Number of parameters 

refined 
96 Space group P21/c 

Scale factor 0.0000698(2) Zero point −0.00237(2) 

PseudoVoigt peak 

width parameters (°2) 
U 0.00229(8) V −0.00007(2) W 0.00250(4) 

Rwp 10.11 % Rp 7.66 % 

Rexp 3.07 % Rbragg 5.59 % 
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Table A1.3: Longer-range C···H proximities between 1.2 and 2.8 Å for 26L:HF. 

a H-H distances are taken from the DFT (CASTEP) optimised structure. Intermolecular proximities are denoted using italic font. 

 

 

 

 

 

 

 

 

 

 

 

 

 

C 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) H  𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) Separationa (Å) 

C1 152.6 

H10 17.7 2.11 

H4 2.1 2.12 

H6 2.1 2.13 

H1 6.3 2.15 

H5 2.1 2.15 

C2 123.8 
H2 7.0 2.16 

H6 2.1 2.69 

C3 146.4 
H3 7.9 2.17 

H1 6.3 2.17 

C4 128.2 
H2 7.0 2.14 

H9 2.1 2.64 

C5 152.6 

H10 17.7 2.09 

H9 2.1 2.13 

H7 2.1 2.14 

H3 7.9 2.15 

H8 2.1 2.15 

C6 19.6 
H10 17.7 2.60 

H1 6.3 2.77 

C7 19.6 
H10 17.7 2.57 

H3 7.9 2.77 

C8 173.4 

H11 7.9 2.21 

H13 15.8 2.38 

H10 17.7 2.53 

H12 7.0 2.75 

C9 142.7 H12 7.0 2.13 

C10 132.4 H11 7.9 2.12 

C11 169.9 

H13 15.8 2.00 

H12 7.0 2.19 

H11 7.9 2.73 

H2 7.0 2.79 
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Table A1.4: The fractional coordinates of the atoms in the asymmetric unit of the 26L:HF structural 

model refined against high-resolution synchrotron data recorded at 100 K (see Fig. 3.6). 

Atom x y z Uiso (Å2) 

O1 0.2015(7)  0.3633(4) 0.9938(8) 1.6(2) 

O2 0.4325(7)  0.3129(4)  1.0401(8) 0.50(19) 

O3 0.2306(6) 0.3553(4)  0.3237(8) 0.54(18) 

O4 0.0971(7)  0.4692(4)  0.3150(8) 0.9(2) 

C8 0.3048(12)  0.3378(6) 0.9306(16) −0.5(3) 

C9 0.2836(10)  0.3391(6)  0.7157(14) 0.1(3) 

C10 0.1838(10)  0.4028(7)  0.6286(14) 1.3(3) 

C11 0.1764(11)  0.4102(9)  0.4447(19) 4.6(4) 

N 0.6530(8)  0.2762(7)  0.9528(10) 1.1(2) 

C1 0.6990(13)  0.1914(8) 0.9569(13) 2.5(3) 

C2 0.8357(13)  0.1713(6)  0.9261(11) 1.7(3) 

C3 0.9130(9)  0.2484(8)  0.9087(12) 0.3(3) 

C4 0.8719(11)  0.3396(7)  0.9228(12) −0.1(3) 

C5 0.7304(13)  0.3594(7)  0.9383(13) 2.0(3) 

C6 0.5933(7)  0.1099(5)  0.9585(9) −2.3(2) 

C7 0.6668(9)  0.4436(6) 0.9566(10) −0.5(3) 

 

 

 

 

 
Table A1.5: Crystallographic data, instrumental parameters and final residuals for Rietveld refined 

model of 26L:HF against high-resolution synchrotron data recorded at 100 K. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Formula (Z = 4) C11H13O4N 

a (Å) b (Å) c (Å) β (°) V (Å3) 

9.83062(5) 15.16849(9) 7.48175(3) 108.8958(4) 1055.524(9) 

Number of parameters 

refined 
96 Space group P21/c 

Scale factor 0.00000729(5) Zero point −0.00232(6) 

PseudoVoigt peak 

width parameters (°2) 
U 0.0037(3) V −0.00018(6) W 0.0025(2) 

Rwp 19.37 % Rp 14.95 % 

Rexp 18.88 % Rbragg 4.92 % 
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Table A1.6: GIPAW calculated chemical shifts for the CCDC structure 181445 of 26L:HF and 1876100 and the 

difference between them. 

 

 

 

 

 

 

Atom 181445 𝛅𝒊𝒔𝒐
𝒄𝒂𝒍𝒄

  (ppm) 1876100 𝛅𝒊𝒔𝒐
𝒄𝒂𝒍𝒄

  (ppm) Δ𝛅𝒊𝒔𝒐
𝒄𝒂𝒍𝒄

  (ppm) 

H4/H5/H6 2.1 2.1 0.0 

H7/H8/H9 2.1 2.1 0.0 

H1 6.3 6.4 0.0 

H2 6.9 6.8 0.0 

H12 7.5 7.5 0.0 

H3 7.9 7.9 0.0 

H11 8.0 8.0 0.1 

H13 17.7 17.6 −0.1 

H10 17.7 17.9 0.2 

C7 14.3 14.6 0.3 

C6 15.5 16.1 0.6 

C2 124.3 124.7 0.3 

C4 129.1 129.3 0.1 

C10 134.7 135.1 0.3 

C9 145.3 144.9 −0.4 

C3 145.8 145.5 −0.3 

C5 152.4 152.1 −0.3 

C1 152.6 152.6 0.1 

C11 172.3 172.5 0.2 

C8 175.2 175.4 0.2 

Figure A1.2: Graphs showing the change in the value of the unit cell parameters of 2,6-lutidinium 

hydrogen fumarate with temperature. MAC refers to high resolution synchrotron PXRD data recorded 

with a Multi-Analysing Crystal detector. 
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Figure A1.3: Simulated PXRD patterns of 2,6-lutidinium hydrogen fumarate for the CCDC structures 

181445 (purple) and 1876100 (blue). 

Figure A1.4: A 1H (500 MHz)-13C CP (200 μs) HETCOR MAS (12.5 kHz) NMR spectrum of 2,6-

lutidinium hydrogen fumarate with fumaric acid present. The dashed grey lines show the CH 

correlation for the fumaric acid backbone. The base contour level is at 6.2% of the maximum peak 

height. 
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Figure A1.5: Solution-state 1H (400 MHz, one pulse) NMR spectra of 2,6-lutidinium hydrogen 

fumarate dissolved in d6-DMSO. A sample made up freshly from a single crystal is shown in red and 

a sample made up from a powder that had been stored under ambient conditions for more than 2 weeks 

is shown in blue. The doublet at 7.01 ppm corresponds to H1 and H3 on 2,6-lutidine and the singlet at 

6.61 ppm corresponds to H11 and H12 on fumaric acid. 

Figure A1.6:DSC of small plate crystals of 2,6-lutidinium hydrogen fumarate recorded on a TA 

Instruments DSC 2000 with a ramp of 10°C/min from 20-180°C. 
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A2 Exploring the Polymorphism of 2-Amino-6-

Methylpyridine Salts 
 

 

 

 

 

 

Figure A2.1 TGA of 26AMP:F0.5:(H2O)2 and 26AMP2:F:FA0.5 recorded on a on a 

Mettler Toledo Stare instrument with a ramp of 10°C/min from 25-250°C. 

A8 

Table A2.1 Comparison of the fractional coordinates of the atoms in the asymmetric 

unit of 26AMP2:F:FA0.5, 26AMP2:F:H2O  and 26AMP:F0.5:(H2O)2 and the 

Rietveld refined O and N atomic positions for the RT PXRD, alongside 

thermal parameters following refinement. 

A9 

Table A2.1 Crystallographic data, instrumental parameters and final residuals for 

multiphase Rietveld refined model of 26AMP2:F:FA0.5, 26AMP2:F:H2O  

and 26AMP:F0.5:(H2O)2 against RT PXRD 

A10 

Table A2.2 A comparison of GIPAW calculated 1H shifts (in ppm) for crystal 

structures* of 26AMP2:F:H2O  that were recorded at a range of 

temperatures, alongside a calculation with the water molecules removed. 

A11 

Figure A2.1: Variation in Rint throughout SXRD data collection for a single crystal, initially 

26AMP:F0.5:(H2O)2, when fmeasured at 67 °C (top) and at 77 °C (bottom). 
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Table A2.1: Comparison of the fractional coordinates of the atoms in the asymmetric unit of 

26AMP2:F:FA0.5, 26AMP2:F:H2O and 26AMP:F0.5:(H2O)2 and the Rietveld refined O and N atomic 

positions for the RT PXRD, alongside thermal parameters following refinement. 

 26AMP2:F:FA0.5
 Refined model 

Atom x y z x y z Uiso (Å2) 

O1 0.37952(12) 0.11147(9) 0.83926(7) 0.38(5) 0.11(5) 0.81(5) 10(2) 

O2 0.67553(12) 0.02884(10) 0.76120(7) 0.68(10) 0.03(5) 0.77(6) 11(2) 

C1 0.54482(16) 0.04213(12) 0.84075(9) - - - 14(5) 

C2 0.56072(16) −0.02188(12) 0.95115(10) - - - 5(2) 

O5 0.19028(13) 0.36447(11) 0.12566(8) 0.18(10) 0.38(10) 0.14(6) 16(3) 

O6 0.38911(13) 0.37955(11) −0.03399(8) 0.3(1) 0.4(1) 0.22(8) 16(4) 

N1 0.66166(14) 0.24883(10) 0.05658(8) 0.66(10) 0.26(6) 0.05(7) 3(2) 

N2 0.46015(15) 0.24424(12) 0.22839(9) 0.47(10) 0.22(6) 0.22(8) 12(3) 

C9 0.62806(17) 0.21972(12) 0.16798(10) - - - 17(6) 

C5 0.23273(16) 0.40386(12) 0.02579(10) - - - 10(5) 

C6 0.08578(17) 0.48536(12) −0.02574(10) - - - 17(6) 

C10 0.77339(19) 0.16306(15) 0.21417(11) - - - 18(6) 

C11 0.9419(2) 0.13692(16) 0.14529(13) - - - 9(3) 

C12 0.82896(18) 0.22285(13) −0.01318(11) - - - 8(4) 

C13 0.97145(19) 0.16613(15) 0.02955(12) - - - 9(3) 

C14 0.8427(2) 0.26011(17) −0.13444(11) - - - 5(3) 

O9 0.39381(14) 0.25840(9) 0.47192(7) 0.39(7) 0.25(5) 0.46(5) 9(2) 

O10 0.33652(14) 0.23856(9) 0.65853(7) 0.29(8) 0.26(6) 0.66(5) 15(3) 

N5 0.23035(15) 0.54019(10) 0.50389(9) 0.22(1) 0.55(6) 0.49(7) 6(3) 

N6 0.05704(18) 0.49777(12) 0.67492(10) 0.08(10) 0.50(9) 0.67(5) 9(2) 

C21 0.40103(18) 0.18833(12) 0.55826(10) - - - 7(2) 

C22 0.48788(19) 0.03523(12) 0.54531(10) - - - 12(3) 

C25 0.09224(18) 0.58663(13) 0.59881(11) - - - 3(3) 

C26 0.28134(19) 0.62337(14) 0.42207(11) - - - 9(4) 

C27 0.1853(2) 0.76089(15) 0.43469(13) - - - 0.05(18) 

C28 −0.0096(2) 0.72865(14) 0.61205(12) - - - 10(4) 

C29 0.0370(2) 0.81219(14) 0.53035(14) - - - 7(3) 

C30 0.4403(2) 0.55465(16) 0.32465(12) - - - −3(2) 

 26AMP2:F:H2O     

O1 0.34922(15) 0.73502(10) 0.56790(7) 0.35(8) 0.69(7) 0.55(5) -2(3) 

O2 0.29036(16) 0.77200(10) 0.39158(7) 0.37(12) 0.73(9) 0.42(9) 8(4) 

O5 0.20760(15) 0.30579(12) −0.05622(7) 0.13(11) 0.26(8) -0.11(7) 4(3) 

O9 0.0383(2) 0.89385(13) 0.24187(10) 0.03(12) 0.88(1) 0.26(8) 7(4) 

N1 0.23302(15) 0.45753(11) 0.50131(8) 0.24(24) 0.49(7) 0.50(12) 19(7) 

O6 0.24558(19) 0.38997(14) 0.11610(8) 0.32(2) 0.40(9) 0.11(9) 9(4) 

N5 0.52348(15) 0.21258(11) 0.02084(8) 0.57(9) 0.23(9) 0.05(11) 2(4) 

N6 0.48721(19) 0.21860(14) 0.19408(9) 0.4(3) 0.26(5) 0.17(3) 12(6) 

N2 0.2710(2) 0.49478(15) 0.33153(10) 0.27(6) 0.47(11) 0.32(9) 5(4) 

C1 0.36265(18) 0.81125(13) 0.49392(9) - - - -10(3) 

C21 0.58248(18) 0.18941(13) 0.12784(10) - - - -9(3) 

C5 0.17158(19) 0.38017(14) 0.01407(10) - - - -5(3) 

C9 0.22885(18) 0.40633(14) 0.39914(10) - - - 19(10) 

C10 0.19386(18) 0.37673(14) 0.57774(11) - - - -10(2) 

C22 0.60609(19) 0.18248(13) −0.05577(11) - - - -2(6) 

C2 0.47632(19) 0.95706(13) 0.53315(10) - - - -1(3) 

C6 0.0299(2) 0.46171(15) −0.03059(11) - - - -5(3) 

C11 0.1809(2) 0.26156(15) 0.37111(12) - - - -9(3) 

C12 0.2072(3) 0.45100(16) 0.68632(12) - - - -6(3) 

C23 0.7399(2) 0.13253(16) 0.16106(13) - - - 2(3) 

C13 0.1472(2) 0.23661(15) 0.55138(13) - - - 19(9) 

C24 0.7566(2) 0.12533(16) −0.02446(14) - - - -4(5) 

C25 0.5237(3) 0.21729(19) −0.16911(12) - - - 5(4) 
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C26 0.8233(2) 0.10152(17) 0.08593(15) - - - 11(5) 

C14 0.1406(2) 0.17956(15) 0.44641(14) - - - 19(11) 

 26AMP:F0.5:(H2O)2     

O1 0.10830(9) 0.35585(5) 0.14824(13) 0.19(9) 0.34(6) 0.11(9) -0.5(3) 

O2 0.24638(9) 0.46942(6) 0.26205(13) 0.27(5) 0.45(8) 0.39(12) 11(5) 

O9 0.25642(10) 0.63425(7) 0.46103(13) 0.28(6) 0.40(8) 0.37(6) 16(9) 

N1 0.29824(9) 0.22537(7) 0.25868(12) 0.23(5) 0.29(11) 0.2(2) 4(5) 

O13 0.16466(13) 0.79709(9) 0.29005(17) 0.2(1) 0.80(7) 0.4(1) 7(4) 

N2 0.45656(12) 0.33602(8) 0.37018(17) 0.5(2) 0.55(10) 0.5(2) 4(9) 

C1 0.14377(10) 0.43984(7) 0.16165(14) - - - 0.3(4) 

C2 0.05823(11) 0.50981(7) 0.05070(15) - - - 3.2(5) 

C9 0.42618(11) 0.24758(8) 0.33792(14) - - - 1(6) 

C10 0.25538(12) 0.13717(8) 0.21788(16) - - - 10(7) 

C11 0.52100(14) 0.17430(10) 0.38084(18) - - - -8(3) 

C12 0.11154(15) 0.12691(12) 0.1289(2) - - - -7(4) 

C13 0.34675(15) 0.06594(9) 0.2593(2) - - - 11(9) 

C14 0.48034(15) 0.08606(10) 0.34004(19) - - - 14(8) 

 

Table A2.1: A comparison of GIPAW calcualted 1H shifts (in ppm) for crystal structures* of AF26-

H0.5 that were recorded at a range of temperatures, alongside a calculation with the water molecules 

removed. 

Atom 
δLT Crystal 

(150 K) 

δCT Crystal 

(250 K) 

δCrystal 

(290 K) 

δHT Crystal  

(340 K) 

δDehydrated  

(290 K) 

ΔδCrystal − 

Dehydrated 

H9/H10/H11 1.3 1.3 1.4 1.4 1.7 -0.1 

H27/H28/H29 1.4 1.4 1.4 1.3 1.5 -0.3 

H5 4.4 4.3 4.2 4.3 - - 

H6 4.6 4.5 4.5 4.4 - - 

H3 5.2 5.2 5.3 5.2 5.2 0.1 

H31 5.3 5.3 5.4 5.4 5.3 0.1 

H14 5.5 5.5 5.5 5.4 6.4 -0.9 

H1 5.9 5.9 5.9 5.8 6.0 -0.1 

H16 6.2 6.2 6.3 6.3 5.1 1.2 

H33 6.4 6.3 6.4 6.5 5.4 1.0 

H13 6.8 6.8 7.0 6.8 5.2 1.8 

H35 7.3 7.3 7.4 7.3 6.4 1.0 

H17 8.5 8.5 8.7 8.4 8.8 -0.1 

H34 8.6 8.5 8.7 8.6 9.4 -0.7 

H15 9.5 9.6 9.5 9.8 10.4 -0.9 

H32 10.3 10.2 10.5 10.1 10.5 0.0 

H12 14.9 14.9 15.0 14.8 15.0 0.0 

H30 15.1 15.1 15.0 15.0 16.6 -1.6 

*Following geometry optimisation 
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Table A2.2: Crystallographic data, instrumental parameters and final residuals for multiphase 

Rietveld refined model of 26AMP2:F:FA0.5, 26AMP2:F:H2O and 26AMP:F0.5:(H2O)2 against RT 

PXRD. 

AFF26 

74 % 
Formula (Z = 3) C18H22N4O6 Scale factor 0.0009(4) 

a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 

8.521(2) 10.645(2) 12.383(4) 84.74(3) 72.77(3) 67.02(3) 987.4(5) 

AF26-H0.5 

17.5 % 
Formula (Z = 2) C16H22N4O5 Scale factor 0.0002(2) 

a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 

7.689(5) 10.022(8) 12.726(9) 93.62(7) 107.23(6) 102.62(5) 905(1) 

AF26-H2 

8.5 % 
Formula (Z = 4) C8H14N2O4 Scale factor 0.0001(1) 

a (Å) b (Å) c (Å) β (°) V (Å3) 

9.759(10) 14.30(3) 7.452(8) 96.97 (10) 1032(2) 

Number of parameters refined 165 Space groups P1̅ and P21/c Zero point 0.058(2) 

PseudoVoigt peak width parameters (°2) U 0.03(23) V 0.1(1) W 0.2(2) 

Rwp 9.33 % Rbragg
 (AFF26) 1.48 % 

Rexp 3.62 % Rbragg
 (AF26-H0.5) 3.66 % 

Rp 6.72 % Rbragg
 (AF26-H2) 1.81 % 
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A3 5-Amino-2-Methylpyridine and Related Systems 
 

 

 

 

 

 
Table A3.1: Crystallographic data, instrumental parameters and final residuals for Rietveld refined 

model of 52AMP:HF against RT PXRD 

Formula (Z = 2) C10H12O4N2 

a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 

8.0604(7) 8.24925(10) 9.563(1) 110.971(7) 92.736(7) 111.320(8) 1086.917(4) 

Number of parameters refined 68 Space group P1̅ 

Scale factor 0.0082(3) Zero point 0.1(1) 

PseudoVoigt peak width parameters (°2) U 0.02(49) V 0.4(1) W 0.1(5) 

Rwp 8.83 % Rp 6.47 % 

Rexp 2.42 % Rbragg 1.39 % 
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Table A3.2: Comparison of the fractional coordinates of the atoms in the asymmetric unit of the SXRD 

structure of 52AMP:HF and the Rietveld refined O and N atomic positions for the RT PXRD, alongside 

thermal parameters following refinement. 

 52AMP:HF Refined model 

Atom x y z x y z Uiso (Å2) 

O1 0.41329(15) 0.35567(19) 0.10896(12) 0.398(3) 0.344(2) 0.107(3) 2(1) 

O2 0.22842(14) 0.19182(17) −0.12002(13) 0.238(5) 0.194(4) −0.112(4) 11(1) 

O3 0.81193(15) 0.12732(19) −0.23797(12) 0.814(3) 0.136(3) −0.243(3) 2.8(8) 

O4 0.98512(15) 0.2864(2) −0.00397(13) 0.983(4) 0.286(3) −0.015(3) 5(1) 

C8 0.52100(19) 0.1962(2) −0.09969(16) - - - −3(1) 

C9 0.69197(19) 0.2759(2) −0.03153(16) - - - 3(1) 

C10 0.83433(18) 0.2208(2) −0.10287(15) - - - 0.1(1.4) 

C7 0.37744(17) 0.2529(2) −0.02931(16) - - - 5(2) 

N1 0.23152(16) 0.40445(16) 0.33420(13) 0.210(5) 0.364(5) 0.302(3) 6(1) 

N2 −0.13463(18) 0.08599(19) 0.44077(17) −0.127(4) 0.089(5) 0.453(6) 7(1) 

C1 0.01787(18) 0.23958(19) 0.45211(15) - - - 10(2) 

C2 0.08745(19) 0.2487(2) 0.32356(16) - - - 2(2) 

C3 0.1096(2) 0.3965(2) 0.59130(16) - - - 4(1) 

C4 0.2562(2) 0.5534(2) 0.59659(16) - - - 0.8(9) 

C5 0.31887(18) 0.55926(19) 0.46530(16) - - - −5.1(9) 

C6 0.4732(2) 0.7249(2) 0.4588(2) - - - −5(1) 

 

 

 

 

 

 

 
Table A3.3: Crystallographic data, instrumental parameters and final residuals for Rietveld refined 

model of 25L:F0.5:FA against RT PXRD 

25L:F0.5:

FA 

88.5 % 

Formula (Z = 2) C13H15O6N Scale factor 0.00553(8) 

a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 

7.3548(2) 9.1894(5) 11.6668(10) 84.375(4) 71.932(4) 89.210(3) 745.91(8) 

FA 

11.5 % 

Formula (Z = 1) C4H4O4 Scale factor 0.0002(2) 

a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 

5.248(2) 7.346(2) 4.531(1) 107.21(2) 85.87(1) 134.13(2) 117.44(7) 

Number of parameters refined 106 Space group P1̅ Zero point −0.007(54) 

PseudoVoigt peak width parameters (°2) U 0.07(21) V 0.19(4) W 0.04(21) 

Rwp 10.33 % 
Rbragg (25L:F0.5:FA) 2.51 % 

Rexp 2.05 % 

Rp 7.98 % Rbragg (FA) 1.69 % 
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Table A3.4: Comparison of the fractional coordinates of the atoms in the asymmetric unit of 

25AMP:F0.5:FA0.5 and FA, for the literature structures (RESGEC and FUMAAC01), and the Rietveld 

refined O and N atomic positions for the RT PXRD, alongside thermal parameters following refinement. 

 25L:F0.5:FA a Refined model 

Atom x y z x y z Uiso 

(Å2) 

N1 0.23324(16) 0.46707(12) 0.01520(11) 0.231(4) 0.440(4) 0.047(3) 12(2) 

C1 0.1393(2) 0.35702(15) 0.09588(15) - - - 16(3) 

C2 0.0825(2) 0.23655(16) 0.04993(18) - - - 0.3(9) 

C3 0.1283(2) 0.23059(16) −0.07278(17) - - - 16(2) 

C4 0.2315(2) 0.34413(16) −0.15410(16) - - - 2(1) 

C5 0.2796(2) 0.46406(15) −0.10516(13) - - - −0.6(9) 

C6 0.1069(3) 0.3706(2) 0.22629(16) - - - −1.2(8) 

C7 0.2923(3) 0.3384(2) −0.28885(19) - - - −0.2(9) 

O3 0.6212(2) 0.27440(14) 0.34108(11) 0.603(3) 0.283(3) 0.357(2) 14(1) 

C11 0.52934(19) 0.06933(16) 0.48610(11) - - - −0.5(9) 

C10 0.5554(2) 0.15112(16) 0.36562(12) - - - 6(2) 

O4 0.50276(18) 0.07742(13) 0.28897(9) 0.523(4) 0.086(3) 0.283(4) 6.4(7) 

O2 0.55446(15) 0.23639(10) 0.08458(8) 0.547(3) 0.227(3) 0.092(3) 11(1) 

C8 0.60715(17) 0.19655(13) −0.01985(10) - - - 6(2) 

O1 0.69539(14) 0.28229(10) −0.11184(8) 0.714(2) 0.298(3) −0.112(2) 6.2(7) 

C9 0.56341(18) 0.04391(13) −0.04050(11) - - - 9(1) 

O5 0.81194(15) 0.21625(11) −0.33431(8) 0.815(3) 0.224(2) −0.334(2) 4.7(6) 

C12 0.91716(19) 0.09677(15) −0.35453(11) - - - 0.5(10) 

O6 0.97031(16) 0.02247(12) −0.27860(9) 0.987(3) 0.034(2) −0.293(2) 9.8(8) 

C13 0.96267(18) 0.06362(16) −0.48273(11) - - - 12(2) 

 FA     

C1 0.4079 0.3804 0.4003 - - - 13(5) 

C2 0.4541 0.2185 0.4495 - - - 17(4) 

O1 0.2716 −0.0045 0.2567 0.23(2) −0.01(2) −0.08(2) 12(4) 

O2 0.6842 0.3255 0.7026 0.65(3) 0.31(2) 0.79(2) 11(5) 

C1A 0.5921 0.6196 0.5997 - - - 13(5) 

C2A 0.5459 0.7815 0.5505 - - - 17(5) 

O1A 0.7284 1.0045 0.7433 0.85(2) 1.19(1) 0.78(2) 11(5) 

O2A 0.3158 0.6745 0.2974 0.32(3) 0.72(2) 0.23(1) −0.4(30) 
a Structure determined by Haynes et al.140 

 

 

 

 
Table A3.5: Crystallographic data, instrumental parameters and final residuals for Rietveld refined 

modela of 25AMP:F0.5:FA0.5 against RT PXRD 

Formula (Z = 2) C10H12O4N2 

a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 

4.2170(2) 9.3347(8) 13.972(1) 94.150(5) 96.074(5) 90.421(7) 545.44(8) 

Number of parameters refined 68 Space group P1̅ 

Scale factor 0.0115 (3) Zero point 0.11(7) 

PseudoVoigt peak width parameters (°2) U 0.04(32) V 0.11(7) W 0.04(32) 

Rwp 13.28 % Rp 8.82 % 

Rexp 1.59 % Rbragg 5.00 % 
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Table A3.6: Comparison of the fractional coordinates of the atoms in the asymmetric unit of 

25AMP:F0.5:FA0.5 structure, for the literature structure (DUTNUC) and the Rietveld refined O and N 

atomic positions for the RT PXRD 

 25AMP:F0.5:FA0.5
a RT PXRD 

Atom x y z x y z Uiso (Å
2) 

O1 0.27081(16) 0.19332(6) 0.39352(4) 0.286(7) 0.287(2) 0.426(1) 12(1) 

O2 0.49662(14) 0.03168(5) 0.29314(3) 0.479(8) 0.056(3) 0.294(2) 13(1) 

C13 0.42204(15) 0.08387(6) 0.37847(4) - - - 14(2) 

C14 0.54504(15) −0.00956(6) 0.45556(4) - - - 13(1) 

O3 0.10076(14) 0.26911(5) 0.02053(3) 0.124(4) 0.280(2) 0.024(1) −0.09(72) 

O4 0.34405(13) 0.19338(5) 0.15605(3) 0.372(4) 0.173(2) 0.171(1) 5.8(9) 

C17 0.17514(14) 0.17185(6) 0.07482(4) - - - −1(1) 

C18 0.06922(15) 0.01973(6) 0.04396(4) - - - 6(1) 

N1 0.64925(12) 0.45378(5) 0.20997(3) 0.695(7) 0.333(3) 0.240(2) 13(1) 

N2 0.31601(12) 0.55122(5) 0.09009(3) 0.307(7) 0.623(3) 0.08(2) 11(1) 

C1 0.54215(13) 0.56996(5) 0.16485(4) - - - 1(1) 

C2 0.67623(13) 0.70674(5) 0.20110(4) - - - −5.8(9) 

C3 0.89669(13) 0.71642(6) 0.28125(4) - - - 5(1) 

C4 0.99507(13) 0.59304(6) 0.32951(4) - - - 12(1) 

C5 0.86767(13) 0.46307(6) 0.29027(4) - - - 12(1) 

C6 1.21690(15) 0.60555(7) 0.42149(4) - - - 3(1) 

a Structure determined by Hemamalini et al.141 

 

 

 

 

 

Table A3.7: GIPAW calculated 1H chemical shifts 

 𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (1H) (ppm) 

 52AMP:HF 25L:F0.5:FA 
25AMP:F0.5

:FA0.5 

Me 0.9 1.6 0.4 

 - 1.6 - 

CH 5.8 5.6 5.5 

 6.0 6.2 6.0 

 6.2 6.3 6.1 

 6.3 6.7 6.4 

    

 6.9 7.0 7.1 

 - 8.2 - 

NH2 5.2 - 6.7 

 7.0 - 9.6 

NH 15.1 13.9 14.2 

OH 18.4 14.7 16.0 

  14.8 - 
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Table A3.8: GIPAW calculated 13C chemical shifts 

 𝜹𝒄𝒂𝒍𝒄
𝒊𝒔𝒐 (13C) (ppm) 

 52AMP:HF 25L:F0.5:FA 25AMP:F0.5:FA0.5 

Me 12.9 11.8 15.8 

 - 12.1 - 

CH/C 124.5 127.5 114.5 

 125.4 137.4 122.1 

 131.7 138.6 134.7 

 135.4 138.9 138.4 

 135.9 139.1 138.4 

 143.4 141.3 138.6 

 146.3 146.0 138.6 

 - 152.5 142.8 

 - - 147.9 

COOH/− 172.7 170.0 168.2 

 173.2 170.2 172.9 

 - 173.6 - 

 

Table A3.9: GIPAW calculated 15N chemical shifts, quadrupolar parameters and calculated 14N 

shifts for each geometry optimised crystal structure, alongside the experimental 14N shifts. 

Structure NH+ 
15N 𝛅𝒊𝒔𝒐

𝒄𝒂𝒍𝒄
 

(ppm) 
𝜼𝑸 

𝑪𝑸 

(MHz)* 

𝑷𝑸 

(MHz) 

𝛅𝒊𝒔𝒐
𝑸

 

(ppm) 

14N δcalc 

(ppm) 

14N δexpt
 

(ppm) 

52AMP:HF 
N1 −170.2 0.8 −0.9 −1.0 43.6 −126.6 −126.1 

N2 −311.4 0.4 −3.6 −3.7 548.9 237.5 - 

25AMP:F0.5:

FA0.5 

N1 −216.5 0.8 1.6 1.8 127.9 −88.5 −103.8 

N2 −289.6 0.5 −3..0 −3.1 382.2 92.6 87.1 

25L:F0.5:FA N1 −175.9 0.7 0.9 0.9 34.1 −141.7 −150.0 

*A CQ scaling factor of 0.95 is employed. 
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Table A3.10: Longer-range C···H proximities between 1.2 and 3.3 Å for 52AMP:HF 

a H-H distances are taken from the DFT (CASTEP) optimised structure. Intermolecular proximities are denoted using italic font. 

C 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) H  𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) Separationa (Å) 

C1 170.6 

H3 16.8 1.99 

H2 6.1 2.20 

H1 6.1 2.70 

H8 6.1 2.99 

H10 6.1 3.16 

H7 7.1 3.29 

C2 171.7 

H1 6.1 2.21 

H3 16.8 2.30 

H12 15.0 2.63 

H2 6.1 2.71 

H11 7.1 2.84 

C3 132.5 

H1 6.1 2.11 

H9 6.1 2.98 

H8 6.1 3.29 

H3 16.8 3.29 

C4 139.7 

H2 6.1 2.11 

H11 7.1 2.98 

H13/H14/H15 1.0 3.10 

C9 147.5 

H10 6.1 2.04 

H11 7.1 2.04 

H8 6.1 2.16 

H7 7.1 2.19 

C10 138.2 

H12 15.0 2.08 

H13/H14/H15 1.0 2.13 

H9 6.1 2.14 

C11 127.0 

H9 6.1 2.15 

H10 6.1 2.62 

H2 6.1 2.90 

H13/H14/H15 1.0 3.04 

C12 127.0 

H12 15.0 2.05 

H11 7.1 2.58 

H13/H14/H15 1.0 3.17 

H10 6.1 3.30 

C13 129.9 

H8 6.1 2.15 

H13/H14/H15 1.0 2.71 

H2 6.1 2.92 

H12 15.0 3.30 

C14 12.9 

H12 15.0 2.60 

H9 6.1 2.77 

H10 6.1 3.01 

H13/H14/H15 1.0 3.17 

H1 6.1 3.17 

H11 7.1 3.25 
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Table A3.11: Longer-range C···H proximities between 1.2 and 2.8 Å for 25AMP:F0.5:FA0.5. 

a H-H distances are taken from the DFT (CASTEP) optimised structure. Intermolecular proximities are denoted using italic font. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) H  𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) Separationa (Å) 

C1 153.8 

H3 6.7 2.05 

H2 8.8 2.06 

H1 14.0 2.08 

H4 6.1 2.16 

C2 116.3 

H5 6.4 2.12 

H3 6.7 2.66 

C3 144.2 
H4 6.1 2.15 

H7/H8/H9 0.8 2.79 

C4 121.5 

H7/H8/H9 0.8 2.14 

H6 7.1 2.17 

H5 6.4 2.17 

C5 134.7 

H1 14.0 2.08 

H7/H8/H9 0.8 2.62 

C6 18.7 

H5 6.4 2.76 

H6 7.1 2.78 

C13 166.6 
H19 14.7 1.97 

H20 6.1 2.22 

C14 136.1 H20 6.1 2.10 

C17 172.7 

H23 6.1 2.22 

H19 14.7 2.55 

H1 14.0 2.57 

H2 8.8 2.60 

C18 136.1 H23 6.1 2.11 
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Table A3.12: Longer-range C···H proximities between 1.2 and 2.9 Å for 25L:F0.5:FA. 

*1H correlations written in italics correspond to those seen in both the short and long range experiments 

 

 

 

 

 

 

 

 

 

C 𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) H  𝛅𝒊𝒔𝒐
𝒆𝒙𝒑

  (ppm) Separationa (Å) 

C1 152.4 

H10 14.3 2.07 

H4/H5/H6 1.8 2.12 

H1 6.4 2.14 

C2 128.1 

H2 7.1 2.16 

H4/H5/H6 1.8 2.80 

C3 146.9 
H1 6.4 2.17 

H7/H8/H9 1.8 2.83 

C4 136.0 

H7/H8/H9 1.8 2.13 

H2 7.1 2.15 

H3 8.1 2.19 

C5 142.5 

H10 14.3 2.07 

H7/H8/H9 1.8 2.61 

C7 16.8 

H2 7.1 2.76 

H3 8.1 2.78 

C8 173.5 

H11 5.6 2.20 

H10 14.3 2.36 

H12 13.4 2.50 

H14 13.4 2.51 

C9 136.0 

H11 5.6 2.11 

H14 13.7 2.83 

C10 169.8 

H12 13.4 1.95 

H13 6.4 2.17 

C11 136.0 H7/H8/H9 1.8 2.90 

C12 169.8 

H14 13.7 1.96 

H15 6.4 2.21 

C13 136.0 

H15 6.4 2.11 

H13 6.4 2.85 
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A4 Comparisons Identifying Crystal Forms and 

Structural Patterns 
 

 

 
Table A4.1: CSD codes of the additional 56 structures downloaded from the CCDC for determination 

of 14N GIPAW calculated shifts. 

ABAQEB CUVDUT LOHJAU RESHIH 

ABEKUN03 DIFNUC LOHLIE RETZEW 

ABELAU01 DIGCUS MOGWAI TOYGOF02 

ABUDEI EKEPEP ONAPID UMININ 

ACACEO FICTAO RAKQAV04 WIDDES 

APALIN GAHFAX RESFIF WOPZUW 

AXUFUV GODNAO RESFOL WOQBOT 

BANCID GODNES RESFUR YEPCOM 

BATYAZ01 GODNIW RESGAY ZITZAD 

BATYIH01 GOJQAY RESGIG CIRXAD 

BEBTIB GUKWIT RESGOM EXUQUJ 

BEVXEH HOGFOA RESGUS GANYAW 

BICQAH LADDEB RESHAZ XEJXIU 

BIDWAN LATSUW RESHED XEJXAM 

 

 

Table  A4.1 CSD codes of the additional 56 structures downloaded from the CCDC for 

determination of 14N GIPAW calculated shifts. 
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Figure A4.1 Experimental PXRD pattern of P35L:F presented alongside the simulated 

powder pattern for RESHED. 

A21 

Figure A4.2 1H (600 MHz) one-pulse MAS (60 kHz) spectrum of P35L:F with a stick 

spectrum corresponding to GIPAW calculated chemical shifts for the 

geometry optimised crystal structure of RESHED. 

A21 

Figure A4.3 Comparison of 1H-13C CP-MAS (12.5 kHz) spectra of 25AMP:F0.5:FA0.5 

(left) and 26AMP:F0.5:(H2O)2 (right) recorded at 11.7 T (top) and 14.1 T 

(bottom), corresponding to a 1H Larmor frequency of 500 MHz and 600 

MHz, respectively. Insets are zoomed regions for the peaks discussed in the 

main text 
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Figure A4.1: Experimental PXRD pattern of P35L:F presented alongside the simulated powder pattern 

for RESHED. 

Figure A4.2: 1H (600 MHz) one-pulse MAS (60 kHz) spectrum of P35L:F with a stick spectrum 

corresponding to GIPAW calculated chemical shifts for the geometry optimised crystal structure of 

RESHED. 
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Figure A4.3: Comparison of 1H-13C CP-MAS (12.5 kHz) spectra of 25AMP:F0.5:FA0.5 (left) and 

26AMP:F0.5:(H2O)2 (right) recorded at 11.7 T (top) and 14.1 T (bottom), corresponding to a 1H Larmor 

frequency of 500 MHz and 600 MHz, respectively. Insets are zoomed regions for the peaks discussed in 

the main text. 



 

 

 

Summary of the multicomponent crystal systems studied within this work. All names are given relative 

to a single base molecule whereas the stoichiometric ratio is here given in terms of the asymmetric unit. 

Coloured boxes indicate the groups in which the structures were introduced in Chapter 3 (red), Chapter 

4 (blue) and Chapter 5 (yellow). 


	Insert from: "WRAP_Coversheet_Theses_PhD.pdf"
	http://wrap.warwick.ac.uk/148414


