
IEEE ROBOTICS AND AUTOMATION LETTERS. PREPRINT VERSION. ACCEPTED JANUARY, 2021 1 

  

Abstract—Standardized acquisitions and diagnoses using 

robots and AI would potentially increase the general usability and 

reliability of medical ultrasound. Working towards this prospect, 

this paper presents the recent developments of a standardized 

acquisition workflow using a novel dual-probe ultrasound robot, 

for a project known as intelligent Fetal Imaging and Diagnosis 

(iFIND). The workflow includes an abdominal surface mapping 

step to obtain a non-parametric spline surface, a rule-based end-

point calculation method to position each individual joint, and a 

motor synchronization method to achieve a smooth motion 

towards a target point. The design and implementation of the 

robot are first presented in this paper and the proposed workflow 

is then explained in detail with simulation and volunteer 

experiments performed and analyzed. The closed-form analytical 

solution to the specific motion planning problem has demonstrated 

a reliable performance controlling the robot to move towards the 

expected scanning areas and the calculated proximity of the robot 

to the surface shows that the robot maintains a safe distance while 

moving around the abdomen. The volunteer study has successfully 

demonstrated the reliable working and controllability of the robot 

in terms of acquiring desired ultrasound views. Our future work 

will focus on improving the motion planning, and on integrating 

the proposed standardized acquisition workflow with newly-

developed ultrasound image processing methods to obtain 

diagnostic results in an accurate and consistent way. 

 

Index Terms—Medical robots and systems, motion and path 

planning, software-hardware integration for robot systems 

 

I. INTRODUCTION 

edical ultrasound is an important imaging modality which 

can provide real-time evaluation of patients. Compared 

with many other modalities, an ultrasound scan is easy to 

perform, substantially lower in cost, and it does not use harmful 

ionizing radiation. The research interest in robotizing 

ultrasound systems has always been a popular topic since the 

late 1990s within the European Union, North America, and 

Japan. This was because robotized ultrasound systems could 
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potentially solve the deficiencies of the on-site manual 

manipulation of hand-held probes, such as difficulties of 

maintaining accurate probe positioning for long periods of time 

using human hands [1] and the requirements for experienced 

sonographers to be on-site [2]. Therefore, many proposed 

robots were mainly designed in the typical master-slave 

configuration, whereby the master-side sonographer can be in a 

remote location to perform the examination and a slave-side 

robot driving the ultrasound probe mimics the movements of 

the remote sonographer [3, 4]. These robotic ultrasound 

systems presented in the literature were mainly designed for 

diagnostic purposes but a few of them were also aimed at the 

assistance of needle insertions, interventional procedures, or 

open surgeries when ultrasound is used for guidance.  

However, remote controlled ultrasound systems using robots 

with the master-slave configuration are still not adequate to 

solve the problem of general usability and reliable acquisition 

of ultrasound as they still require a manual control approach 

which is tedious, time consuming, and most of all experience-

dependent. To facilitate autonomous and standardized 

ultrasound acquisition using machine intelligence, several 

works explore visual servoing techniques for tracking particular 

features, e.g., tracking the carotid artery using an extracorporeal 

ultrasound robot [5] and automatic scanning of the carotid 

artery using motion compensation [6]. Introduced by Wang et 

al., an automatic acquisition workflow for cardiac images using 

an intra-operative ultrasound robot has been studied in [7, 8]. 

The workflow includes the use of an ultrasound view planning 

platform, an auto-adaption algorithm of patient-specific data, 

and different probe tracking methods. Similarly, the workflow 

with pre-planning, patient-specific geometry adaption, and the 

according robotic control has also been studied by Esteban et al. 

for ultrasound-guided facet joint insertion [9]. 

Aiming at automated ultrasound examination in a uniform 

way, the iFIND (intelligent Fetal Imaging and Diagnosis) 

project is a recent ongoing research project that relates to the 

use of robotic systems to assist ultrasound examinations. The 
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project aims to improve the accuracy of routine 18-20 week 

screening in pregnancy by developing new computer-guided 

ultrasound technologies using multiple probes that will allow 

screening of fetal abnormalities with the assistance of robotics 

and AI. This was motivated by evidence that the diagnostic 

accuracy and sensitivity of ultrasound can be limited by 

technical restraints in the imaging. There is also strong evidence 

of major regional and hospital-specific variation in prenatal 

detection rates of major anomalies [10, 11].  

With the rapidly growing field of image processing and 

machine learning techniques, several innovative deep learning-

based ultrasound processing methods for fetal imaging have 

been proposed by the project, e.g., view detection [12] and 

shadow detection [13]. Moreover, our previous works have 

demonstrated the transformative value of using multiple probes 

or images to achieve extended field of view and improved 

quality, e.g., complete fetal head compounding [14] and 

quantification of placenta [15]. Working towards intelligence 

and autonomy, the combined use of these image processing 

techniques with robotic technology [16] would be a critical step 

as only a robotized tool can hold multiple probes accurately, 

facilitate standardization, and operate those computer-based 

algorithms in an executable way. Therefore, the aim of our 

robotic development has been set with the following 

requirements: (1) to be able to hold and manipulate multiple 

probes to reach target locations in flexible and safe manners; (2) 

to be able to operate the robot in a standardized way in 

acquisition to allow future integration with proposed ultrasound 

processing methods.  

To provide a robotic tool to demonstrate the potential 

integrations, a dual-arm robot was decided to be the initial 

research object and this paper reports the design of the robot to 

meet the manipulation requirements and the motional planning 

approach to facilitate standardization. Compared with most of 

the other previous works on robotic ultrasound, the proposed 

system is the first dual-probe diagnostic robot, and it was 

designed to operate in a standardized way to integrate the newly 

developed ultrasound processing methods.  

II. DESIGN AND IMPLEMENTATION OF THE ROBOT 

A. Mechanical Design 

An overview of the proposed robotic system is shown in  

Fig. 1. The final design of the dual-probe ultrasound robot has 

17 degrees-of-freedom (DOFs) with two arms holding and 

controlling two ultrasound probes.  

 
A side-mounted gantry system over the patient supported by 

a trolley system, with the two arms attached to the gantry 

coming in from the feet end, was configured as the working 

pose of the robot. The system includes one translational DOF 

for the gantry (J0) driven by a linear belt mechanism, three 

rotational DOFs (J1, J2, and J3) for each of the arms driven by 

worm gear and gear train mechanisms, and five rotational DOFs 

(J4, J5, J6, J7, and J8) for each of the end wrist units driven by 

worm gear and gear train mechanisms. The redundant DOFs in 

the system were designed to allow the two ultrasound probes to 

be positioned and orientated flexibly while at the same time not 

colliding with each other. The total weight of the end wrist unit, 

which is normally positioned in close contact with patients, is 

less than 2 kg and the length of the unit is about 25 cm. 

B. Safety features 

1) Spring-ball based mechanical clutch: The mechanical safety 

of the proposed robot was emphasized with clutch mechanisms 

incorporated into J1 – J5, to limit the allowable force applied to 

the patient, the nearby health professionals and adjacent 

equipment when the robot is in action. An example clutch 

configuration (for J2) is shown in Fig. 2(a). In the design, ball-

spring pairs are inserted into the clutch detent holes. When the 

clutch is engaged, the inner clutch and the outer clutch are 

tightly locked, pushed by the preloaded spring. The inner and 

outer clutch would rotate simultaneously. When excessive 

torque is exerted on the joint, the clutch mechanism is triggered, 

which stops the torque transmission from the outer to the inner 

clutch with the balls pushed out from the detent holes. If the 

torque on the inner clutch decreases, the balls would re-engage 

and move into the next detent holes, locking the clutch again. 

Otherwise, the ball-spring pairs would keep rotating with the 

inner clutch and no torque is transmitted. Therefore, the torque 

is strictly limited to a safe threshold mechanically. Clutches that 

prevent excessive vertical force were designed based on our 

previous study [17], and clutches for the horizontally actuated 

joints were designed based on practical trials to ensure they are 

limited to generate tolerable force/torque when colliding with 

operators or equipment. 

 
When the clutch is not triggered, the detent structure is in its 

engaged position with the ball held by a preloaded spring 

compressed by the clutch cover (Fig. 2(b)). The preload is 

denoted as P0 and the radius of the ball is denoted as R. The 

detent case contains the vertical compression spring with a 

spring constant k. When excessive force occurs, the detent 

slider slides horizontally over the detent case until the ball 

completely comes out from the detent hole. These two parts 

 
Fig. 1.  Illustration of the iFIND dual-probe ultrasound robot: (a) schematic 

representation with joint definition and (b) the implementation of the system. 
 

 
Fig. 2.  Illustration of the spring-ball based mechanical clutch: (a) design of 

the clutch joint and (b) the explanation of the disengage mechanism. 
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develop a horizontal shear force Fs  between them. Inside of the 

slider is the conical notch with its radius denoted as w, which 

generates the reaction force FR in the angle of θ. During the 

triggering process, the horizontal force can be calculated based 

on the analysis in [17]. This is decided by the radius of the steel 

ball, conical notch radius, spring constant and the preload 

resulted from the initial compression. The triggering torques of 

J1 – J5 and the clutch parameters are summarized in Table I.  

 
2) Customized multi-axis force/torque sensor: customized 

six-axis force/torque sensor was designed. The proposed sensor 

can be clamped to hold the ultrasound probe. The sensor 

consists of two pieces which can form an 8-legged Stewart 

platform, as shown in Fig. 3. Each leg works as a cantilever 

beam to allow for a measurable displacement under an external 

load. The displacements of the legs were measured with eight 

light intensity-based optoelectronic sensors. The sensor was 

calibrated and compared to the ATI Mini40 sensor by 

measuring sequences of forces and torques, and the maximum 

errors of force/torque components (Fx, Fy, Fz, Mx, My, Mz) were 

found to be 16.3%, 20.0%, 27.5%, 20.5%, 21.6%, and 14.9% 

when compared with a commercial force/torque sensor. Details 

of the design, analysis and discussion of the sensor can be found 

in our previous publication [18]. The proposed sensor is 

intended to be used together with a force control scheme to 

measure and regulate the contact force between the ultrasound 

probe and the abdominal tissues. It has been demonstrated that 

the robot is able to slide across the surface while maintaining 

contact with and normal alignment to the surface at a desired 

target axial force, as illustrated in our previous work [19].   

 
3) Additional safety features: the electrical system of the 

robot has been carefully designed by including noise-reduction 

components, power dissipation components, a safety relay, and 

a user-controllable emergency button. The robot will stop 

moving immediately if the emergency button is pressed. Both 

the patient and the operator have access and the operator should 

reset the robot after the concern is addressed. In terms of 

software, safety control has been implemented with the 

capability to predict and indicate potential collisions of the two 

probes during the movements of the robot. This will provide the 

user with a warning signal in the display panel of the software. 

Moreover, a specially designed initial calibration sequence 

using homing sensors in each joint was implemented to allow 

the robot to be automatically initialized and recovered from 

failure modes. 

C. Software and Control Inputs 

The basic control of the robot can be done by operating the 

custom-written software (Fig. 4(a)), which includes the 

function to load an abdominal surface, read force sensing values, 

control each joint’s movement and probe’s movement based on 

the kinematics. A customized control panel (Fig. 4(b)) was 

made to work as an alternative control input to work together 

with the control software. The panel includes large buttons to 

select the activated arm, a set of small buttons (yellow, blue, 

and green) to translate the probe, another set of buttons (white) 

to axially rotate the probe, a joystick to rotate the probe in 

lateral and elevational directions, and a set of LEDs to indicate 

the level of the sensed contact force in the vertical direction.   

 

III. STANDARDIZED ACQUISITION WORKFLOW 

A. Overview 

Using the proposed dual-probe robot, we have proposed the 

following standardized robotic-assisted acquisition workflow 

(Fig. 5) to deal with different shapes of the patient’s belly and 

operate the robot in a consistent way to go to a desired location.  

 
The motion planning strategy, as introduced in section III.B, 

summarizes the overall position control to move the two probes 

independently or as a single unit along the patient body without 

collisions of the arms and maintaining a safe offset of the robot 

from the patient’s abdomen. This can be combined with 

standard force control to regulate the vertical distance of the 

TABLE I 

CHARACTERISTICS OF THE PROPOSED CLUTCHES 

Parameters J3 & J4 J1 & J2 & J5 

Radius of steel ball (s) 4 mm 4 mm 

Conical notch radius (w) 3.62mm 3.815mm 

Free length of spring (l0) 15 mm 15 mm 

Spring constant (k) 2 N/mm 2 N/mm 

Spring outer diameter (d0) 8 mm 8 mm 

Compressed length of spring ( l) 4.97mm 5.11 mm 

Sliding force (Fs) 129.12N 194.58N 

Preloaded force (P0) 9.94N 10.22 N 

Triggering torque (T) 2866.46N*mm 5442.40N*mm 

 

 
Fig. 3. Diagram of the customized multi-axis force/torque sensor. 

 

 
Fig. 4. (a) The robot control software and (b) the customized control panel. 

 

 
Fig. 5. Diagram of the standardized robotic-assisted acquisition workflow. 
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probe and improve probe contact and alignment to the surface 

at a desired target axial force, as introduced in our previous 

work [19]. The abdominal surface mapping, as introduced in 

section III.C, deals with adaption to the geometric information 

of the patient’s belly. The end point calculation and joint 

synchronization are the detailed mathematical approach serving 

as the rule-based inverse kinematics and motor control method, 

as introduced in sections III.D and E.    

B. Motion Planning 

Since the robot has 17 degrees of freedom (DOFs), it is a 

complex task to control the position of the two ultrasound 

probes around the abdomen simultaneously. Sometimes the 

probes need to move independently, for example keeping one 

stationary while moving the other to a new position, but it is 

sometimes also useful to move the two as a single unit. For 

example, to maintain an extended field of view while sweeping 

along the length of a fetus, the probes need to keep the two 

images in the same plane as each other. This all needs to be 

achieved while avoiding collisions of the arms and maintaining 

a safe offset of the robot from the patient’s abdomen. 

With 17 DOFs to position the two probes, there is more than 

one way to reach each position. The aim here is to use a closed-

form solution for any target position. By doing this, we can 

ensure that there will always be a solution that, by design, 

avoids collisions of the two robot arms and maintains a safe 

clearance from the abdomen. 

 
The approach taken here is to consider the problem in two 

parts: (1) appropriate joint positions are calculated to achieve 

the end point of the movement (the target) and (2) each motor 

is moved to achieve a smooth motion towards this end point. 

The required workspace of the robot assumes an approximately 

ellipsoidal abdomen, where the probes may need to be placed 

normal to the surface anywhere on the upper half of the 

ellipsoid, and they may also need to tilt through a range of 

angles in these positions. Fig. 6 shows the robot in its neutral 

position over a model ellipsoidal surface of a typical size for a 

pregnant abdomen. In actual scanning, the shape of the 

abdominal surface can vary widely between patients and is 

therefore measured as part of the scanning protocol to assist 

with the motion planning calculations. 

C. Abdominal Surface Mapping 

The shape of a patient’s abdomen is measured prior to the 

scan using a Kinect camera. The camera data is processed using 

the Kinect Fusion software available in the Kinect for Windows 

Developer Toolkit. This software automatically creates a 

surface mesh representing the abdominal surface. The surface 

mesh is often noisy and incomplete, and it needs to be further 

processed to fill holes and ensure a smooth surface model. This 

is achieved by fitting a non-parametric spline surface to the 

recorded point data with a grid of 13´13 control points. An 

example fitted surface is shown in Fig. 7.  

 

D. End Point Calculation 

The 17 DOFs of the robot would usually allow extra 

flexibility and multiple different ways to reach a target; here 

this flexibility is constrained to ensure that the robot will be in 

a known position for any target. This is done by using each joint 

for a specific purpose in reaching a pose, and by calculating the 

joint angles in a pre-defined order.  

First, joints J4 and J5 on each arm are angled so that the end 

wrist unit (the part of the arm from J4 to the ultrasound probe), 

are positioned over the abdomen according to the angle of the 

abdominal surface. In most cases, this positions the end wrist 

tangentially to the surface. Second, with the location and 

orientation of the wrist defined, the angles of J6 to J8 are 

calculated to orient the probe to the target angle on the surface. 

These joints are on three orthogonal axes and can achieve any 

orientation that may be needed by the probe. Third, the position 

of J1 on each arm is calculated to set the correct vertical position 

of each probe. Fourth, the linear translation of the gantry is 

adjusted so that both arms are working near the center of their 

range in the head-feet direction. Finally, the positions of the 

remaining joints J2 and J3 on each arm, which together form a 

horizontal 2-bar mechanism, are calculated to set the correct 

horizontal for each probe. 

 
The most complex part of this calculation is the first step of 

setting orientations for the wrists (J4 and J5). Given a target pose 

for one of the probes, the angle of the wrist depends on the 

orientation of the surface below it, as defined by the surface 

normal at the point closest to the probe face in the target pose. 

 
Fig. 6. The neutral position of the robot during a scan. The surface of a 

pregnant abdomen is modelled here as an ellipsoid. The angle    is the 

direction of the surface normal from the vertical at a point on the surface. 

 
Fig. 7. (a) The surface of a pregnant abdomen measured with the Kinect 

camera, shown after cropping surrounding structures. (b) A non-parametric 

spline surface fitted to the mesh data. 

 
Fig. 8. Examples of the positions taken by the robot to reach different parts of 
the abdomen. The red vectors in (a) and (c) show the neutral direction of the 

right arm. The angle !"# is the angle from the neutral direction to the surface 

normal. 
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Each wrist also has a neutral orientation which is defined 

according to the direction the arm approaches the abdomen 

(shown in Fig. 8a). The normal and the neutral direction define 

two angles: !  shown in Fig. 6 and !"# shown in Fig. 8c. The 

angle of joint J4 downwards from the horizontal is set according 

to J% = 90° × &'()*°+,, where - is an adjustable parameter set to 

2. The joint J5 angle varies with !  and !"# from the neutral 

direction as follows: J. = /1 2 3 4 

×
56
67
668
:1;0° 2 <!"#<: × 2>?°@ 21;0° A !"# A 21B?°
2>?°@CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 2 1B?° D !"# A 2>?°!"# @CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC2 >?° D !"# D E>?°E>?°@CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC E >?° A !"# D E1B?°
:1;0° 2 <!"#<: × E>?°@ E1B?° A !"# D E1;0°

 

where 3 = cosF/! 4 and G is an adjustable parameter set to 5. 

For a probe placed on the top center of the abdomen, the wrist 

would be in its neutral orientation, as in Fig. 8a. As it moves 

away from the center towards the steeper sides of the abdomen, 

as indicated by the angle ! , the wrist orientation is adjusted to 

follow the surface angle (Fig. 8b-f). On the side of the abdomen 

from which the arm approaches (towards the patient’s feet), the 

wrist is not able to orient to the surface but instead angles down 

towards the surface (Fig. 8e). These wrist positions are 

designed to allow smooth transitions from one position to 

another, which allows sweeping of the probe along any line of 

the abdomen. 

E. Joint Synchronization 

Once the joint angles to reach a target position have been 

calculated, the movement is started. The motors in the robot are 

stepper motors that are controlled through a trapezoidal velocity 

sequence of acceleration to maximum speed and deceleration to 

complete a movement. To synchronize the joints and acquire a 

smooth motion, the time that each motor would take to run to 

its target position is calculated, assuming its usual maximum 

speed. This calculation allows the motor to be already running 

at a non-zero speed at the start of the movement. With these 

times calculated, the longest running time among the 17 motors 

is noted. Finally, for all the other motors, a reduced maximum 

speed is calculated so that they take the same time to reach the 

target as the slowest motor. In this way, all motors finish their 

movement at the same time. Other than this requirement for the 

motors to reach their target simultaneously, there is no 

restriction on the path taken by the probe. Therefore, 

movements are made in small steps to avoid the probes trying 

to pass through the abdomen. 

IV. PRELIMINARY ASSESSMENTS 

A. Simulation Experiments 

The end-point calculation was evaluated by testing the range 

of reachable positions on the ellipsoidal surface (obtained based 

on a fetal ultrasound phantom with realistic belly shape), and 

the proximity of different parts of the robot to the abdomen in 

each position. Target probe positions were tested over a grid on 

the surface of the abdomen of 40x40 cm, in steps of 2 cm. The 

probes were moved to each location as a synchronized pair. 

Three different axial orientations of the probe pair were tested 

with the probes aligned side-by-side to view an extended plane, 

as shown in Fig. 9. At each location, it was first noted whether 

the robot could reach that position within the range of its 

mechanism and joints, and then the shortest distance from each 

link of the robot to the abdominal surface was calculated. 

Fig. 9 shows the results of the range and proximity test for 

the three angles of the probe pair. The grey regions of the 

abdomen show where the robot was unable to reach the target 

position. The coloured regions are where the robot was able to 

reach the target. This was possible at 172 of the target points in 

the lateral probe configuration, 129 in the 45° configuration, 

and 108 in the sagittal configuration. The two probes were 

separated on the surface by 100 mm and the location of the 

colour is the mid-point of the two probe locations. Therefore, 

the robot’s maximum range with at least one probe is 50 mm 

beyond the coloured region. The colourmap shows the 

proximity of the robot in these regions. The important links to 

consider are those of the wrist (those actuated by joints J4 to J8 

on each arm); the back ends of the arms are always far above 

the abdomen. In the configurations tested, the ultrasound probes 

are always in contact with the abdomen, and the links holding 

the probes as well as the end rotation links were found to be 

consistently close to the abdomen with a minimum distance in 

any position of 48 mm. The result shown in Fig. 9 is for the arm 

on the right side of the abdomen (left side of the figures). The 

results for the other arm are symmetrical to this. 

 

B. Volunteer study 

To provide evidence for in-vivo tests, we applied for and 

obtained ethical approval to test our robots on non-pregnant 

healthy volunteers for general abdominal scans before the 

system is clinically approved to be used on pregnant 

participants. The volunteer study (Approved by the King’s 

College London local ethics committee, study title: 

Investigating Robotic Abdominal Ultrasound Imaging, Study 

reference: HR-17/18-5412) using the proposed dual-probe 

robot is shown in Fig. 10.  

For the setup, the robotic system was located at the left side 

of the bed controlled and monitored by the engineer while the 

sonographer controls the ultrasound machine on the right side 

of the bed. Following the standardized acquisition workflow 

 
Fig. 9. Range and proximity results with the probes arranged side-by-side to 

acquire an extended image plane in one of the three directions shown. The 

plots represent the abdomen viewed from above with the patient’s head 
towards the top of the page. The colours show the shortest distance to the 

abdomen in mm from the robot link actuated by joint J5 in the right arm. The 

closest proximity measured for this link in any configuration is 64.5 mm. The 
rectangular outlines show the position of the probe pair in each configuration. 
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introduced in Section III, we utilized a Kinect scanner to 

acquire the abdominal surface of the volunteer and imported 

that into the robot software. Based on the kinematics, the 

motion planning and surface following abilities of the robots 

were tested in which case the target positions of the probe were 

provided by the Kinect scan and the robots would control the 

probe to follow the abdominal surface and reach target positions. 

The current initial alignment was done by manually position the 

robot at the middle of the belly using the umbilicus as a 

reference after loading the scanned surface. A marker points-

based registration method using Kinect could be further 

developed to achieve more accurate alignment. During the 

manipulation, the sonographer would manipulate the robot, i.e., 

probe pose, via the control panel to acquire standard views for 

general abdominal scan targeting at the anatomical structures.  

 
Based on the described experimental protocol using the 

proposed robot, four volunteer tests were performed and the 

technical functionalities of the robot have been successfully 

verified. We further analysed the images obtainable, compared 

to the sonographer scanning manually. In each volunteer, the 

sonographer aimed to exam the pancreas, kidney, liver, and 

aorta manually and robotically by capturing standard views, e.g., 

pancreas, aorta (AO), gallbladder (GB), right kidney (RK), 

right lobe of liver (RLL), and left lobe of liver (LLL). 

 
 For those of the views that are both successfully captured 

manually and robotically, the images were then scored by a 

sonographer for image quality as ‘good’, ‘acceptable’ and ‘poor’ 

according to the image quality component of the British 

Medical Ultrasound Society Peer Review Audit Tool 2014 v3 

[20]. In total, 40 views were selected for comparison, 20 by 

sonographer and 20 by robot. The proportion of images with 

‘good’ or ‘acceptable’ quality was 100% for sonographer and 

95% for the robot. Of the images with ‘good’ or ‘acceptable’ 

quality scores, the sonographer achieved a ‘good’ image in 60% 

of images, while the robot achieved this in 40% of images. 

Example views acquired manually and robotically are shown in 

Fig. 11. In both cases, the regions of interest are well positioned 

in the image. The contrast in the robot-acquired images is 

similar to the one in the manually obtained images. 

V. DISCUSSION AND CONCLUSION 

In this paper, we have presented a robotic system for fetal 

ultrasound scanning with specially designed safety features and 

a standardized acquisition workflow. The robot has included 

several customized safety features, e.g., the mechanical-based 

safety clutch and the active multi-axis force/torque sensor. 

Detailed studies and verifications of these specific safety 

features can refer to our previous publications [17, 18]. 

Specifically, a potential concern using the proposed safety 

clutch is that the joint would have the wrong rotation 

information when it is triggered. In this scenario, the 

corresponding joint would attempt to move but constrained by 

the clutch, resulting in small amounts of movements back and 

forth. This can be observed by the sonographer and one should 

then re-engage the clutch manually, investigate the cause, and 

reset the corresponding joint to the home position. For a 

commercial-ready product that we are now working towards, 

the stepper motors will be replaced by servo motors with 

individual position tracking capability to resolve this concern. 

By performing simulation experiments, we also evaluated the 

robot’s ability to safely reach all regions of the abdomen. The 

results show that it is able to reach a good range of positions on 

the abdomen, but it is limited on the caudal side as the abdomen 

begins to slope down. This is caused by the abdomen sloping 

down on the near side to the robot arm, which requires the wrist 

to tilt down almost perpendicular to the abdomen and 

sometimes requires the end rotation joints to be outside their 

range. This suggests that some further improvements of the 

robot or increase in joint range will be necessary to adequately 

perform a fetal scan. It is also notable that in the 90° rotated 

configuration of the probes used to image sagittal planes, the 

robot is unable to reach as far to the sides of the abdomen as in 

the lateral configuration. This is because in the lateral 

configuration of the two probes, the left probe is nearer the left 

side of the abdomen, so that the left arm does not need to reach 

as far across the abdomen, and therefore the pair of probes can 

reach further.  

The significance of the proximity measurements is the 

requirement for the robot to move safely around the abdomen. 

In this unrealistic situation of a rigid abdomen in a perfect 

ellipsoidal shape, we can guarantee that the robot will always 

be at least 48 mm from the surface. However, on a real abdomen, 

the probe may indent the surface by several cm. In the more 

extreme indentations, the end links of the robot may come into 

contact with the patient, and it will be essential to ensure that 

they do this in a safe way. It is much less likely that the less 

distal links of the robot would ever touch the abdomen. 

Moreover, a limitation of the motion planning is that it only 

calculates the inverse kinematics for the target pose. While we 

can be sure that the robot will reach the correct end pose safely 

 
Fig. 10. Experimental setup for the volunteer tests: (a) perspective view of the 

robot and (b) the user interaction with the robot via the control panel. 

 
Fig. 11. Ultrasound images acquired by sonographer (a-c) and robot (d-f) for 

pancreas (a, d), LLL (b, e) and RK (c, f) views. 
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the method puts no constraints on how the probe moves towards 

the target. There is certainly no guarantee that it will move in a 

straight line. Over short distances, this does not have a 

noticeable effect, and if straight line or surface following 

motion is desired then one solution would be to divide the 

movement into a sequence of smaller steps.  

With the successful completions of four volunteer tests using 

the standardized acquisition workflow in a clinical environment, 

the robustness of the robot in terms of its mechanical, electrical 

and control systems have been preliminarily verified. We have 

shown that our robot is capable of safely reaching a range of 

positions around the abdomen and acquire required ultrasound 

images in a more standardized way. However, more thorough 

analyses and clinical studies are required to guarantee this for 

more realistic ranges of abdominal shapes, and some 

improvements of the robot or kinematics algorithms may be 

needed. Moreover, follow-up experiments to integrate the other 

proposed image processing methods within the project, e.g. 

view detection and field-of-view extension [12, 14] would 

demonstrate the intelligent use of the system, with more 

quantitative results to assess the quality of the acquired 

ultrasound views and the levels of autonomy. 

To conclude, it is encouranging that the robot can be used in 

the future to achieve our goal of standardized scanning with the 

combination of the current proposed workflow and AI-based 

image analysis algorithms. The future prospect would be 

transforming how fetal screening is currently performed and be 

able to assist less qualified operators to obtain accurate 

diagnostic results.  
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