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Abstract

This paper considers an approximate factorisation of three bivariate Bernstein basis
polynomials that are defined in a triangular domain. This problem is important for
the computation of the intersection points and curves of surfaces in computer-aided
design systems, and it reduces to the determination of an approximate greatest
common divisor (AGCD) d(y) of the polynomials. The Sylvester matrix and its
subresultant matrices of these three polynomials are formed and it is shown that
there are four forms of these matrices. The most difficult part of the computation is
the determination of the degree of d(y) because it reduces to the determination of
the rank loss of these matrices. This computation is made harder by the presence
of trinomial terms in the Bernstein basis functions because they cause the entries
of the matrices to span many orders of magnitude. The adverse numerical effects
of this wide range of magnitudes of the entries of the four forms of the Sylvester
matrix and its subresultant matrices are mitigated by processing the polynomials
before these matrices are formed. It is shown that significantly improved results are
obtained if the polynomials are processed before computations are performed on
their Sylvester matrices and subresultant matrices.
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1 Introduction

The computation of the greatest common divisor (GCD) of two univariate
polynomials arises in several applications, including signal processing, image
processing and control theory. More recent work has considered the com-
putation of the GCD of two multivariate polynomials [4–9,11,13] and these
problems are extended in this paper by consideration of an approximate fac-
torisation of three bivariate Bernstein basis polynomials that are defined in a
triangular domain. This computation arises in the determination of the points
and curves of intersection of three surfaces in computer-aided design systems
[4]. These intersections of the surfaces

f̂(x, y) = 0, ĝ(x, y) = 0 and ĥ(x, y) = 0,

where f̂(x, y), ĝ(x, y) and ĥ(x, y) are bivariate Bernstein polynomials, are given
by the irreducible factors of the GCD of these polynomials. For brevity, the
independent variables (x, y) will be deleted from the notation used for polyno-
mials, and these polynomials will therefore be denoted f̂ , ĝ and ĥ respectively,
that is, f̂ = f̂(x, y), ĝ = ĝ(x, y) and ĥ = ĥ(x, y).

A bivariate Bernstein polynomial in a triangular domain is considered in Sec-
tion 2, and the Sylvester matrix of the polynomials f̂ , ĝ and ĥ is considered
in Section 3. The degree t of their GCD d̂t = d̂t(x, y) is equal to the rank
loss of this matrix, but it is shown that this matrix is not unique because
it, and its subresultant matrices, have four variants. The structures of these
variants are considered in Sections 3 and 4, and it is shown that t cannot be
computed reliably, especially in the presence of noise. Considerably improved
results for the degree and coefficients of the GCD are obtained when the poly-
nomials are processed before computations are performed on them, and these
preprocessing operations are considered in Section 5. The computation of the
coefficients of the GCD and coprime polynomials is considered in Section 6,
and the complexity of the algorithms is discussed in Section 7. Examples of an
approximate factorisation of f̂ , ĝ and ĥ in the presence of noise are in Section
8 and the paper is summarised in Section 9.

2 Bivariate Bernstein polynomials in a triangular domain

A bivariate Bernstein basis polynomial f̂ , of total degree m, in the triangular
domain ∆,

∆ : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ 1− x− y ≤ 1,

2



is given by

f̂ =
m
∑

i1+i2=0

âi1,i2B
m
i1,i2

=
m
∑

i1+i2=0

âi1,i2

(

m

i1, i2

)

(1− x− y)m−i1−i2xi1yi2, (1)

where the bivariate Bernstein basis functions Bm
i1,i2

= Bm
i1,i2

(x, y) are

Bm
i1,i2

=

(

m

i1, i2

)

(1− x− y)m−i1−i2xi1yi2, (2)

and

(

m

i1, i2

)

=

(

m

i2, i1

)

=
m!

i1!i2!(m− i1 − i2)!
.

The polynomial f̂ has
(

m+2
2

)

coefficients and it follows from (1) that it can be

written as the sum of m+ 1 polynomials f̂k = f̂k(x, y), k = 0, . . . , m, each of
which is of degree m,

f̂ =
∑

i1+i2=0

âi1,i2B
m
i1,i2

+
∑

i1+i2=1

âi1,i2B
m
i1,i2

+ · · ·+
∑

i1+i2=m

âi1,i2B
m
i1,i2

=
m
∑

k=0

∑

i1+i2=k

âi1,i2B
m
i1,i2

=
m
∑

k=0

k
∑

j=0

âk−j,j

(

m

k − j, j

)

(1− x− y)m−kxk−jyj

=
m
∑

k=0

f̂k, (3)

where

f̂k = f̂k(x, y) =
k
∑

j=0

âk−j,j

(

m

k − j, j

)

(1− x− y)m−kxk−jyj, k = 0, . . . , m.

(4)

2.1 Vector representation and multiplication

This section considers vector and matrix representations of the polynomial
f̂(x, y) because they are required for the development of the Sylvester matrices
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and their subresultant matrices of three bivariate Bernstein basis polynomials.

The polynomial f̂(x, y) is represented by the vector f̂ ∈ R
(m+2

2 ),

f̂ =
[

f̂
T

0 f̂
T

1 · · · f̂
T

m

]T

,

where f̂k ∈ R
k+1, k = 0, . . . , m, contains the coefficients of f̂k, which is defined

in (4),

f̂k =
[

âk,0 âk−1,1 · · · â0,k

]T

. (5)

Consider the bivariate polynomials f̂ and ĝ, of total degrees m and n re-
spectively, that are defined in the triangular domain ∆. The polynomial f̂ is
defined in (1) and the polynomial ĝ = ĝ(x, y) is

ĝ =
n
∑

i+j=0

b̂i,jB
n
i,j ,

where b̂i,j are the coefficients and the basis functions Bn
i,j are defined in (2). The

polynomial ĝ can be written as the sum of the polynomials ĝk = ĝk(x, y), k =
0, . . . , n,

ĝ = ĝ0 + ĝ1 + · · ·+ ĝn,

where the basis functions of each polynomial ĝk, which is of degree n, are
Bn

k−j,j and its k + 1 coefficients are b̂k−j,j, j = 0 . . . , k,

ĝk =
k
∑

j=0

b̂k−j,jB
n
k−j,j =

k
∑

j=0

b̂j,k−jB
n
j,k−j, k = 0, . . . , n.

The polynomial ĥ = ĥ(x, y) = f̂ ĝ is of degree m+ n and it can be written as
the sum of the polynomials ĥj = ĥj(x, y), j = 0, . . . , m + n, as shown in (3)

for f̂ and the m+ 1 polynomials f̂k, k = 0, . . . , m,

ĥ =
m+n
∑

i+j=0

ĉi,j

(

m+ n

i, j

)

(1− x− y)m+n−i−jxiyj =
m+n
∑

j=0

ĥj ,

where each polynomial ĥj , j = 0, . . . , m + n, is of degree m + n and ĥj has
j + 1 coefficients,
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ĥj =
j
∑

i=0

ĉi,j−i

(

m+ n

i, j − i

)

(1− x− y)m+n−jxiyj−i. (6)

It follows from the definition of ĥ that

ĥ=
(

f̂0ĝ0
)

+
(

f̂0ĝ1 + f̂1ĝ0
)

+
(

f̂2ĝ0 + f̂1ĝ1 + f̂0ĝ2
)

+ · · ·+
(

f̂m(x, y)ĝn(x, y)
)

, (7)

where a typical polynomial f̂sĝt = f̂s(x, y)ĝt(x, y) in this sum is written as

f̂sĝt=
s
∑

i=0

t
∑

j=0

âi,s−ib̂j,t−j

(

m

i, s− i

)(

n

j, t− j

)

×

(1− x− y)m+n−s−txi+jys+t−i−j

=
s
∑

i=0

t
∑

j=0

âi,s−ib̂j,t−j

(

m

i,s−i

)(

n

j,t−j

)

(

m+n

i+j,s+t−i−j

) Bm+n
i+j,s+t−i−j, (8)

and the basis functions Bm+n
i+j,s+t−i−j are defined in (2). The vector of the coef-

ficients of this polynomial can be written as the matrix-vector product,

Ċt(f̂s)ĝt =
(

Ḋ−1
m+n,s+tṪt(f̂s)Q̇n,t

)

ĝt, (9)

where Ċt(f̂s) ∈ R
(s+t+1)×(t+1), the convolution matrix of f̂s(x, y), is equal to

the product of three matrices, Ḋ−1
m+n,s+t, Ṫt(f̂s) and Q̇n,t. The diagonal matrix

Ḋ−1
m+n,s+t ∈ R

(s+t+1)×(s+t+1) is

Ḋ−1
m+n,s+t = diag

[

1

(m+n

s+t,0)
1

( m+n

s+t−1,1)
· · · 1

(m+n

0,s+t)

]

, (10)

the Tœplitz matrix Ṫt(f̂s) ∈ R
(s+t+1)×(t+1) is

5



























































âs,0
(

m

s,0

)

âs−1,1

(

m

s−1,1

)

âs,0
(

m

s,0

)

... âs−1,1

(

m

s−1,1

) . . .
...

...
. . . âs,0

(

m

s,0

)

â1,s−1

(

m

1,s−1

) ...
. . . âs−1,1

(

m

s−1,1

)

â0,s
(

m

0,s

)

â1,s−1

(

m

1,s−1

) . . .
...

â0,s
(

m

0,s

) . . .
...

. . . â1,s−1

(

m

1,s−1

)

â0,s
(

m

0,s

)

























































, (11)

and the diagonal matrix Q̇n,t ∈ R
(t+1)×(t+1) is

Q̇n,t = diag
[

(

n

t,0

) (

n

t−1,1

)

· · ·
(

n

0,t

)

]

. (12)

The structure of ĝt ∈ R
t+1 in (9) is similar to the structure of the vector of

the coefficients of f̂ in (5),

ĝt =
[

b̂t,0 b̂t−1,1 · · · b̂0,t

]T

. (13)

Example 2.1 considers the form of a typical term in the polynomial ĥ.

Example 2.1 Let s = t = 2, and thus (8) becomes

f̂2ĝ2 =
2
∑

i=0

2
∑

j=0

âi,2−ib̂j,2−j

(

m

i,2−i

)(

n

j,2−j

)

(

m+n

i+j,4−i−j

) Bm+n
i+j,4−i−j,

and the coefficients of this polynomial are

6



1
(

m+n

0,4

)

(

â0,2

(

m

0, 2

)

b̂0,2

(

n

0, 2

))

,

1
(

m+n

1,3

)

(

â0,2

(

m

0, 2

)

b̂1,1

(

n

1, 1

)

+ â1,1

(

m

1, 1

)

b̂0,2

(

n

0, 2

))

,

1
(

m+n

2,2

)

(

â0,2

(

m

0, 2

)

b̂2,0

(

n

2, 0

)

+ â1,1

(

m

1, 1

)

b̂1,1

(

n

1, 1

)

+ â2,0

(

m

2, 0

)

b̂0,2

(

n

0, 2

))

,

1
(

m+n

3,1

)

(

â1,1

(

m

1, 1

)

b̂2,0

(

n

2, 0

)

+ â2,0

(

m

2, 0

)

b̂1,1

(

n

1, 1

))

,

1
(

m+n

4,0

)

(

â2,0

(

m

2, 0

)

b̂2,0

(

n

2, 0

))

.

The vector of these coefficients can be written as the matrix-vector product
(9),

diag
[

1

(m+n

4,0 )
1

(m+n

3,1 )
1

(m+n

2,2 )
1

(m+n

1,3 )
1

(m+n

0,4 )

]

×




























â2,0
(

m

2,0

)

â1,1
(

m

1,1

)

â2,0
(

m

2,0

)

â0,2
(

m

0,2

)

â1,1
(

m

1,1

)

â2,0
(

m

2,0

)

â0,2
(

m

0,2

)

â1,1
(

m

1,1

)

â0,2
(

m

0,2

)











































(

n

2,0

)

(

n

1,1

)

(

n

0,2

)





























b̂2,0

b̂1,1

b̂0,2















.

�

Each of the terms in (7) can be written in the form in (9), and thus the sum
of all the terms can be written as the product of a block matrix and a vector,

Cn(f̂)ĝ = ĥ, (14)

where the convolution matrix Cn(f̂) ∈ R
(m+n+2

2 )×(n+2

2 ) is

7



Cn(f̂) =



















































Ċ0(f̂0)

Ċ0(f̂1) Ċ1(f̂0)
... Ċ1(f̂1)

. . .
...

...
. . . Ċn(f̂0)

Ċ0(f̂m)
...

. . . Ċn(f̂1)

Ċ1(f̂m)
. . .

...
. . .

...

Ċn(f̂m)



















































,

and each matrix Ċt(f̂s), s = 0, . . . , m; t = 0, . . . , n, is the convolution matrix
(9). The matrix Cn(f̂) can be written in a form that is the extension of the
product Ḋ−1

m+n,s+tṪt(f̂s)Q̇n,t (9) to its block form,

Cn(f̂) = D−1
m+nTn(f̂)Qn, (15)

where the block diagonal matrix D−1
m+n ∈ R

(m+n+2

2 )×(m+n+2

2 ) is

D−1
m+n = diag

[

Ḋ−1
m+n,0 Ḋ−1

m+n,1 · · · Ḋ−1
m+n,m+n

]

,

and the structure of each matrix Ḋ−1
m+n,i, i = 0, . . . , m + n, is shown in (10).

The matrix Tn(f̂) is

Tn(f̂) =



















































Ṫ0(f̂0)

Ṫ0(f̂1) Ṫ1(f̂0)
... Ṫ1(f̂1)

. . .
...

...
. . . Ṫn(f̂0)

Ṫ0(f̂m)
...

. . . Ṫn(f̂1)

Ṫ1(f̂m)
. . .

...
. . .

...

Ṫn(f̂m)



















































, (16)

where each of the matrices Ṫj(f̂i) ∈ R
(i+j+1)×(j+1) has the same structure as

the Tœplitz matrix in (11). The block diagonal matrix Qn ∈ R
(n+2

2 )×(n+2

2 ) is

8



Qn = diag
[

Q̇n,0 Q̇n,1 · · · Q̇n,n

]

, (17)

where Q̇n,t is defined in (12). The vector ĝ in (14) is

ĝ =
[

ĝT
0 ĝT

1 · · · ĝT
n

]T

∈ R
(n+2

2 ),

where ĝj ∈ R
j+1 is defined in (13), and the vector ĥ contains the coefficients

of ĥ(x, y),

ĥ =
[

ĥ
T

0 ĥ
T

1 · · · ĥ
T

m+n

]T

∈ R
(m+n+2

2 ),

where ĥj contains the coefficients of ĥj(x, y), which is defined in (6).

Example 2.2 considers the form of (14) for m = n = 2.

Example 2.2 The polynomial f̂ of degree m = 2 is

f̂ =
2
∑

i+j=0

âi,j

(

2

i, j

)

(1− x− y)2−i−jxiyj

= â0,0B
2
0,0 + â1,0B

2
1,0 + â0,1B

2
0,1 + â2,0B

2
2,0 + â1,1B

2
1,1 + â0,2B

2
0,2.

It follows from (3) that f̂ can also be written as the sum of the polynomials
f̂0 = f̂0(x, y), f̂1 = f̂1(x, y) and f̂2 = f̂2(x, y),

f̂0 = â0,0

(

2

0, 0

)

(1− x− y)2,

f̂1 =

(

â1,0

(

2

1, 0

)

x+ â0,1

(

2

0, 1

)

y

)

(1− x− y),

f̂2 = â2,0

(

2

2, 0

)

x2 + â1,1

(

2

1, 1

)

xy + â0,2

(

2

0, 2

)

y2.

The polynomial ĝ of degree n = 2 is

ĝ =
2
∑

i+j=0

b̂i,j

(

2

i, j

)

(1− x− y)2−i−jxiyj,

and it is equal to the sum of the polynomials ĝ0 = ĝ0(x, y), ĝ1 = ĝ1(x, y) and

9



ĝ2 = ĝ2(x, y),

ĝ0 = b̂0,0

(

2

0, 0

)

(1− x− y)2,

ĝ1 =

(

b̂1,0

(

2

1, 0

)

x+ b̂0,1

(

2

0, 1

)

y

)

(1− x− y),

ĝ2 = b̂2,0

(

2

1, 0

)

x2 + b̂1,1

(

2

1, 1

)

xy + b̂0,2

(

2

0, 2

)

y2.

The polynomial ĥ is equal to the product of f̂ and ĝ,

ĥ= f̂ ĝ

=
(

f̂0 + f̂1 + f̂2
)

(ĝ0 + ĝ1 + ĝ2)

= f̂0ĝ0 +
(

f̂0ĝ1 + f̂1ĝ0
)

+
(

f̂0ĝ2 + f̂1ĝ1 + f̂2ĝ0
)

+
(

f̂1ĝ2 + f̂2ĝ1
)

+ f̂2ĝ2

=
4
∑

j=0

ĥj.

This polynomial multiplication can be written as the matrix-vector product
C2(f̂)ĝ = ĥ,





























Ċ0(f̂0)

Ċ0(f̂1) Ċ1(f̂0)

Ċ0(f̂2) Ċ1(f̂1) Ċ2(f̂0)

Ċ1(f̂2) Ċ2(f̂1)

Ċ2(f̂2)











































ĝ0

ĝ1

ĝ2















=





























ĥ0

ĥ1

ĥ2

ĥ3

ĥ4





























.

�

The next section uses the matrix-vector form of the product of two bivariate
Bernstein basis polynomials to form the Sylvester matrices and subresultant
matrices of three bivariate Bernstein basis polynomials.

3 The Sylvester matrix of three bivariate Bernstein basis polyno-
mials

The Sylvester matrix of three univariate Bernstein basis polynomials is con-
sidered in [3] and it is shown that it can take four forms, one 3 × 3 block
matrix form and three 2× 3 block matrix forms. The extension of these forms

10



from univariate polynomials to bivariate polynomials follows easily and it will
therefore be considered briefly.

Let the degrees of the Bernstein basis polynomials f̂ , ĝ and ĥ be m,n and
p respectively. The polynomials have common divisors d̂k = d̂k(x, y), where
the degree of d̂k is k, the degree of their GCD is t, d̂k is not unique for
k = 1, . . . , t− 1, and d̂t is unique up to a non-zero constant. It follows that

f̂

ûk

=
ĝ

v̂k
=

ĥ

ŵk

= d̂k,

where ûk, v̂k and ŵk are cofactor polynomials of degrees m − k, n − k and
p− k, respectively. This yields three equations,

f̂ v̂k − ĝûk = 0, (18)

f̂ ŵk − ĥûk = 0, (19)

ĥv̂k − ĝŵk = 0, (20)

which can be written in matrix form,

S̃k(f̂ , ĝ, ĥ)xk = 0. (21)

This equation has non-zero solutions for k = 1, . . . , t, and the coefficient matrix
S̃k(f̂ , ĝ, ĥ) is the 3× 3 block matrix of the kth subresultant matrix of f̂ , ĝ and
ĥ. Each block in this matrix arises from the product of two polynomials whose
matrix form is given in (15), and thus

S̃k(f̂ , ĝ, ĥ) = D̃−1
k T̃k(f̂ , ĝ, ĥ)Q̃k, (22)

which is equal to

diag
[

D−1
m+n−k D−1

m+p−k D−1
n+p−k

]















Tn−k(f̂) Tm−k(ĝ)

Tp−k(f̂) Tm−k(ĥ)

Tn−k(ĥ) −Tp−k(ĝ)















×

diag
[

Qn−k Qp−k Qm−k

]

. (23)

The block diagonal matrix

D̃−1
k = diag

[

D−1
m+n−k D−1

m+p−k D−1
n+p−k

]

, (24)
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is of order

(

m+ n− k + 2

2

)

+

(

m+ p− k + 2

2

)

+

(

n+ p− k + 2

2

)

,

D−1
m+n−k is equal to

diag
[

(

m+n−k

0,0

) (

m+n−k

1,0

) (

m+n−k

0,1

)

· · ·
(

m+n−k

m+n−k,0

)

· · ·
(

m+n−k

0,m+n−k

)

]

,

and D−1
m+p−k and D−1

n+p−k have the same structure as D−1
m+n−k, and xk contains

the coefficients of the cofactor polynomials ûk, v̂k and ŵk,

xk =
[

v̂T
k ŵT

k −ûT
k

]T

, k = 1, . . . , t. (25)

The matrix T̃k(f̂ , ĝ, ĥ) is















Tn−k(f̂) Tm−k(ĝ)

Tp−k(f̂) Tm−k(ĥ)

Tn−k(ĥ) −Tp−k(ĝ)















, (26)

where the matrices Tq−k(f̂ ), q ∈ {m,n, p}, have the same structure as the

matrix Tn(f̂) in (16). The block diagonal matrix Q̃k is of order

(

n− k + 2

2

)

+

(

p− k + 2

2

)

+

(

m− k + 2

2

)

,

and given by

Q̃k = diag
[

Qn−k Qp−k Qm−k

]

, (27)

where the diagonal matrices Qn−k, Qp−k and Qm−k have the same structure
as the matrix Qn that is defined in (17).

It follows from (15) that

Cn−k(f̂) = D−1
m+n−kTn−k(f̂)Qn−k,

and thus from (22), (23), (24), (26) and (27), S̃k(f̂ , ĝ, ĥ) can be written as

12



S̃k(f̂ , ĝ, ĥ) =















Ra,k

Rb,k

Rc,k















=















Cn−k(f̂) Cm−k(ĝ)

Cp−k(f̂) Cm−k(ĥ)

Cn−k(ĥ) −Cp−k(ĝ)















,

where

Ra,k =
[

Cn−k(f̂) 0(m+n−k+2

2 ),(p−k+2

2 ) Cm−k(ĝ)

]

, (28)

Rb,k =
[

0(m+p−k+2

2 ),(n−k+2

2 ) Cp−k(f̂) Cm−k(ĥ)

]

, (29)

Rc,k =
[

Cn−k(ĥ) −Cp−k(ĝ) 0(n+p−k+2

2 ),(m−k+2

2 )

]

. (30)

Alternatively, any two of the three equations (18), (19) and (20) are sufficient
to describe the system completely because the third equation can be derived
from these two equations. This gives rise to three variants of the 2 × 3 block
subresultant matrices.

Variant 1: Equations (18) and (19) are written in matrix form as

Ŝk(f̂ , ĝ, ĥ)xk,1= 0, (31)

which has non-zero solutions for k = 1, . . . , t, and the solution vector xk,1 has

the same structure as xk, which is defined in (25). The matrix Ŝk(f̂ , ĝ, ĥ) is







Ra,k

Rb,k





 =







Cn−k(f̂) Cm−k(ĝ)

Cp−k(f̂) Cm−k(ĥ)





 ,

where Ra,k and Rb,k are defined in (28) and (29) respectively.

Variant 2: Equations (18) and (20) are written in matrix form as

Ŝk(ĝ, f̂ , ĥ)xk,2 = 0, (32)

which has non-zero solutions for k = 1, . . . , t, and xk,2 is obtained by reordering
the entries of xk,1,

xk,2 =
[

ûT
k ŵT

k −v̂T
k

]T

.

The matrix Ŝk(ĝ, f̂ , ĥ) is
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R̃a,k

R̃c,k





 =







Cm−k(ĝ) Cn−k(f̂)

Cp−k(ĝ) Cn−k(ĥ)





 ,

where R̃a,k and R̃c,k are variations of Ra,k and Rc,k, which are defined in (28)
and (30) respectively.

Variant 3: Equations (19) and (20) are written in matrix form as

Ŝk(ĥ, ĝ, f̂)xk,3 = 0, (33)

which has non-trivial solutions for k = 1, . . . , t, and xk,3 is obtained by re-
ordering the entries of xk,1,

xk,3 =
[

ûT
k v̂T

k −ŵT
k

]T

.

The matrix Ŝk(ĥ, ĝ, f̂) is the third variant of the 2 × 3 block subresultant
matrix and it is given by







R̃b,k

R̃c,k





 =







Cm−k(ĥ) Cp−k(f̂)

Cn−k(ĥ) Cp−k(ĝ)





 ,

where R̃a,k and R̃c,k are variations of Ra,k and Rc,k, respectively.

The pairwise GCDs of f̂ , ĝ and ĥ are

d̂a = d̂a(x, y) = GCD
(

f̂ , ĝ
)

, (34)

d̂b = d̂b(x, y) = GCD
(

f̂ , ĥ
)

, (35)

d̂c = d̂c(x, y) = GCD
(

ĝ, ĥ
)

, (36)

and thus (31), (32) and (33) are obtained by considering two of the three
pairwise two-polynomial GCD problems.

The computation of the degree t of the GCD of f̂ , ĝ and ĥ from the subre-
sultant matrices S̃k(f̂ , ĝ, ĥ) and Ŝk(f̂

∗, ĝ∗, ĥ∗), k = 1, . . . ,min(m,n, p), where
Ŝk(f̂

∗, ĝ∗, ĥ∗) denotes that the order of f̂ , ĝ and ĥ in the arguments of Ŝk(·) is
arbitrary, is considered in Theorem 3.1. Each ordering yields one of the three
variants of the subresultant matrices discussed above.
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Theorem 3.1 The degree of the GCD of f̂ , ĝ and ĥ is equal to the largest
index k such that the subresultant matrices S̃k(f̂ , ĝ, ĥ) and Ŝk(f̂

∗, ĝ∗, ĥ∗) are
rank deficient, k = 1, . . . ,min(m,n, p).

The proof of the theorem follows easily from the same result for univariate
polynomials [1–3]. In particular, if the degree of the GCD of f̂ , ĝ and ĥ is
t, then these polynomials have more than one common divisor of degree k =
1, . . . , t−1, and one common divisor (the GCD) of degree t, and thus S̃k(f̂ , ĝ, ĥ)
and Ŝk(f̂

∗, ĝ∗, ĥ∗) are rank deficient for k = 1, . . . , t. The polynomials do not,
however, have a common divisor of degree k = t+1, . . . ,min(m,n, p), and thus
S̃k(f̂ , ĝ, ĥ) and Ŝk(f̂

∗, ĝ∗, ĥ∗) have full rank for k = t+ 1, . . . ,min(m,n, p).

Theorem 3.1 considers the GCD of three polynomials, but their coefficients
are corrupted by noise in practical problems. It is therefore assumed that the
given polynomials are coprime, but that they posses an approximate greatest
common divisor (AGCD) that is near the GCD of the exact forms of the
polynomials. An AGCD of three polynomials is defined in Definition 3.1.

Definition 3.1 (An AGCD) A polynomial d = d(x, y) of degree t is an
AGCD of f̂ , ĝ and ĥ if it is the polynomial of maximum degree that is an exact
divisor of f̂ + δf̂ , ĝ + δĝ and ĥ + δĥ for perturbations

∥

∥

∥δf̂
∥

∥

∥ ≤ εf , ‖δĝ‖ ≤ εg

and
∥

∥

∥δĥ
∥

∥

∥ ≤ εh, and
∥

∥

∥δf̂
∥

∥

∥

2
+ ‖δĝ‖2 +

∥

∥

∥δĥ
∥

∥

∥

2
is minimised over all polynomials

of degree t.

Example 3.1 shows that numerical problems may arise if the singular values of
the Sylvester matrices and their subresultant matrices are used for the com-
putation of the degree of the GCD of three polynomials. The cause of the
problems is identified and the subsequent sections discuss the preprocessing
operations on the polynomials that are required to guarantee a computation-
ally reliable solution.

Example 3.1 Consider the Bernstein forms of the polynomials f̂ , ĝ and ĥ,
which are of degrees m = 14, n = 14 and p = 14 respectively,

f̂ = (x− 0.72)(x− 0.52)2(x+ 0.75)(y − 0.75)2(y − 0.15)(y2 − 1.7)×

(x+ y − 0.5)5,

ĝ= (x− 0.72)(x− 0.52)2(x− 0.192)(y − 0.15)(x+ y − 0.5)5 ×

(y2 − 1.7)(x2 + y2 + 0.7),

ĥ= (x− 1.91987)4(x− 0.72)(y − 0.15)(y2 − 1.7)(x2 + y2 − 0.34)3,

whose GCD d̂t is of degree t = 4,

d̂t = (x− 0.72)(y − 0.15)(y2 − 1.7).
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The polynomials f̂ and ĝ have a GCD d̂a of degree ta = 11,

d̂a = (x− 0.72)(y − 0.15)(y2 − 1.7)(x− 0.52)2(x+ y − 0.5)5,

and d̂b = d̂c = d̂t, where da, db and dc are defined in (34), (35) and (36)
respectively.

The coefficients of f̂ , ĝ and ĥ were multiplied by 105, 105 and 10−5 respectively,
and noise was then added, such that the coefficients of the inexact polynomials
f, g and h were

ai1,i2 = âi1,i2 + âi1,i2 ǫf,i1,i2 rf,i1,i2 , i1 + i2 = 0, . . . , m,

bj1,j2 = b̂j1,j2 + b̂j1,j2 ǫg,j1,j2 rg,j1,j2, j1 + j2 = 0, . . . , n,

cl1,l2 = ĉl1,l2 + ĉl1,l2 ǫh,l1,l2 rh,l1,l2, l1 + l2 = 0, . . . , p,

(37)

where {ǫf,i1,i2}, {ǫg,j1,j2} and {ǫh,l1,l2} are uniformly distributed random vari-
ables in the interval [10−8, 10−6], and {rf,i1,i2}, {rg,j1,j2} and {rh,l1,l2} are uni-
formly distributed random variables in the interval [−1, 1]. The coefficients
of the inexact polynomials are plotted in Figure 1 and it is seen that the
coefficients of h are much smaller than the coefficients of f and g.

0 20 40 60 80 100 120
-10

-8

-6

-4

-2

0

2

Fig. 1. The coefficients of f , g and h in Example 3.1.

The singular values of the 2 × 3 block subresultant matrix Ŝk(f, g, h) and
the 3 × 3 block subresultant matrix S̃k(f, g, h) are shown in Figure 2. The
figures suggest that the 11th subresultant matrix is the largest rank deficient
subresultant matrix, and therefore the degree of an AGCD is t = 11. This is
incorrect and is due to the coefficients of f and g being significantly larger
than the coefficients of h, such that the block matrices Cm−k(h) and Cn−k(h)
are approximately zero with respect to the block matrices that contain the
coefficients of f and g. The results for the other 2 × 3 block subresultant
matrices, Ŝk(g, f, h) and Ŝk(h, g, f), are very similar to the results in Figure
2. �
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(ii)

Fig. 2. The singular values of (i) Ŝk(f, g, h) and (ii) S̃k(f, g, h) in Example 3.1.

Example 3.1 shows that numerical problems arise when the entries of the sub-
resultant matrices span many orders of magnitude [1–3]. The adverse numer-
ical effects of these problems can be mitigated by processing the polynomials
before computations are performed on them. The preprocessing operations
are described in Section 5, and Example 3.1 is reproduced with the inclusion
of the preprocessing operations. It is shown that significantly improved re-
sults are obtained when the polynomials are processed before computations
are performed on their Sylvester matrices and subresultant matrices.

4 Entries of the variants of the Sylvester matrix and its subresul-
tant matrices

It was shown in Section 3 that the GCD of f̂ , ĝ and ĥ can be calculated from
the 3× 3 block form and the three 2× 3 block forms of their Sylvester matrix
and its subresultant matrices.

Consider the 3 × 3 block matrix S̃k(f̂ , ĝ, ĥ), which is defined in (22) and for
which the diagonal matrices D̃−1

k and Q̃k have full rank for all values of k. It

follows that the degree t of the GCD of f̂ , ĝ and ĥ is equal to the rank loss of
the following four matrices, which are obtained from S̃k(f̂ , ĝ, ĥ):

{

T̃k(f̂ , ĝ, ĥ), D̃−1
k T̃k(f̂ , ĝ, ĥ), T̃k(f̂ , ĝ, ĥ)Q̃k, D̃−1

k T̃k(f̂ , ĝ, ĥ)Q̃k

}

. (38)

The entries of these four forms are now considered:

(1) The first form is T̃k(f̂ , ĝ, ĥ) and the first block matrix in this matrix is,
from (26), Tn−k(f̂), the non-zero entries of which are
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âi1,i2

(

m

i1, i2

)

, i1 + i2 = 0, . . . , m.

(2) The second form is D̃−1
k T̃k(f̂ , ĝ, ĥ) and the first block matrix in this matrix

is, from (24) and (26), D−1
m+n−kTn−k(f̂), the non-zero entries of which are

âi1,i2

(

m

i1,i2

)

(

m+n−k

i1+j1,i2+j2

) , i1 + i2 = 0, . . . , m, j1 + j2 = 0, . . . , n− k.

(3) The third form is T̃k(f̂ , ĝ, ĥ)Q̃k and the first block matrix in this matrix
is, from (26) and (27), Tn−k(f̂)Qn−k, the non-zero entries of which are

âi1,i2

(

m

i1, i2

)(

n− k

j1, j2

)

, i1 + i2 = 0, . . . , m, j1 + j2 = 0, . . . , n− k.

(4) The fourth form is D̃−1
k T̃k(f̂ , ĝ, ĥ)Q̃k and the first block matrix in this

form is, from (24), (26) and (27), D−1
m+n−kTn−k(f̂)Qn−k, the non-zero en-

tries of which are

âi1,i2

(

m

i1,i2

)(

n−k

j1,j2

)

(

m+n−k

i1+j1,i2+j2

) , i1 + i2 = 0, . . . , m, j1 + j2 = 0, . . . , n− k.

The entries of the three variants of the 2×3 block subresultant matrices follow
identically, and the presence of potentially large trinomial terms may cause
numerical issues because the entries of the matrices may differ by many orders
of magnitude. It is shown in [3] that the form D̃−1

k T̃k(f̂ , ĝ, ĥ)Q̃k in (38) yields
the best results for the 3 × 3 block subresultant matrices because the ratio r

of the maximum trinomial term to the minimum trinomial term assumes its
minimum value from the set of four matrices (38), and similarly, this form also
yields the best results for the 2×3 block subresultant matrices. Although these
forms yield the best results, the ratio r may still be large, which may cause
numerical problems. These numerical problems are mitigated by processing
f̂ , ĝ and ĥ before computations are performed on their Sylvester matrices
and subresultant matrices. These preprocessing operations are considered in
Section 5.

5 Preprocessing operations

This section describes the operations that are implemented on f̂ , ĝ and ĥ be-
fore computations are performed on their Sylvester matrices and subresultant
matrices. The preprocessing operations for univariate Bernstein basis polyno-
mials are considered in [1–3] and the examples in these references show that
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the inclusion of these preprocessing operations yields significantly improved
results because the rank deficiency of their Sylvester matrices and subresultant
matrices is clearly defined.

The three preprocessing operations are now considered.

Normalisation The coefficients of f̂ , ĝ and ĥ are normalised by their geo-
metric means. This normalisation is performed for each subresultant matrix
because the entries of the kth subresultant matrix are functions of k due
to the trinomial terms. The normalising constant depends on the Sylvester
matrix and its subresultant matrices considered, that is, the 2 × 3 block
matrices or the 3× 3 block matrix.
Consider initially the 3 × 3 block matrix form. Since each of the three

polynomials appears in two blocks, the normalised polynomials are

f̄k =
f̂

Ĝk(f̂)
, ḡk =

ĝ

Ĝk(ĝ)
and h̄k =

ĥ

Ĝk(ĥ)
,

where Ĝk(f̂), Ĝk(ĝ) and Ĝk(ĥ) are the geometric means of the coefficients
of f̂ , ĝ and ĥ respectively. The polynomial f̂ appears in the block matrices
Cn−k(f̂) and Cp−k(f̂), which are of dimensions

(

m+ n− k + 2

2

)

×

(

n− k + 2

2

)

,

and
(

m+ p− k + 2

2

)

×

(

p− k + 2

2

)

,

respectively, and thus the geometric mean of the coefficients of f̂ in the 3×3
block subresultant matrix is

Ĝk(f̂) =





m
∏

i1+i2=0

n−k
∏

j1+j2=0

âi1,i2

(

m

i1,i2

)(

n−k

j1,j2

)

(

m+n−k

i1+j1,i2+j2

) ×

m
∏

i1+i2=0

p−k
∏

j1+j2=0

âi1,i2

(

m

i1,i2

)(

p−k

j1,j2

)

(

m+p−k

i1+j1,i2+j2

)





1

r+c

, (39)

where

r =

(

m + n − k + 2

2

)(

n − k + 2

2

)

,

c =

(

m + p − k + 2

2

)(

p − k + 2

2

)

.
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The formulae for Ĝk(ĝ) and Ĝk(ĥ) are derived similarly.
Consider now the 2× 3 block matrix forms of the Sylvester matrices and

their subresultant matrices. For example, the polynomial f̂ occurs twice
in Ŝk(f̂ , ĝ, ĥ) and thus the geometric mean of its coefficients is given in
(39). The polynomials ĝ and ĥ occur in the block matrices Cm−k(ĝ) and
Cm−k(ĥ) respectively, and thus the geometric means of their coefficients
assume simpler forms.
The normalisation operation yields the polynomials

f̄k =
f̂

Ĝk(f̂)
=

m
∑

i1+i2=0

āi1,i2B
m
i1,i2

, āi1,i2 =
âi1,i2

Ĝk(f̂)
,

ḡk =
ĝ

Ĝk(ĝ)
=

n
∑

i1+i2=0

b̄i1,i2B
n
i1,i2

, b̄i1,i2 =
b̂i1,i2

Ĝk(ĝ)
,

h̄k =
ĥ

Ĝk(ĥ)
=

p
∑

i1+i2=0

c̄i1,i2B
p
i1,i2

, c̄i1,i2 =
ĉi1,i2

Ĝk(ĥ)
.

A parameter substitution The independent variables x and y are replaced
by the independent variables ω1 and ω2,

x = θ1ω1 and y = θ2ω2, (40)

where θ1 and θ2 are constants to be determined. It is shown in the sequel that
the optimal values of these constants are computed for each subresultant
matrix, that is, for each value of k. The criterion for the computation of
these optimal values is discussed after the third preprocessing operation is
considered.

Non-uniqueness of the GCD The GCD of two or more polynomials is de-
fined to within an arbitrary non-zero scalar multiplier, and thus

GCD (f̂ , ĝ, ĥ) ∼ GCD(λf̂ , ĝ, ρĥ), λ, ρ ∈ R\ {0} ,

where ∼ denotes equivalence to within an arbitrary non-zero scalar multi-
plier. As with the constants θ1 and θ2, the optimal values of λ and ρ are
calculated for each value of k.

These three preprocessing operations yield the polynomials
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λf̈k(θ1, θ2;ω1, ω2) =λ
m
∑

i1+i2=0

āi1,i2θ
i1
1 θ

i2
2

(

m

i1, i2

)

×

(1− θ1ω1 − θ2ω2)
m−i1−i2 ωi1

1 ω
i2
2 ,

g̈k(θ1, θ2;ω1, ω2) =
n
∑

i1+i2=0

b̄i1,i2θ
i1
1 θ

i2
2

(

n

i1, i2

)

×

(1− θ1ω1 − θ2ω2)
n−i1−i2 ωi1

1 ω
i2
2 ,

ρḧk(θ1, θ2;ω1, ω2) = ρ
p
∑

i1+i2=0

c̄i1,i2θ
i1
1 θ

i2
2

(

p

i1, i2

)

×

(1− θ1ω1 − θ2ω2)
p−i1−i2 ωi1

1 ω
i2
2 .

The preprocessing operations introduce the constants θ1, θ2, λ and ρ, and their
optimal values must be computed for each value of k. The same criterion
is used for the 2 × 3 and 3 × 3 block forms of the Sylvester matrix and its
subresultant matrices, and it is therefore adequate to consider the computation
of the optimal values of the constants for the 3×3 block forms of these matrices.

The sets of non-zero entries in the six matrices in the 3 × 3 block matrix
S̃k(λf̈k, g̈k, ρḧk) (23) are

D−1
m+n−kTn−k(λf̈k)Qn−k : P1,k (λ, θ1, θ2) =







∣

∣

∣λāi1,i2θ
i1
1 θ

i2
2

(

m

i1,i2

)(

n−k

j1,j2

)∣

∣

∣

(

m+n−k

i1+j1,i2+j2

)







,

for i1 + i2 = 0, . . . , m, and j1 + j2 = 0, . . . , n− k,

D−1
m+n−kTm−k(g̈k)Qm−k : P2,k (θ1, θ2) =







∣

∣

∣b̄i1,i2θ
i1
1 θ

i2
2

(

n

i1,i2

)(

m−k

j1,j2

)∣

∣

∣

(

m+n−k

i1+j1,i2+j2

)







,

for i1 + i2 = 0, . . . , n, and j1 + j2 = 0, . . . , m− k,

D−1
m+p−kTp−k(λf̈k)Qp−k : P3,k (λ, θ1, θ2) =







∣

∣

∣λāi1,i2θ
i1
1 θ

i2
2

(

m

i1,i2

)(

p−k

j1,j2

)∣

∣

∣

(

m+p−k

i1+j1,i2+j2

)







,

for i1 + i2 = 0, . . . , m, and j1 + j2 = 0, . . . , p− k,

D−1
m+p−kTm−k(ρḧk)Qm−k : P4,k (ρ, θ1, θ2) =







∣

∣

∣ρc̄i1,i2θ
i1
1 θ

i2
2

(

p

i1,i2

)(

m−k

j1,j2

)∣

∣

∣

(

m+p−k

i1+j1,i2+j2

)







,

for i1 + i2 = 0, . . . , p, and j1 + j2 = 0, . . . , m− k,
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D−1
n+p−kTn−k(ρḧk)Qn−k : P5,k (ρ, θ1, θ2) =







∣

∣

∣ρc̄i1,i2θ
i1
1 θ

i2
2

(

p

i1,i2

)(

n−k

j1,j2

)∣

∣

∣

(

n+p−k

i1+j1,i2+j2

)







,

for i1 + i2 = 0, . . . , p, and j1 + j2 = 0, . . . , n− k, and

D−1
n+p−kTp−k(g̈k)Qp−k : P6,k (θ1, θ2) =







∣

∣

∣b̄i1,i2θ
i1
1 θ

i2
2

(

n

i1,i2

)(

p−k

j1,j2

)∣

∣

∣

(

n+p−k

i1+j1,i2+j2

)







,

for i1 + i2 = 0, . . . , n, and j1 + j2 = 0, . . . , p− k.

The constants λ, ρ, θ1 and θ2 are chosen such that the ratio of the maximum
entry to the minimum entry of the kth subresultant matrix is minimised,

(λk, ρk, θ1,k, θ2,k)= arg min
λ,ρ,θ1,θ2

{

max {max{P1,k(λ, θ1, θ2)},max{P2,k(θ1, θ2)},

min {min{P1,k(λ, θ1, θ2)},min{P2,k(θ1, θ2)},

max{P3,k(λ, θ1, θ2)},max{P4,k(ρ, θ1, θ2)},

min{P3,k(λ, θ1, θ2)},min{P4,k(ρ, θ1, θ2)},

max{P5,k(ρ, θ1, θ2)},max{P6,k(θ1, θ2)}}

min{P5,k(ρ, θ1, θ2)},min{P6,k(θ1, θ2)}}

}

,

for k = 1, . . . ,min(m,n, p). This minimisation problem is reduced to a linear
programming problem, which must be solved for each subresultant matrix,
that is, for each value of k, as shown in [12] for the two-polynomial GCD
problem. In particular, the minimisation problem for each value of k follows
identically from this problem,

min zTx subject to Ax ≥ b,

because the vectors z, x and b, and the matrix A, are formed in the same
way, but they are larger. The entries of z are −1, 1 and 0, the entries of A
are integers and the entries of x include the logarithms of the magnitudes of
λk, ρk, θ1,k and θ2,k.

The preprocessed polynomials λkf̈k(ω1, ω2), g̈k(ω1, ω2) and ρkḧk(ω1, ω2) are
therefore given by
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λkf̈k(ω1, ω2)= λk

m
∑

i1+i2=0

āi1,i2θ
i1
1,kθ

i2
2,k

(

m

i1, i2

)

×

(1− θ1,kω1 − θ2,kω2)
m−i1−i2ωi1

1 ω
i2
2 , (41)

g̈k(ω1, ω2)=
n
∑

i1+i2=0

b̄i1,i2θ
i1
1,kθ

i2
2,k

(

n

i1, i2

)

×

(1− θ1,kω1 − θ2,kω2)
n−i1−i2ωi1

1 ω
i2
2 , (42)

ρkḧk(ω1, ω2)= ρk

p
∑

i1+i2=0

c̄i1,i2θ
i1
1,kθ

i2
2,k

(

p

i1, i2

)

×

(1− θ1,kω1 − θ2,kω2)
p−i1−i2ωi1

1 ω
i2
2 . (43)

These polynomials are expressed in a basis that is similar to, but distinct from,
the basis defined by the functions (2). This basis is, for a bivariate polynomial
of total degree m,

(

m

i1, i2

)

(1− αω1 − βω2)
m−i1−i2ωi1

1 ω
i2
2 , i1 + i2 = 0, . . . , m, (44)

where α and β are constants. The coefficients of the polynomials (41), (42)
and (43) define the entries of the Sylvester matrices and their subresultant
matrices for the factorisation of λ1f̈1(ω1, ω2), g̈1(ω1, ω2) and ρ1ḧ1(ω1, ω2). It is
shown in Section 8 that the preprocessing operations yield matrices whose
rank is clearly defined, and in particular, more clearly defined than in the
subresultant matrices whose entries are the coefficients of polynomials that
have not been preprocessed.

6 The coefficients of the coprime polynomials and an AGCD

This section considers the computation of the coefficients of an AGCD and
the coprime polynomials of λ1f̈1(ω1, ω2), g̈1(ω1, ω2) and ρ1ḧ1(ω1, ω2) when their
coefficients are perturbed by random noise. The method used for this com-
putation requires that the degree t of the AGCD be known because the co-
efficients are computed from the subresultant matrices S̃t(λtf̈t, g̈t, ρtḧt), or
Ŝt(λtf̈t, g̈t, ρtḧt), or the other 2 × 3 block matrices. It follows from (41), (42)
and (43) that these subresultant matrices are for polynomials expressed in
the basis (44). The value of t is computed using Theorem 3.1, and the details
follow from this computation for two univariate Bernstein polynomials [1] and
three univariate Bernstein polynomials [3].

The subresultant matrices S̃t(λtf̈t, g̈t, ρtḧt) and Ŝt(λtf̈t, g̈t, ρtḧt) have unit loss
of rank in the absence of noise, and thus from (21) and (31) in the presence
of noise
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S̃t(λtf̈t, g̈t, ρtḧt)x̃t ≈ 0 and Ŝt(λtf̈t, g̈t, ρtḧt)x̂t ≈ 0,

where x̃t and x̂t contain the coefficients of the coprime polynomials. The co-
efficient matrices in these approximate homogeneous equations have approxi-
mate unit loss of rank, and there therefore exists a column c̃t,q, indexed by q,

of S̃t(λtf̈t, g̈t, ρtḧt), and a column ĉt,r, indexed by r, of Ŝt(λtf̈t, g̈t, ρtḧt), that
almost lie in the spaces spanned by the remaining columns of these matrices.
If Ãt(λtf̈t, g̈t, ρtḧt) is the matrix formed by the removal of the column c̃t,q
from S̃t(λtf̈t, g̈t, ρtḧt), and Ât(λtf̈t, g̈t, ρtḧt) and ĉt,r are defined similarly with

respect to Ŝt(λtf̈t, g̈t, ρtḧt), then

Ãt(λtf̈t, g̈t, ρtḧt)x̃t,q ≈ c̃t,q and Ât(λtf̈t, g̈t, ρtḧt)x̂t,r ≈ ĉt,r, (45)

where x̃t,q and x̂t,r are computed by the method of least squares. Each vector
yields an estimate of an AGCD of perturbed forms of the polynomials defined
in (41), (42) and (43). The vector x̃t is obtained by the insertion of −1 in the
qth position of x̃t,q, and x̂t is obtained in an identical manner from x̂t,r.

The least squares solutions of (45) yield two estimates of the coprime polyno-
mials, (ũt(ω1, ω2), ṽt(ω1, ω2), w̃t(ω1, ω2)) and (ût(ω1, ω2), v̂t(ω1, ω2), ŵt(ω1, ω2)),
and they allow two estimates of the AGCD, d̃t(ω1, ω2), and d̂t(ω1, ω2), to be
computed,

λtf̈t(ω1, ω2) ≈ d̃t(ω1, ω2)ũt(ω1, ω2),

g̈t(ω1, ω2) ≈ d̃t(ω1, ω2)ṽt(ω1, ω2),

ρtḧt(ω1, ω2) ≈ d̃t(ω1, ω2)w̃t(ω1, ω2),

and

λtf̈t(ω1, ω2) ≈ d̂t(ω1, ω2)ût(ω1, ω2),

g̈t(ω1, ω2) ≈ d̂t(ω1, ω2)v̂t(ω1, ω2),

ρtḧt(ω1, ω2) ≈ d̂t(ω1, ω2)ŵt(ω1, ω2).

These approximate equations are written in matrix form and solved in the
least squares sense,















C (ũt)
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ρtḧt















,
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where C (s) is the convolution matrix whose entries are the coefficients of the
bivariate polynomial s(ω1, ω2) that is expressed in the basis (44). This method
is used for the computation of the coefficients of the coprime polynomials and
AGCD from the other 2×3 block matrix forms of the Sylvester matrix and its
subresultant matrices, but the order in which the coefficients of the coprime
polynomials are stored in x̂t is different, as shown for Variants 2 and 3 in (32)
and (33) respectively.

7 Complexity

The non-zero blocks in the Sylvester matrices and subresultant matrices in-
clude Tœplitz matrices, but this Tœplitz structure is not preserved in the
blocks. It follows that efficient algorithms that exploit this Tœplitz structure
cannot be employed and generic algorithms must therefore be used. This cause
of algorithmic complexity does not occur when power basis polynomials are
considered because the Sylvester matrix and subresultant matrices of three
power basis polynomials are formed by blocks of Tœplitz matrices, which al-
lows efficient algorithms to be used.

All the Sylvester matrices and subresultant matrices considered in this pa-
per are large, even for polynomials of moderate degrees, because their sizes
are defined by binomial terms. Consideration of this point and the absence
of a simple structure of the matrices, as discussed above, implies that the
complexity of the algorithms discussed in this paper is high.

8 Examples

This section contains three examples that illustrate the theory of the previous
sections.

Example 8.1 Consider the Bernstein forms of the exact polynomials f̂(x, y)
and ĝ(x, y), whose factorisations are

f̂(x, y) = (x+ 0.56)(x2 + y2 + 0.51)2(x+ y + 1.12)3(x+ y + 0.0124)6,

ĝ(x, y) = (x+ 0.56)(x2 + y2 + 0.51)2(x+ y + 1.12)3(x+ y + 0.4512)3,

and whose GCD d̂t(x, y) is of degree t = 8,

d̂t(x, y) = (x+ 0.56)(x2 + y2 + 0.51)2(x+ y + 1.12)3.
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Noise was added to the coefficients of f̂(x, y) and ĝ(x, y) such that the coeffi-
cients of the inexact polynomials f(x, y) and g(x, y) were

ai1,i2 = âi1,i2 + âi1,i2ǫfrf,i1,i2 and bj1,j2 = b̂j1,j2 + b̂j1,j2ǫgrg,j1,j2,

where {rf,i1,i2} and {rg,j1,j2} are uniformly distributed random variables in the
interval [−1, 1] and ǫf = ǫg = 10−10.

Figure 3 shows that the coefficients of f(x, y) span approximately 9 orders
of magnitude, but the coefficients of the preprocessed polynomial λ1f̈1(ω1, ω2)
span 5 orders of magnitude. The coefficients of g(x, y) and g̈1(ω1, ω2) span
approximately 4 orders of magnitude, and the coefficients of g̈1(ω1, ω2) are of
the same order of magnitude as the coefficients of λ1f̈1(ω1, ω2).

10 20 30 40 50 60 70 80 90 100 110 120
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0

1

2

3

Fig. 3. The coefficients of (i) the unprocessed polynomial f(x, y), (ii) the unpro-
cessed polynomial g(x, y), (iii) the preprocessed polynomial λ1f̈1(ω1, ω2) and (iv)
the preprocessed polynomial g̈1(ω1, ω2), in Example 8.1.

The singular values of the subresultant matrices of the unprocessed and pre-
processed polynomials are plotted in Figure 4. There does not exist a clear
separation between the numerically zero and non-zero singular values of the
subresultant matrices of the unprocessed polynomials, but this separation of
the zero and non-zero singular values is clearly defined for the subresultant
matrices of the preprocessed polynomials.

The calculation of the coprime polynomials and AGCD requires that the vari-
ables (ω1, ω2) be transformed to the variables (x, y), using the optimal values
θ = θ1,t and θ = θ2,t in (40). The errors in the coefficients of the coprime
polynomials and AGCD are shown in Table 1. These coefficients were not
computed from the unprocessed polynomials because the degree of an AGCD
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Fig. 4. The singular values {σk,i} of (i) Sk(f, g) and (ii) Sk(λkf̈k, g̈k) in Example
8.1.

was not defined.

Error ût(x, y) 9.00e-10

Error v̂t(x, y) 7.41e-10

Error d̂t(x, y) 3.09e-10

Table 1
Errors in the coprime polynomials ût(x, y) and v̂t(x, y), and AGCD d̂t(x, y), in
Example 8.1.

A reduction in the level of noise such that ǫf = ǫg = 10−14 yielded a significant

improvement in the solution because the errors in ût(x, y), v̂t(x, y) and d̂t(x, y)
without preprocessing and with preprocessing were, respectively, 10−9 and
10−14. The errors in the unprocessed polynomials could be computed because
the reduction in the noise level was such that the degree of an AGCD was
clearly defined. �

Example 8.2 The 3 × 3 block matrix S̃k(λkf̈k, g̈k, ρkḧk) and three 2 × 3
block matrices Ŝk(λkf̈k, g̈k, ρkḧk), Ŝk(g̈k, λkf̈k, ρkḧk) and Ŝk(ρkḧk, g̈k, λkf̈k) of
the polynomials in Example 3.1, after preprocessing, were formed and their
singular value decomposition computed. The singular values are shown in Fig-
ure 5 and it is seen that the correct result, t = 4, is achieved by the four sets of
matrices. These results are significantly better than the results of Example 3.1,
and furthermore, the quality of the result is independent of the form of matrix
structure (the 3 × 3 block form and the 2 × 3 block forms) of the Sylvester
matrix and its subresultant matrices that is used for the computation. �

Example 8.3 Consider the Bernstein forms of the exact polynomials f̂(x, y),
ĝ(x, y) and ĥ(x, y), which are of degrees m = 17, n = 11 and p = 10 respec-
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Fig. 5. The singular values {σk,i} of (i) Ŝk(λkf̈k, g̈k, ρkḧk), (ii) Ŝk(g̈k, λkf̈k, ρkḧk),

(iii) Ŝk(ρkḧk, g̈k, λkf̈k) and (iv) S̃k(λkf̈k, g̈k, ρkḧk) in Example 8.2.

tively, and whose factorisations are

f̂(x, y) = (x+ 2.21657951321)(x2 + y2 + 0.5679814324687)2 ×

(x+ y + 42.46578784351654)3(x+ y + 0.0124)6 ×

(x− 0.554687987932164654)3,

ĝ(x, y) = (x+ 2.21657951321)(x2 + y2 + 0.5679814324687)2 ×

(x+ y + 42.46578784351654)3(x+ y + 0.4512)3,

ĥ(x, y) = (x+ 2.21657951321)(x2 + y2 + 0.5679814324687)2 ×

(x+ y + 42.46578784351654)3(12x2 + y2 − 52.34).

Their GCD d̂t(x, y) is of degree t = 8,
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Error ût(x, y) 5.89e-04

Error v̂t(x, y) 6.05e-04

Error ŵt(x, y) 4.34e-04

Error d̂t(x, y) 5.72e-04

Table 2
Errors in the coprime polynomials ût(x, y), v̂t(x, y) and ŵt(x, y), and AGCD d̂t(x, y),
where {ǫf,i1,i2}, {ǫg,j1,j2} and {ǫh,l1,l2} are uniformly distributed random variables
in the interval [10−6, 10−4], in Example 8.3.

d̂t(x, y) = (x+ 2.21657951321)(x2 + y2 + 0.5679814324687)2 ×

(x+ y + 42.46578784351654)3.

Noise was added to the coefficients of f̂(x, y), ĝ(x, y) and ĥ(x, y) such that
the coefficients of the noisy polynomials f(x, y), g(x, y) and h(x, y) are given
by (37) where {rf,i1,i2}, {rg,j1,j2} and {rh,l1,l2} are uniformly distributed ran-
dom variables in the interval [−1, 1], and {ǫf,i1,i2}, {ǫg,j1,j2} and {ǫh,l1,l2} are
uniformly distributed random variables in the interval [10−6, 10−4].

The singular values of the matrices Ŝk(f, g, h), k = 1, . . . ,min(m,n, p), are
plotted in Figure 6(i), and it is seen that the degree of an AGCD cannot be
computed from these values because there does not exist a clear separation
between the numerically zero and non-zero singular values. Figure 6(ii) shows,
however, that the degree of an AGCD can be computed from the singular
values of the subresultant matrices formed from the preprocessed polynomi-
als Ŝk(λkf̈k, g̈k, ρkḧk) because the largest value of k for which a subresultant
matrix is numerically rank deficient occurs for k = 8.
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Fig. 6. The singular values {σk,i} of (i) Ŝk(f, g, h), and (ii) Ŝk(λkf̈k, g̈k, ρkḧk) in
Example 8.3.

Figure 6(i) shows that the degree t of an AGCD cannot be computed from
the unprocessed polynomials f(x, y), g(x, y) and h(x, y), and thus the coef-
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Polynomial Without preprocessing With preprocessing

ût(x, y) 1.68e-04 5.38e-06

v̂t(x, y) 1.48e-04 5.58e-06

ŵt(x, y) 1.27e-04 3.99e-06

d̂t(x, y) 1.58e-04 5.21e-06

Table 3
Errors in the coprime polynomials ût(x, y), v̂t(x, y) and ŵt(x, y), and AGCD d̂t(x, y),
where {ǫf,i1,i2}, {ǫg,j1,j2} and {ǫh,l1,l2} are uniformly distributed random variables
in the interval [10−8, 10−6], in Example 8.3.

ficients of the coprime polynomials and AGCD cannot be computed. Figure
6(ii) shows, however, that the value of t is clearly defined when the polynomi-
als are preprocessed, and thus the coprime polynomials ût(x, y), v̂t(x, y) and
ŵt(x, y), and AGCD d̂t(x, y), can be computed. The clear distinction between
the rank deficient subresultant matrices and full rank subresultant matrices
in Figure 6(ii) was also obtained when the other 2 × 3 block matrix forms,
and the 3 × 3 block matrix form, were used. The errors in the coprime poly-
nomials and AGCD are shown in Table 2 and it is seen that they lie in the
interval [10−6, 10−4] of the random variables {ǫf,i1,i2}, {ǫg,j1,j2} and {ǫh,l1,l2},
from which it follows that the computed solution is acceptable.

The noise level was reduced such that ǫf,i1,i2, ǫg,j1,j2 and ǫh,l1,l2 were uniformly
distributed random variables in the interval [10−8, 10−6]. An AGCD of degree
t = 8 could be computed for this noise level for the unprocessed and prepro-
cessed polynomials, and the errors in the computed coefficients of the coprime
polynomials and AGCD are shown in Table 3. Comparison with the errors in
Table 2 shows that a reduction in the noise level by two orders of magnitude
caused a similar decrease in the errors. Furthermore, the computed solution
is acceptable because the errors lie in the interval [10−8, 10−6] of the random
variables {ǫf,i1,i2}, {ǫg,j1,j2} and {ǫh,l1,l2}.

The method of structured non-linear total least norm (SNTLN) [10] is used
in [2] for the computation of a structured low rank approximation of the
Sylvester matrix of two univariate Bernstein polynomials. This low rank ap-
proximation allows accurate results of the coprime polynomials and AGCD to
be obtained, and they are more accurate than the results in Tables 2 and 3,
which are obtained by the method of least squares. The results obtained by
the method of least squares show, however, that processing the polynomials
before computations are performed on them yields significantly improved re-
sults. The application of the method of SNTLN to the Sylvester matrix and
its subresultant matrices of three bivariate Bernstein polynomials requires,
however, significantly more work than is required for the Sylvester matrix and
subresultant matrices of univariate Bernstein polynomials. �
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9 Summary

This paper has considered the computation of the degree and coefficients of
an AGCD of three bivariate Bernstein polynomials defined in a triangular
domain. The Sylvester matrix and its subresultant matrices were defined for
these polynomials and it was shown that these matrices are not unique. In
particular, there are three forms of these matrices when the polynomials are
considered pairwise, and each of these matrices yields a block matrix of order
2 × 3. The three polynomials can also be considered simultaneously, which
yields a block matrix of order 3× 3.

It was shown that the computation of the degree of an AGCD of poorly
scaled polynomials may return unsatisfactory results. The problems that arise
from this poor scaling were addressed by processing the polynomials by three
operations before computations are performed on them. Examples showed the
improved results that are obtained when these preprocessing operations are
implemented, but the operations increase the computational complexity of the
method because it is necessary to solve a linear programming problem for each
subresultant matrix.
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