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Abstract

Patient-specific image quantification and dosimetry are vital to optimise the delivery
of molecular radiotherapy. This thesis describes the validation of image quantification
using 3D printed patient-specific organ models and Monte Carlo simulations of radiation
transport to calculate radiation dose. In order to calculate the radiation dose to an organ
the curve describing the activity in an organ over time must be integrated. The impact
of experimental noise on curve fitting in nuclear medicine is demonstrated using artificial

sets of imaging data.

A set of patient-specific 3D printed organ models, comprising the liver spleen and both
kidneys, based on a diagnostic CT scan, was produced. Patient-specific calibration factors
for 17"Lu were calculated. These patient-specific calibration factors were compared to
those previously reported for organ models based on the Cristy and Eckerman phantom
series and a 113 ml sphere. Overestimations of recovered activity and hence dose of up
to 135 % are shown. The calculation of calibration factors revealed a dependence on the
position of the insert. The source of this position dependence was determined to result
from the application attenuation correction. Users of reconstruction systems must ensure

that the behaviour of attenuation correction on their system is understood.

Patient-specific dosimetry calculations were compared to clinical tools for '"“Lu and 1.

These calculations demonstrate the consistency of clinical methods for '""Lu if mass
scaling is applied to the generic calculations. Inconsistencies in the calculations are

present for 1311 due to the greater contribution of gamma rays to the radiation dose.

Summed exponential functions are often used to describe the activity in an organ over
time. However these functions are fundamentally hard to fit to data points due to their
mathematical structure. Artificial data sets representing measurements of the activity
in organs over time were generated and curves fitted to them. Calculations of the area
under these curves demonstrates the difficulty in fitting and calculation of uncertainty as

applied to nuclear medicine.

The work on anthropomorphic calibration factors is published in Physica Medica. A
paper describing the examination of the positional dependence is published in Nuclear

Medicine Communications.
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Chapter 1

Introduction

This chapter first provides a brief overview of Molecular Radiotherapy (MRT) and the
work done in this thesis. Then, background information to the thesis is discussed in

detail.

1.1 Overview

Molecular Radiotherapy is a form of cancer therapy in which a radiolabelled pharma-
ceutical is injected into a patient. The radiopharmaceutical is chosen such that it is
taken up by specific tumours and organs with minimal uptake in other organs. After
administration each patient will have a different uptake and distribution of radioactive
material throughout their body. In order to calculate the radiation dose the patient has
received, the activity distribution must be quantified for each patient. This quantification
is done using external imaging. The imaging devices used must be calibrated to relate
the detected radiation to the activity distribution in the patient. Clinically, simple
geometries such as spheres and cylinders are used to calibrate the detector [1]. These are

not patient-specific and therefore may not provide optimal calibration.

3D printing allows the imaging of known, patient-representative, activity distributions
which can be used to assess the accuracy of clinical imaging. The activity distribution is
then used to calculate the radiation dose distribution. This requires the total number
of decays in each source region to be calculated, by fitting decay curves to multiple
measurements of the patient activity distribution. Then the total number of decays
in a given source region is related to the dose in a target region. Direct Monte Carlo
simulation of dose deposition allows an assessment of the models used clinically to relate

the number of decays to radiation dose.

21



22 Introduction

The quantification of activity distributions of ""Lu solution using 3D printed patient-
specific phantoms is examined in Chapter 3. Patient-specific dosimetry is compared to
a standard clinical method. An unexpected dependence of quantification on position
is then investigated in Chapter 4. Finally, the impact of uncertainties and errors in
the quantitative imaging and dosimetry processes on the calculated dose is assessed

in Chapter 5.

1.2 Molecular Radiotherapy

In MRT a radionuclide is typically bound to a chemical, a radioligand, which is taken
up by a specific type of cell. The choice of radioligand is informed by the type of cell to
be treated and the chemistry of the radionuclide. The radionuclide is chosen based on
its decay properties and half life. Targeting cell types in this way allows high radiation
doses to be delivered to abnormal cells while minimising damage to healthy tissue. For
example sodium iodide is administered to treat thyroid cells, and complex octreotide
molecules such as DOTATATE may be used for neuroendocrine tumours [2|. In cancer
treatment this type of therapy has the advantage that any metastatic tumours around
the body will take up the isotope. The drawback of such treatments is that the radiation
dose distribution in the patient must be calculated using external imaging. The dose
distribution is calculated to ensure that the dose to healthy organs is minimised and
does not exceed pre-determined dose limits. The dose to tumours must be high enough
to result in cell death. These two requirements must be balanced during the treatment
process [3]. Calculating the dose distribution after treatment is in contrast to external
beam radiotherapy in which the dose distribution is planned ahead of time. However,
external beam radiotherapy is not suitable for targeting multiple small objects located

around the body.

The choice of radionuclide is made based on the purpose of the imaging or therapy and
the chemical properties for binding to a suitable radioligand. If the isotope is to be
used for imaging it must emit gamma rays or positrons. These emissions are chosen as
most gamma rays will escape the patient without depositing a large amount of energy,
minimising dose and allowing external imaging. Single Photon Emission Computed
Tomography (SPECT) is used to image photons emitted in gamma decay and Positron
Emission Tomography (PET) is used to image back-to-back 511keV gamma rays from
annihilation of positrons [4, 5]. For therapeutic uses the aim is to maximise the dose
to diseased cells while minimising the dose to healthy tissue and beta or alpha emitters
are used. The radioactive half-life of the isotope must be appropriate for the imaging

and therapy process. The energy of the emitted decay radiation must be appropriate for
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the imaging and/or therapy being performed. For SPECT imaging, the photon energy
must be reliably detectable by a gamma camera. In therapy the required energy of decay
radiation is related to the range required to deliver the dose [3]. For both uses the decays
of any unstable daughter nuclides must be considered. Table 1.1 shows a selection of
radionuclides used in MRT and the vector they are used with to target particular diseases.

TABLE 1.1: A selection of radionuclides used in molecular radiotherapy. The information
in this table is taken from [6].

Nuclide Vector Indication

1317 Todide Thyroid

89Gr Chloride Bone metastases

1317 mIBG Neuroendocrine disease

Ny microspheres Hepatic malignancy

223Ra dichloride Bone metastases in castration-resistant prostate cancer

L O DOTATATE Neuroendocrine tumours
Ly DOTANOC  Somatostatin expressing tumours

One of the earliest uses of external imaging in MRT was administering '3!I to a patient
and measuring the count rate near the thyroid with a Geiger counter [4]. This concept
was then extended to rectilinear scanners which moved a scintillation detector across
a patient. The gamma camera, invented by Hal Anger, uses a single large scintillation
crystal in front of an array of photomultiplier tubes (PMTs) [4]. Gamma rays interact in
the scintillation crystal which emits optical photons. The PMTs then detect the optical
photons. Anger arithmetic is used to calculate the position of the interaction in the
crystal using the output of the PMT array. An image is built up from the calculated
positions [4]. Gamma cameras may be rotated around a patient and the images collected
reconstructed to give a 3D image. This process is known as SPECT. Modern SPECT
scanners are often operated along with an X-ray computed tomography (CT) scanner
to perform hybrid imaging. A photograph of a GE Infinia Hawkeye 4 scanner is shown
in Figure 1.1. The SPECT images provide functional information about the distribution
of a radionuclide and the CT image provides anatomical information [4]. The details of
SPECT imaging are discussed in Section 2.3. Each image provides a measurement of a
snapshot of the distribution of activity in the patient. The distribution varies over time
as the radionuclide decays and the radiopharmaceutical is metabolised and excreted. The
rates of uptake and excretion of a radiopharmaceutical very significantly between patients,
so images are acquired at multiple time points. In order to calculate the radiation dose
resulting from the radioactivity in an organ, the total number of radioactive decays in
that organ must be calculated. The calculation of dose is discussed in Section 2.5.2. The
total number of decays in a region must be calculated by numeric integration or fitting a
function to the data points and then integrating. Section 5.2 examines the calculation of

the number of decays by fitting a function to data from a series of time points.
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FIGURE 1.1: A photograph of the GE Infinia Hawkeye 4 scanner at the Christie Hospital.
The SPECT heads, CT housing and patient bed are labelled. An elliptical Jaszczak
phantom containing a 3D printed model of a generic spleen is being imaged.

This thesis focuses on the imaging and dosimetry involved in the treatment of neu-
roendocrine tumours using '7"Lu peptide receptor radionuclide therapy (PRRT). The
7Ly is typically bound to DOTATATE or DOTATOC molecules. Typically, all patients
are injected with 7.4 GBq of ""Lu with four to six treatment cycles. The kidneys are
particularly at risk in these therapies and dose limits of 23 Gy or 27 Gy to the kidneys
are generally set [7]. The administration of a standard activity results in a wide range of
absorbed doses to organs at risk in different patients, for instance from 14 Gy to 32 Gy to
the kidneys [8]. Generally, the uncertainties involved in the measurements associated with
MRT are not considered [9]. Reference [10] states that the uncertainty on dose estimates
is typically a factor of two. Reference [10] also suggests that the uncertainty may perhaps
be reduced to between 10 and 20 % if model-based uncertainties around data acquisition,

analysis and processing are removed.

1.3 Phantoms in MRT

Phantoms are test objects used in MRT to provide a known activity distribution. They
are required to perform quality control or to calibrate the scanner. There are six
interrelated parameters which characterise the performance of a gamma camera: spatial
resolution, non-uniformity, spatial distortion, sensitivity, count rate characteristic and
energy resolution. Phantoms are used to measure these characteristics. For instance line
sources such as capillary tubes are used to measure the resolution of the scanner and

assess spatial distortion. Non-uniformity is assessed by filling the detector field of view
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with a large plane source. Sensitivity is measured by acquiring images of a source with
known activity. The count rate characteristic is calculated by measuring the count rate
from a source of a known activity as the source decays. The energy resolution is measured
by measuring the energy spectrum of emissions from a source and fitting Gaussian peaks
to the known emissions [11]. Quality control is done at regular intervals as part of the
clinical operation of the scanner. Commercial phantoms are often simple geometric objects
such as cylinders, elliptical cylinders and spheres (e.g the Jaszczak phantom series [12]
and the NEMA image quality phantom [13]), although anthropomorphic phantoms are
available such as thorax phantoms. Examples of commercially available phantoms are
shown in Figure 1.2. 3D printing allows the production of geometries which are not

available commercially.

FIGURE 1.2: Two commercially available phantoms. (a) NEMA image quality phantom,
(b) anthropomorphic phantom. The images in this figure are taken from [14].

1.4 3D printing

3D printing is a technique for manufacturing complex objects from 3D models. A
photograph of a Prusa i3 3D printer (www.prusa3d.com) at The University of Manchester
is shown in Figure 1.3. It allows the rapid production of geometries which would
be prohibitively expensive to produce using other methods [15]. In the last 15 years
3D printing has become of increased interest in nuclear medicine for producing test
phantoms [16-23]. In particular, anatomically accurate phantoms can be produced at
a much lower cost than those available commercially [20]. These phantoms can then
be used to perform scans of known anatomically representative activity distributions.
Recent publications have demonstrated the usefulness of 3D printed phantoms in nuclear
medicine [18-23]. A selection of 3D printed phantoms is shown in Figure 1.4. It has
been demonstrated in the literature that 3D printed models made of plastics such as
Acrylonitrile Butadiene Styrene (ABS) or Polylactic Acid (PLA) have similar attenuation
properties as water and human tissues in the range of energies relevant for SPECT

imaging [24].


www.prusa3d.com
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F1cURE 1.3: A photograph of a commercially available Prusa i3 3D printer.

FIGURE 1.4: A selection of 3D printed phantoms for molecular radiotherapy. (a) The
abdo-man phantom from reference [20]; (b) a patient specific phantom from reference [18];
(¢) kidney phantoms from reference [21].



Chapter 2

Theory

2.1 Decay of relevant isotopes

This section provides a brief overview of radioactive decay and describes the decay of
isotopes relevant to this thesis. The isotopes considered are %°™Tc, 1""Lu and '3'I, which

are commonly used in nuclear medicine.

2.1.1 Overview of radioactive decay

There are multiple methods by which unstable nuclei may decay. These include beta
decay, electron capture, neutron emission, proton emission, alpha decay or fission. The
daughter nucleus will often be produced in an excited state and will internally decay to
its ground state by emitting a prompt gamma ray or an internal conversion electron. The
isotopes considered in this thesis all beta decay, so only this decay process is discussed

along with the relaxation of the daughter nuclei [3].

There are three possible types of beta decay: 37; ST and electron capture. The processes

for these are:

n—p+e +rve
p—>n+e++1/e

p+te —n4 1,

In negative beta decay a neutron decays to a proton, an electron and an electron

antineutrino. In positive beta decay a proton decays to a neutron, a positron and an

27
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electron neutrino. Due to the three bodies in the final state, the emitted electron or
positron has a continuous spectrum of possible energies up to a maximum given by the
Q-value for the decay. In electron capture a proton absorbs an atomic electron, transforms
into a neutron and emits an electron neutrino. Positive beta decay and electron capture

are not possible for free protons [3, 25|.

The daughter nucleus from beta decay will often be created in an excited state. The
excited nucleus can decay to its ground state by emitting gamma ray(s) or atomic electrons.
These processes are referred to as gamma decay and internal conversion respectively.
When a nucleus gamma decays it transitions from a state with energy F; to a state with
energy Ey. A gamma ray will be emitted with energy equal to the difference between the
states in the rest frame of the nucleus. In a different reference frame to the rest frame
of the nucleus the energy of the gamma ray will be less than this due to the nucleus
recoiling in order to conserve momentum. In internal conversion the excess nuclear energy
is given to an atomic electron. If the energy given to the electron is greater than the
atomic binding energy the electron will be ejected from the atom with any excess energy
as kinetic energy. The resulting electron vacancy may result in the emission of X-rays as

the atom de-excites [3, 25].

2.1.2 99mTc

99mTe is an isotope commonly used in nuclear medicine for diagnostic imaging. ?9™Tc
is a metastable state of % Tc with a half-life of 6.0072h. It decays via gamma emission
99.9963 % of the time. The remaining possibility is negative beta decay to “’Ru. The
decay schemes are shown in Figures 2.1 and 2.2. The primary gamma emission is 140 keV.
For the dominant beta decay the mean beta energy is 101.9keV and the maximum beta
energy is 350.6 keV [26]. While only a small percentage of decays result in the emission

of beta particles, they are a significant source of radiation dose from 9™Tc.

2.1.3 ""Lu

1"TLu is used for both therapy (beta) and post-therapy imaging (gamma). '""Lu decays
by negative beta decay to ""Hf, with 79.4 % of the decays to the ground state of 17"Hf.
The half-life of 1""Lu is 6.647d. The highest intensity gamma rays emitted from the
decay of excited states of '""Hf are 208keV and 113keV. For the dominant beta decay
the mean beta energy is 149.35 keV and the maximum beta energy is 498.3keV [27|. The

decay scheme of ""Lu is shown in Figure 2.3.
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FIGURE 2.1: 9™Tc gamma decay scheme. This is an internal decay to the ground state
from the metastable state. This figure was generated using https://www-nds.iaea.
org/relnsd/vcharthtml/VChartHTML.html.
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FIGURE 2.2: 99MTc beta decay scheme. This figure was generated using https://
www-nds.iaea.org/relnsd/vcharthtml/VChartHTML. html.
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FIGURE 2.3: The decay scheme of !""Lu. This is a 8~ decay to ""Hf followed by
gamma emission. This figure was generated using https://www-nds.iaea.org/relnsd/
vcharthtml/VChartHTML. html.

2.1.4 B

31T decays by negative beta decay to '3'Xe. The primary gamma emission from this
decay is 364keV. The decay scheme is shown in Figure 2.4. The mean energy of the
dominant beta decay is 191.58keV and the maximum beta energy is 606.3keV [28]. 1311

is used for therapy, for instance thyroid therapies, and imaging [6].
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FIGURE 2.4: The decay scheme of '3!I. This is a 3~ decay to '3'Xe followed by
gamma emission. This figure was generated using https://www-nds.iaea.org/relnsd/
vcharthtml/VChartHTML. html.

2.2 Radiation interactions

This section provides an overview of how the decay radiation emitted by the considered

isotopes interacts as it travels through matter. The isotopes mentioned in this thesis emit
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only beta and gamma rays so only the interactions of these particles are discussed.

2.2.1 Photon interactions

Cross-sections showing the likelihood of different interactions of photons are shown
in Figure 2.5. None of the isotopes considered in this thesis emit gamma rays with an
energy greater than 1022 keV and therefore electron pair production will not occur. There
are three types of interaction photons can undergo in the energy range relevant to this

thesis: Compton scatter; Rayleigh scatter and Photoelectric absorption.

Of these, photoelectric absorption is dominant below approximately 20 keV and Compton

scattering is dominant above about 100keV. Photoelectric absorption is a process in
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FIGURE 2.5: Photon interaction cross sections in water. The data in this figure are
taken from [29].

which a photon is absorbed by an atomic electron. The electron is then ejected from the
atom with kinetic energy

E.=E,—Ep—T,

rec?

(2.1)

where E, is the energy of the incident photon, Ep is the binding energy of the ejected

electron and T”

rec 1s the recoil kinetic energy of the nucleus. The atom will then have an

electron vacancy and therefore be in an excited state. It can de-excite by an electron
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from a higher energy level filling the vacancy. In the process the atom will emit an X-ray,

or eject another atomic electron in a process termed internal conversion |3, 30].

In Rayleigh scattering an incident photon is elastically scattered from an ensemble of
atomic electrons. Rayleigh scattering is a classical process in which the photon can be
treated as an electromagnetic wave. The incoming and scattered waves are in phase so
Rayleigh scattering is also known as coherent scatter. The photon deposits no energy in
the medium, so does not contribute any dose. The photon is attenuated and Rayleigh

scattering is therefore relevant to modelling radiation transport [3, 30].

In contrast, Compton scattering is a quantum mechanical process of incoherent, inelastic
scattering from an electron. Energy is deposited by the photon, so Compton scatter
contributes to radiation dose. The energy deposited by the photon is transferred to the
electron. The electron will then deposit energy as it slows. The energy of the scattered

photon is given by
E E

1+ B (1 —cos(9))’

mec?

(2.2)

where FE is the energy of the incident photon, E’ is the energy of the scattered photon,
me is the mass of the electron and @ is the angle the photon is scattered by [3, 30].

The intensity of a beam of photons travelling through a medium is given by Lambert-Beer’s
Law,
I =1,exp(—pAzx), (2.3)

where Ij is the emitted beam intensity, p is the linear attenuation coefficient and Az is
the distance through the medium. If the beam passes through multiple materials with

different attenuation coefficients Equation (2.3) is modified and I is given by

I = Ipexp (— Z Mz-Ax) (2.4)
i=1

where n is the number of materials and p; is the attenuation coefficient of the i*h
material [31]. It can be seen from this equation that the intensity of the photon beam

will approach but never reach zero.

2.2.2 Electron interactions

Electrons are charged and deposit their energy more rapidly than photons. Being massive,
electrons also slow down as their energy is deposited. The rate of energy loss of charged

particles such as electrons is also known as the stopping power of a material, S. The
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stopping power is given by
dE detz?
de — mov?

2mov? v? v?

v is the velocity of the particle, ze is the charge of the particle, IV is the number density

NB (2.5)

where

of the material the particle is travelling through, Z is atomic number of the material,
myg is the electron rest mass, e is the electronic charge and I is the average excitation
and ionisation potential of the material. This slowing results in charged particles having
a finite range in a medium. In tissue the range of electrons emitted from the isotopes
discussed in this thesis is approximately 2mm. The electron energy is lost through
iterations with atomic nuclei and atomic electrons. The primary interactions are Coulomb
scattering and bremsstrahlung. Coulomb scattering from atomic electrons is the dominant

process of energy loss.

In collisions with orbital electrons the incident electron can lose any amount of its energy,
due to both particles having the same mass. These collisions may be elastic or inelastic.
All inelastic scatter results in energy being transferred to the medium. Only some elastic

scatter results in energy being transferred to the medium.

When an electron interacts with a much more massive atomic nucleus it may be subject
to a large change in direction. This is a large acceleration of a charged particle and such
the electron emits radiation. The radiation emitted by such electrons is bremsstrahlung.
The bremsstrahlung photon may be emitted with any energy up to that of the incident
electron. Radiative losses are only a small fraction of the losses due to scattering |3, 25,
30].

2.3 Imaging

SPECT uses one or more gamma cameras to acquire planar images of the detected
photons from a patient or test object at angular intervals around the patient or test
object. The angular steps are typically between 3 and 6 degrees. These images, referred
to as projections, are then reconstructed to provide a 3D image of the distribution of
the radionuclide. CT uses X-rays to measure the distribution of attenuating material
in a patient. The CT image is used to provide anatomical information to complement
the SPECT data and in the SPECT image reconstruction process. The camera used in
this project, a GE Infinia Hawkeye 4, is a hybrid SPECT /CT scanner. Hybrid scanners
sequentially perform SPECT and CT imaging. The advantage of performing scans in this

way is that the images are aligned, removing the need for registration of the images. In
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practice patients may move between the two scans, introducing problems with registering

the CT and SPECT images. For phantom scans this does not occur [31].

2.3.1 CT

CT scans pass a beam of X-rays through an object and measure the intensity of photons
which have passed through. If such a beam is moved linearly across a patient and measuring
the transmitted intensity a one-dimensional projection of the patient is acquired. By
measuring the transmitted intensity from many different angles a set of projections is
acquired. This procedure was used in the first generation of CT scanners. The most
modern CT scanners use a fan-shaped beam of X-rays, but the imaging principles are the
same. Reconstructing the set of projections will provide the distribution of attenuation
material in a slice of the patient. Back-projection is the basis of modern CT reconstruction.
Back-projection ‘smears’ the measured projections back in the direction of the detected
radiation, as the inverse of the projection. However this leads to artefacts as shown on the
left hand side of Figure 2.6. The artefacts arise because the projections are non-negative
and hence non-negative values are smeared over the entire image and positive values
are assigned to pixels outside the patient. This is not compensated for by the other
projections, as all the projections are non-negative. Applying a filtering function to
the acquired projections before back-projecting can address this problem. The filtering
function is a high-pass filter, applied by convolution with each projection. The filtering
introduces negative values into the projections which compensate for the positive values
introduced outside the object being imaged. The result is illustrated on the right hand
side of Figure 2.6. It can be seen that the artefacts are no longer present. In practice
there are multiple possible filter functions which may be applied. The functional form of
one such filter, the Ramachandran-Lakshminarayanan filter is shown in Figure 2.7 as an
example [31-33].

In nuclear medicine it is conventional to scale the measured attenuation coeflicients of the
patient to that of water. This gives the attenuation in Hounsfield units or CT number [32].

The scaling is defined as

CT number = Htssue — fwater 55 (2.7)

Hwater

Air has a CT number of —1000 and water a CT number of 0. Modern CT scanners
typically acquire data by continuously rotating an X-ray tube around the patient as the
patient is moved past. In hybrid SPECT /CT imaging low dose CT images are acquired to
minimise the radiation dose the patient receives. These images are of lower quality than a

diagnostic CT but are adequate for attenuation correction and organ localisation |31, 32].
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FIGURE 2.6: A comparison of simple back projection (left) and filtered back projection
(right). In the simple case, a star-shaped image artefact is visible after the projections
of the object are back-projected. When filtered back projection is used the artefact is

removed. This figure is taken from [31].

The GE Infinia Hawkeye 4 scanner uses an X-ray tube voltage of 140kV and a current of

2.5mA [34].

2.3.2 SPECT

Gamma cameras are used to detect the position and energy of gamma rays. A SPECT

scanner consists of one or more detectors rotated around a patient to obtain a series of

planar images from different angles. Gamma cameras typically consist of a lead collimator,

a sodium iodide scintillator crystal and an array of PMTs. The rear of the camera is

surrounded by lead shielding to prevent photons which do not originate from the patient
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F1GURE 2.7: The continuous form of the Ramachandran-Lakshminarayanan filter
function in the spatial domain. This is shown as an example of a convolution kernel
which may be used as a filter in filtered back projection.

being detected. A schematic diagram of a gamma camera is shown in Figure 2.8. A
parallel hole collimator consists of a lead sheet containing an array of hexagonal holes. The
collimator is required to restrict the detection of gamma rays to those which are travelling
perpendicularly to the holes of the collimator. Different thicknesses of collimator are used
depending on the energy of the photopeak(s) being imaged. Low Energy High Resolution
(LEHR) collimators are used in this work for imaging **™Tc and Medium Energy General
Purpose (MEGP) collimators are used for imaging 7"Lu. The mechanical properties of
the collimators are described in Table 2.1. For higher energy photons thicker collimators
with thicker walls between the holes (septa) are used to reduce septal penetration. Septal
penetration reduces the image quality as there is no way to distinguish photons which
pass straight through a hole and those which pass through a septa. The collimator gives
the detector a poor efficiency but is required to form a usable image. The resolution of the
system (Full Width at Half Maximum (FWHM) at 100 mm) is 7.4 mm with the LEHR
collimator and 9.4 mm with the MEGP collimator. The sensitivity is 72 cps MBq~! with
the LEHR collimator and 65 cps MBq~! with the MEGP collimator [34]. When a gamma
ray interacts in the scintillator crystal typically several thousand optical photons are

emitted. A light guide is used to hermetically seal the crystal while allowing light to
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reach the PMTs. The scintillation photons are detected by the array of PMTs. From the

detected signal the energy and position of the gamma ray is calculated [4, 35].
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FIGURE 2.8: A schematic diagram of a gamma camera detector. The circle represents
a radioactive source. The dotted lines to the scintillator crystal represent gamma rays
emitted by the source. The left-hand gamma ray is stopped in the collimator septum.
The central gamma ray passes through a collimator hole and causes the emission of
optical photons in the scintillator. The right-hand gamma ray penetrates a collimator
septum before interacting in the scintillator and will degrade the image quality.
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TABLE 2.1: Description of the LEHR and MEGP collimators for a GE Infinia Hawkeye
4 SPECT/CT scanner with a 3/8" crystal. The information in this table is taken from
reference [34].

Collimator Septal Hole Septal Hole
penetration at 140keV (%) diameter (mm) thickness (mm) length (mm)

LEHR 0.3 1.5 0.2 35

MEGP 2.0 3.0 1.05 58

In SPECT, one or more gamma cameras are rotated around a patient. Two cameras
mounted 180° apart are used in the GE Infinia Hawkeye 4. The 2D projections acquired
by the gamma camera are reconstructed to give a 3D image of the distribution of activity.
This distribution is a grid of 3D pixels, or voxels, with the value being the number of counts
detected from the voxel. In this thesis the Ordered Subset Expectation Maximisation
(OSEM) algorithm, with 4 iterations and 10 subsets, is used unless otherwise stated. This
is the number of iterations and subsets used clinically at the Christie Hospital. OSEM is
an iterative algorithm which extends the method of Expectation Maximisation to process
subsets of the data separately in order to speed up the computation time needed for
reconstruction [36]. Expectation Maximisation is a two step iterative process. First the

current estimate of the activity distribution is forward projected to calculate the expected
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projections based on that distribution. The difference between the expected and measured
projections is then used to adjust the estimated activity distribution. Figure 2.9 illustrates
the process. Iterative reconstruction allows the physical processes in the emission and

detection of radiation to be modelled [37].
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F1GURE 2.9: A flow chart showing the process of Expectation Maximisation iterative
reconstruction. The process is repeated until the specified number of iterations have
been carried out.

There are multiple effects which degrade quality of any reconstructed image. Photons
emitted from the centre of the patient are more likely to be attenuated than photons
emitted from the edge. If not corrected for this will result in an underestimation of the
counts in the centre of the patient. Attenuation information from the CT data is used
to correct for this during the image reconstruction. Attenuation coefficients are energy
dependent so the measured values must be converted to those for photons of the emitted

energy before use for attenuation correction.
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Scattered photons may pass through a collimator hole and be detected. This results in a
photon being detected from a position it did not originate at. Examples of some possible
paths a photon may take are shown in Figure 2.10. Path (c) in Figure 2.10 will result in
the detected photon appearing to come from the wrong position. To reduce the impact of
scattered photons, only photons with energies in a window around the emission photopeak
energy are used in the reconstruction. Due to the poor energy resolution of the detector,
about 9% for the 140keV emission from *°™Tc, this window is often around 10 % above
and below the photopeak energy. However photons can Compton scatter by large angles
and still be within the window set around the photopeak. Scatter correction is used to
correct for this. There are multiple methods of scatter correction. In dual-energy window
scatter correction a second energy window is used below the photopeak of interest. All the
events in this window are assumed to have scattered. A simulated ?°™Tc energy spectrum
is shown in Figure 2.11 with the energy windows indicated. A fraction of the scattered
image is subtracted from the photopeak image in the reconstruction process. The fraction
required to be subtracted is determined either by Monte Carlo simulations or analysis
of phantom data. In triple-energy window (TEW) scatter correction a window is also
defined above the photopeak. The two scatter images are used to inform the subtraction

from the photopeak image. The number of scattered photons in the photopeak window,

C o Cu\ W,
sca = Y17 TS 2
Cnt <m+Wu) ! (25)

Cscat, is estimated to be

where W,, and W; are the widths of the upper and lower scatter windows, C,, and C; are
the number of counts in the upper and lower scatter windows and W), is the width of
the photopeak window [35, 38-40]. TEW scatter correction is used when there scattered
photons from higher energy emissions may be detected in the photopeaks of interest. A
simulated energy spectrum of '7"Lu is shown in Figure 2.12, showing the scattered and
unscattered components and the energy windows used. It can be seen that there is a

greater scatter component in the EM1 window.

The finite spatial resolution of the scanner results in partial-volume effects in imaged
objects. Partial volume effects occur when the edge of an object is not at the edge of
a voxel, causing the counts inside and outside the object to be averaged. Figure 2.13
illustrates the effect. The effect is most significant in small structures, with dimensions
less then three times the FWHM of the spatial resolution of the scanner. The FWHM
may be measured using a line source phantom. Resolution recovery methods may be

applied during the reconstruction process to correct for this [1, 11].

SPECT scanners can also be used in Pulse Height Analysis (PHA) mode. In this mode
the scanner is used to measure an energy spectrum with the heads stationary. Data are

collected until a set number of counts have been detected.
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FIGURE 2.10: A schematic diagram of possible photon paths. Photon (a) is emitted
and travels directly to the crystal without interacting in the patient. Photon (b) scatters
in the patient and is absorbed in the collimator. Photon (c¢) scatters in the patient and
then reaches the crystal. Photon (d) is absorbed in the patient.
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FIGURE 2.11: An example simulated energy spectrum for **™Tc, showing the energy
windows used. The detected energy spectrum (total) and the unscattered and scattered
components are shown. The ‘EM’ window is the energy window for the gamma emission
peak. The ‘SC’ window is used to provide an estimate of the number scattered photons
in the emission window in dual energy window scatter correction.
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FIGURE 2.12: An example simulated energy spectrum for '""Lu, showing the energy
windows used. The detected energy spectrum (total) and the unscattered and scattered
components are shown. The ‘EM1’ and ‘EM2’ windows are the emission windows for the
primary decays of 17"Lu. The ‘SC1’, ‘SC2’, ‘SC3’ and ‘SC4’ windows are used to provide
an estimate of the number of scattered photons detected in the emission windows in
triple energy window scatter correction

FIGURE 2.13: A diagram demonstrating partial volume effects. The grid represents the
pixels in an image and the circles represent objects being imaged. Pixels completely
inside the circles are shaded dark grey and pixels on the edge are shaded light grey. The
ratio of interior pixels to edge pixels is larger for the larger circle.
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2.4 Quantitative SPECT

For imaging being viewed for diagnostic purposes it may be sufficient for the image to be
presented qualitatively in terms of counts. This will show areas of less activity and more
activity. For dosimetry to be done, the counts must be converted to units of becquerels

(Bq). This is done using a calibration factor, cf, defined as

of — counts (2.9)

activity in insert - scan duration

in units of counts per second per MBq. A calibration factor may be defined for any
arbitrary volume. The calibration factor is specific to a camera and set of reconstruction
parameters. The calibration factor will also depend on the size and shape of the volume it
is defined for due to the limited spatial resolution of the SPECT detector and the partial
volume effects inherent to the voxelisation of the activity distribution. The calibration
factor can then be used to quantify the activity in a region. In phantom scans the activity
in the inserts is known from measurements taken when the phantoms were filled. In
such cases the quality of calibration factors may be assessed by comparing the quantified
activity in a region with the known activity. This can be done numerically using the
recovery factor, rf, defined as

Aquantiﬁed

rf = (2.10)

Aadministered
A recovery factor greater than one indicates an overestimation of the activity in the region

and a recovery factor less than one indicates an underestimation.

As described in reference [22| theoretical values of the ratio of the calibration factor for a
volume to the true camera sensitivity, cfi,ue, can be calculated. cfi;ye can be measured
by calculating the calibration factor for an object large enough that any partial volume
effects are minimised. The ratio for a particular volume of interest (VOI) is given by

c fvoi Z?;/ioxels o

=1 - == 2.11
cfirue nVoxels (2.11)

where nVoxels is the total number of voxels in the VOI and for an individual voxel centred
at x;, yi, zi with x4, Tp, Ya, Yp, Za, 2p being the perpendicular distances to the closest
VOI boundary,

Zb=Zi  [Yb—Yi [T—Ti
oa; =1— / / / 9(i, yi, 25, 0)dx dy dz. (2.12)
z Y T

a "% a—Yi a—T4

g(x,y,z,0) is defined as

1 2 2 2
g(:ﬂ,y,Z,O’) = — 3 €Xp <_ <:U—i_y_‘_z>) (213)

o3 (2m)3 202
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and
FWHM

2v2In2’
where FWHM is the full width at half maximum of the spatial resolution of the SPECT

o(FWHM) = (2.14)

camera.

2.5 Dosimetry

Many of the interactions of radiation in tissue result in the deposition of energy in a tissue.
This deposition of energy results in a radiation dose. The absorbed dose is measured in
joules of energy deposited per kilogram of target material. The SI unit of dose is the gray.
If a radiation weighting factor is applied the dose is referred to as the equivalent dose in

units of sieverts [41].

2.5.1 Biological effects of dose

The biological effects of radiation are primarily due to damage done to DNA in cell
nuclei. This damage may be direct or indirect. Direct damage is caused by the radiation
interacting with the DNA molecule itself. Indirect damage is caused by the radiation
ionising some other molecule in the cell. This interaction results in the creation of free
radicals. Free radicals contain an unpaired electron and are therefore very reactive. The
free radicals may then interact with DNA molecules, resulting in damage. The majority

of radiation damage is due to the indirect effect [3, 41].

DNA molecules are made of two strands, connected by base pairs. Damage is done by
one of the bases being changed, or by one or both of the strands being broken. If one
of the bases is changed a mutation may result or there may be no effect. If one of the
strands is broken, known as a single strand break, it is possible for the cell to repair itself
given sufficient time. However the repair may be incorrect or incomplete in which case
a mutation may still occur. If both strands are broken in close proximity, known as a

double strand break, then the cell is less likely to survive [3, 41].

2.5.2 Dose calculation

The absorbed dose in gray, D, to a region of mass m is defined as

D=—, (2.15)
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where € is the energy deposited in the region. The MIRD schema is a general method
for calculating the dose from a source region to a target region [42]. The general MIRD

equation for the mean absorbed dose D(rp,Tp) to a region rp in time Tp is:
Tp
D(rp,Tp) = Z/ A(rs, t)S(rp < rg, t)dt, (2.16)
0
Ts

where A(rg,t) is the time dependent activity in the source region rg and S(rp < rg,t)
represents the mean absorbed dose rate to target region rp at time ¢ per unit activity in
source region rg. S depends on both the radionuclide present and the spatial arrangement

of the source and target regions. S is given by:

1
S(rr —rs,t) = o Y EYip(rr < rs, By t), (2.17)

m(r

where m(rp,t) is the mass of the rp at time ¢. The summation is over all decay channels
for a particular radionuclide. F; is the energy of the i*" nuclear transition, Y; is the number
of i*" nuclear transitions per nuclear transformation and ¢(rr < rg, E;, t) is the fraction
of energy E; emitted from rg at time t which is absorbed in rp, called the absorbed
fraction. ¢ may divided by the mass of the target m to calculate the specific absorbed
fraction. In cases where ¢ and therefore S are constant with time Equation (2.16) can be

written as:

D(rp,Tp) = > _ A(rs, Tp)S(rr + rs), (2.18)

where g(rg, Tp) is the total number of radioactive decays in region rg during time Tp.
In nuclear medicine Tp is set to infinity as the radionuclides used generally have short
physical half-lives [42]. S values for different radionuclides and anatomical models are
tabulated in the literature [43-45]. These are calculated by Monte Carlo simulation. It is
also possible to use direct Monte Carlo simulation for an individual patient to perform
patient-specific dosimetry. S-factors are approximately symmetric if they are calculated

for a uniform source in a finite homogeneous medium |3].

Clinically there are multiple software packages available which can perform dosimetry in
either of these ways [3|. Of these, OLINDA/EXM 1.0 and OLINDA/EXM 2.0 are used
in this thesis [46, 47]. OLINDA/EXM 1.0 uses the Cristy and Eckerman phantom set to
perform whole body dosimetry, along with models of some specific organs. The Cristy
and Eckerman phantoms are mathematical models based on population averages of organ
size. Figure 2.14 shows a diagram of the adult male phantom. These models may not be
representative of any particular individual. S-factors for these were pre-calculated for more
than 800 radionuclides and are stored in a database [46]. These S-factors are based on
calculations of specific absorbed fractions performed in the 1980s [45]. OLINDA/EXM 2.0
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uses newer models based on the ICRP 89 phantoms [47]. The open dose project aims to
produce an open database of S-factors for a variety of patient models calculated using a
range of Monte Carlo simulation packages [48]. The S-factors are then used to calculate
the dose to every source — target pair. The masses of the phantom organs can be adjusted
to that of the patient to account for differences in size. This does not increase the size of
the organ but rather the density. The dose output gives the contributions to the dose from
alpha particles, electrons and photons. Patient-specific S-factors may be calculated using
direct Monte Carlo simulation of the patient geometry. This is currently prohibitively
time consuming for clinical use but is possible for research. Whichever method is used
the activity distribution in the patient over time must be quantified in order to calculate
Z(Ts, Tp) for each source organ. This is done by serial quantitative imaging to measure
the activity in each organ over time. The total number of decays is then the area under the
curve described by the measured points. This can be calculated by numeric integration

or analytically integrating a function fitted to the data points [1].
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FIGURE 2.14: The geometry of the Cristy and Eckerman adult male phantom. The
phantom is based on simple geometrical objects and is not representative of any particular
individual. This figure is taken from reference [49].
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2.6 Monte Carlo methods

The processes involved in radiation transport can be described using cross-sections, which
give the probability of a process happening. These cross-sections may be used to define
probability density functions (PDFs). Monte Carlo methods sample the PDFs to calculate
a possible outcome of an interaction. By sampling the PDFs many times, an approximation
to the true distribution of results can be obtained. Monte Carlo methods are not limited
to radiation transport. A simple example of a Monte Carlo method is estimating the
value of . A circle of radius r is drawn inside a square of side length 2r. The ratio of
the area of the circle to the area of the square is 7/4. If points within the square are
randomly sampled, for instance by throwing a dart, the fraction of points within the
circle approaches 7/4. Figure 2.15 illustrates this process [3, 50]. There are many Monte
Carlo codes available for the simulation of radiation transport [50]. These include MCNP,
EGSnrc, Penelope and Geant4 [51-54]|. In this work GATE (Geant4 Application for
Tomographic Emission) is used [55]. GATE is based on Geant4 and provides extensions
for tomographic imaging, such as the ability to read medical image formats and simplify
time-dependent detector positions. The output of imaging simulations used in this thesis
is in the ROOT file format [56]. A benefit of Monte Carlo simulation for nuclear medicine
imaging is that the complete history of each particle is known. This provides information
which is not available experimentally. Before a Monte Carlo simulation can be trusted it

must be validated by comparison to experiment.

Number within circle
Number within square

4 .

100 150 200
Number of points
FIGURE 2.15: An example of a Monte Carlo method to calculate the value of m. As

more points are sampled within the square, the fraction within the circle will approach
7/a. This figure is adapted from [3].
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2.7 Calculation of uncertainty in phantom imaging

When calculating calibration factors and recovery factors care must be taken to ensure
that correlated components of uncertainty are considered. These correlations will often
be due to the activities in inserts being measured using the same radionuclide calibrator.
The radionuclide calibrator is a well-type ionisation chamber used to measure the amount
of activity in a vial or syringe. The National Physical Laboratory (NPL) has published a
Good Practice Guide describing the calibration and quality control for such calibrators [57].
A photograph of a radionuclide calibrator at the Christie Hospital is shown in Figure 2.16.

The stability of the radionuclide calibrator response over time is monitored using a long-

F1GURE 2.16: A photograph of a radionuclide calibrator at the Christie Hospital. On
the left is the ionisation chamber detector into which samples are placed. On the right
is the digital readout display. This figure is taken from reference [14].

lived check source such as ¥7Cs. This ensures the reproducibility of the measurements
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using the calibrator. The accuracy of the calibrator is maintained by calibration to
reference sources traceably calibrated to national standards. Multiple measurements of
a source are used to check the repeatability of measurements. To use the calibrator,
calibration factors must be calculated to relate the measured current to the activity
for a particular radionuclide and source geometry [57]. When filling inserts, multiple
measurements will be performed. These may be measurements of the activity in a vial and
syringe before and after filling an insert, or measurements of activity while making a stock
solution and subsequent measurements of mass to determine the volume of solution in an
insert. The Guide to the Expression of Uncertainty in Measurement (GUM) provides
detailed guidance on how to calculate the uncertainty on measurements and derived
quantities [58]. In this case the uncertainties are assumed to be distributed normally and

are combined in quadrature.

The calibration to a primary standard is correlated for all measurements in a particular
calibrator and should therefore be excluded from any comparisons between them. This
includes the comparison of SPECT calibration factors and recovery factors as a change in
the calibration of the ionisation chamber will result in a change in the absolute values
of the calibration factors and recovery factors but not their relative values. The drift
in the calibration of the ionisation chamber relative to a long-lived ¥7Cs source is also
correlated. The correlation will be stronger for measurements close together and weaker
for measurements far apart. The effect of this correlation is neglected in this thesis as the
contribution of the uncertainty due to the drift of the ionisation chamber is negligible in
comparison to the other sources of uncertainty. Correlations will also arise when multiple
measurements are done in the same filling session as the activity will be based on the

same set of ionisation chamber measurements.

The uncertainty on the counts in a VOI is determined by the uncertainty on the definition
of the VOI and the statistical uncertainty on the number of counts in each voxel in the
VOI. The number of counts follows a Poisson distribution so the uncertainty on the
number of counts is ¢ = VN , where N is the number of counts. The uncertainty on the
number of counts in the VOI due to definition was calculated using the ‘random’ method
described in [59]. The points defining the boundary of each VOI were shifted randomly

and the variation in counts observed for 20 different perturbations.

The European Association of Nuclear Medicine (EANM) has recently published guidance
on the propagation of uncertainty in MRT [9]. A paper by D’Arienzo and Cox presented
analysis of the uncertainty in the calibration of imaging systems in MRT [60]. Phantom
studies allow the assessment of systematic effects from using inappropriate calibration
factors. Similarly Monte Carlo simulation of dosimetry allows the assessment of S-factors.

These effects are not random but are a constant offset from the true value.



Chapter 3

Investigation of anthropomorphic

calibration factors

This chapter describes the production and initial use of the Christie Anthropomorphic
Tomographic Imaging Ellipse (CATIE) phantom. The majority of the work in this chapter
has been published in reference [23]. CATIE is a large elliptical cylinder to represent the
patient body. The phantom is used with 3D printed inserts based on a patient CT. The
phantom was used to investigate the impact of calibration factor on activity quantification
in a patient-specific geometry. Doses to the modelled organs were calculated using clinical

dosimetry software and compared to patient-specific Monte Carlo simulations.

3.1 Production

CATIE is a large perspex elliptical cylinder designed to represent the human abdomen [23].
It is designed to allow 3D printed inserts representing patient organs to be placed in
anatomically representative positions. The dimensions of the ellipse were chosen such
that a range of patient organ sizes would fit inside it. Inserts were produced for the
liver, spleen and both kidneys. These were chosen as they are the organs most at risk
in the MRT therapies considered. The organs were outlined on a diagnostic CT scan
of the patient by a clinician to produce binary VOIs. These VOIs were then smoothed
and converted into STL format. These surfaces were used to define shells for the insert
walls in a CAD program. Features were added to allow the inserts to be filled and
mounted in the phantom. The liver insert also had mount points added to allow tumours
to be positioned inside it. The inserts were printed in an acrylic photopolymer by
Shapeways, Inc (www.shapeways.com), a commercial 3D printing service. This material

was chosen as it has similar attenuation properties to water in the range of energies
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relevant to SPECT imaging. Figure 3.1 shows stages of production of the phantom. The

FIGURE 3.1: The stages of producing the phantom showing (a) an anterior view of the
segmented CT scan; (b) the CAD model of the phantom and (c) a photograph of the
assembled phantom. This figure is taken from reference [23].

phantom was designed with a removable base plate to allow multiple organ configurations
to be mounted. The phantom body external to the organ inserts can be filled with activity

to represent background activity in the patient blood pool and surrounding tissues.

3.2 Experimental phantom imaging

For all the scans described the inserts were filled with a solution of '""Lu. The inserts
were imaged both alone and assembled in the anatomically-representative configuration.
The assembled organs were imaged with and without background activity to allow the
impact of spill-in of counts to be assessed. Spill-in is an effect where counts originating
outside a region are detected as coming from within it. In the scans of the assembled
phantom the inserts and background were filled with anatomically representative activities,
shown in Table 3.1. All scans were performed once. All the images were acquired using
standard clinical parameters for a clinical 1”"Lu-DOTATATE post-therapy scan on a GE
Infinia Hawkeye 4 SPECT/CT scanner. The scan parameters are shown in Table 3.2.
Projections were acquired of the 208 keV and 113 keV photopeaks, along with adjacent
scatter windows, using MEGP collimators. Hybrid CT scans were acquired immediately
after the SPECT scan. All images were reconstructed on a GE Xeleris system using
an OSEM algorithm with 4 iterations and 10 subsets. These settings correspond to the
standard clinical protocol for '""Lu imaging. Images were reconstructed with only AC
applied and with both AC and SC applied. No resolution recovery was used as it was not

available when the work was started.

The scans of the inserts alone were used to calculate patient-specific calibration factors.

The kidney and spleen inserts were imaged mounted centrally in an elliptical Jaszczak
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TABLE 3.2: SPECT tomographic acquisition parameters corresponding to a clinical
17" u-DOTATATE post-therapy scan.

Pixels 128 x 128

Number of views per head 30 (60 in total)

Time per view 40 s

Rotation radius 25 cm

Photopeak windows 113 keV 4 10%, 208 keV + 10%
Scatter windows 181 keV + 3%, 236 keV + 3%
OSEM settings 4 iterations, 10 subsets

phantom for the calibration scans. The spleen was additionally imaged in the anatomical
position. The liver insert was too large to mount in the Jaszczak phantom so was imaged
in its anatomical position. The phantom body was filled with water for the calibration

scans to provide attenuation and scattering similar to human tissue.

To calculate the patient-specific calibration factors each insert was outlined on the CT
scan and the resulting VOI transferred to the accompanying SPECT image. The total
number of counts in the VOI was then recorded. Theoretical values of calibration factor
were calculated using the VOI for each insert and for spheres of the same volume as each
insert. Comparison of these values shows the impact of the change of shape from a sphere.
The value of cfipye (11.74 £ 0.02 cps/MBq) was determined in reference [22].

The patient specific calibration factors were used to quantify the activity in the inserts
in the scans of the assembled phantom with and without background. The activities
were also quantified using calibration factors for a 113 ml sphere and inserts based on
the Cristy and Eckerman phantom set (referred to as the C&E phantoms) [22|. The
quantified activities were used to calculate recovery factors for each insert. The activities
were also used to calculate the dose to each organ using clinical dosimetry software,
OLINDA/EXM 1.0. The masses of the organs in OLINDA /EXM 1.0 were scaled based
on the volumes of the VOIs used to define the inserts. As the same S-factors are used for
all the dose calculations the changes in dose are proportional to the changes in recovered

activity.

3.3 Monte Carlo simulation of dosimetry

A voxelised simulation of dosimetry was developed in GATE v8.0. The simulation
takes voxelised CT-format images as input and records the dose to each voxel using the
DoseActor feature of GATE. The recommended physics model in GATE for this energy
range, ‘EM option 3’, was used for all simulations. To validate the simulation a voxelised

version of the Cristy and Eckerman phantom was created, with voxels the same size as
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those in the CT scan used to define the CATIE organs. The volumes of the voxelised C&E
organs are all within 1% of the volumes given in reference [49]. For both the validation
and patient-specific simulations only the torso, liver, spleen and kidneys were considered.
Each organ was simulated containing 150 MBq of activity for one second of simulated time.
The output of these simulations was used to calculate the dose to each of the liver, spleen
and kidneys. These doses were compared to doses calculated using OLINDA /EXM 1.0.
A comparison of the calculated doses is shown in Table 3.3. The uncertainties on the
output of OLINDA/EXM 1.0 are approximately 5% [10]. The statistical uncertainty on
the gamma doses and beta self-doses calculated using the patient-specific simulation is
small, ~0.02 % and ~0.008 % respectively. Proportionally fewer beta particles travel far
enough to reach other organs, so the uncertainty is larger for beta cross-doses, ~1% to
~T%. The doses calculated for validation are consistent with OLINDA /EXM to within
5%. This agreement is consistent with other comparisons between different Monte Carlo
codes [61-63|.

To set up a patient-specific simulation of dose the binary VOIs used to define the patient
inserts were used to define the source and geometry. A VOI defining the torso region of
the patient was also added. All the material of the torso was set to be ‘soft tissue’ as

defined in [49]. The activity distribution in each organ was assumed to be homogeneous.

3.4 Results

Table 3.4 shows calibration factors for the patient-specific inserts. Significant differences
can be seen between the calibration factors of the liver and spleen and those of the
kidneys. There is also a significant difference in the calibration factors of the spleen in
the central and anatomical positions. This difference in calibration factor impacts the
activity quantification and subsequent dosimetry. The origin of the positional dependence
is examined further in Chapter 4. Figure 3.2 shows a comparison of experimental and
theoretical calibration factors for each insert, along with theoretical factors for spheres
of equivalent volume calculated using Equation (2.11). The differences between the
theoretical calibration factors demonstrate the impact of shape for objects of the same

volume.

Figure 3.3 shows recovery factors for the patient inserts for scans of the assembled
phantom with and without background activity. Recovery factors are shown for activities
quantified using three different calibration factors for each organ: a 113 ml sphere; the
corresponding C&FE insert and the patient-specific insert. It can be seen that the inclusion
of background gives a slight increase in recovery factor. All the calibration factors used

were suitable for the kidneys. This is to be expected as they are a similar volume and
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TABLE 3.3: Comparison of ""Lu absorbed dose calculations for C&E organ models from MC simulation and OLINDA /EXM.
The calculations use 150 MBq of activity in each individual organ. The MC simulation uses a voxelised geometry with
0.7812 x 0.7812 x 3 mm? voxels. The uncertainties on the output of the simulation are purely statistical. This table is taken
from [23].

Source organ Target organ Dose
OLINDA /EXM (mGy/MBq) MC simulation (% of OLINDA /EXM?)
Gamma Beta? Gamma Beta
Kidneys Kidneys (1.16 4+ 0.06) x 10°  (6.54 4 0.33) x 10! 95 100.8
Liver Liver (4.314£0.22) x 1071 (1.02 £ 0.05) x 10* 100 103.5
Spleen Spleen (2.10 £ 0.10) x 10°  (1.07 4 0.05) x 102 97.5 101.2
Kidneys Spleen (1.54 £0.08) x 107! N/A 98.4 (5.65 4+ 0.09) x 1074
Spleen Kidneys (1.54 4+ 0.08) x 1071 N/A 98.2 (5.63 +£0.07) x 1074
Kidneys Liver (6.74 4+ 0.34) x 1072 N/A 100.7 (1.888 £0.017) x 1074
Liver Kidneys (6.74 4 0.34) x 1072 N/A 100.2 (1.89 +0.04) x 10~*
Liver Spleen (1.63 4+ 0.08) x 1072 N/A 103.8 (3.04 £0.22) x 107°
Spleen Liver (1.63 +0.08) x 102 N/A 103.8 (3.08 £ 0.07) x 107°

& Given in units of mGy/MBq where component is not reported by OLINDA /EXM.
b No beta component of cross-dose reported by OLINDA /EXM.
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TABLE 3.4: Calibration factors for the patient organ models filled with '”“Lu solution
for images reconstructed with attenuation and scatter correction applied. The EM2
data in this table are taken from [23].

Insert Calibration factor (cps / MBq)
EM1 EM2
Liver 7.91+0.17 7.54 +£0.17
Spleen (central position) 7.06 £0.14 7.00£0.14
Spleen (anatomical position) 7.98 £0.23 7.98 £0.18
Left kidney 6.49 £+ 0.20 6.43 +£0.18
Right kidney 6.154+0.16 6.19 £0.15
1.0
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FIGURE 3.2: Theoretical and experimental calibration factors for the CATIE inserts,
and theoretical calibration factors for spheres of equivalent volume. The calibration
factors for EM2 were used.
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shape as the sphere and C&E kidneys. The similarity of calibration factors for spheres
and the C&E kidney models has previously been reported in [21]. For the liver and spleen
the sphere calibration factor is unsuitable. The liver and spleen are much larger than the
sphere so there will be significant differences in the impact of partial volume effects. For
the liver both the C&E and patient-specific calibration factors are suitable. It can be
seen that the only suitable calibration factor for the spleen is the one in the anatomical
position. It should be noted that the calibration factor used for the C&E spleen was

calculated with the spleen insert in a central position.

(a) ¢ Left kidney insert (b) ¢ Left kidney insert
1.4 Right kidney insert ] I Right kidney insert
Spleen insert I Spleen insert
¢ Liverinsert ¢ Liverinsert
1.3 1 8
1.2 A .
L
o
1.1+ .
0.9 A 8
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FIGURE 3.3: The recovery factors for each insert for scans performed (a) without and
(b) with background activity in the phantom. The recovery factors were calculated using
images of the EM2 photopeak. There is a clear improvement for the liver and spleen
when the organ- and patient-specific calibration factors are used.

Figures 3.4 and 3.5 show the self- and cross-doses to all the organs in the phantom.
For the kidneys the doses to each kidney are shown for the Monte Carlo calculations.
The doses are calculated using OLINDA /EXM 1.0 and the quantified activities (points)
and the patient-specific Monte Carlo simulation. The doses were also calculated in
OLINDA/EXM 1.0 using the administered activity. The vertical range surrounding the
line represents the uncertainty on the Monte Carlo dose calculation. This is dominated
by the uncertainty on the activity in each insert. The doses shown include both the beta

and gamma components. The dominant contribution to the dose for each organ is the
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self-dose which is approximately 1000 times greater than the cross-dose. The dominant
component of the total dose is from beta particles, with gamma rays contributing between
2 and 5%. The beta component of cross dose is negligible for '""Lu, and is not reported
by OLINDA/EXM 1.0 for these calculations. Beta particles contribute 96 to 98 % of
the self-dose to each organ. All the recovered activities are those from the scan with
background as that is the physiologically representative case. Table 3.5 shows the total
dose to each organ. While the best-case calculations with OLINDA /EXM 1.0 agree with
the patient-specific Monte Carlo simulation, this is only the case if appropriate calibration
factors are used.
TABLE 3.5: Total absorbed dose from '7“Lu, calculated using the patient specific MC

simulation and OLINDA /EXM with different activity calibration factors. This table is
taken from reference [23].

Organ Dose (mGy/MBq)

Sphere cf C&E cof  Patient ¢f  Administered MC simulation

activity

Liver 6.9+0.5 551+0.31 5.434+0.32 5.23+0.28 5.11£0.04
Spleen 11.6 0.8 104+ 0.7 8.6 £0.6 8.5+0.5 8.25 +0.12
Kidneys 22.0+1.5 206+13 20.7+1.3 21.3+1.3 20.64 +0.24
Left kidney NR NR NR NR 20.54 £ 0.31
Right kidney NR NR NR NR 20.8+0.4

3.5 Discussion

It can be seen in Table 3.4 that the calibration factor is dependent on the shape and size
of the insert. This has been previously reported in references [1, 21, 22]. Figure 3.2 also
demonstrates the impact of shape on calibration factor. Tabl