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Abstract 

 

Aurora-A is a miotic serine/threonine protein kinase that controls many cellular 

pathways, its function is implicated in a wide range of diseases including cancer and its 

activity is tightly regulated by changes in conformation of a conserved region known as the 

activation loop. The structure of the Aurora-A has been extensively studied by X-ray 

crystallography and in many cases the position of the activation loop in solution is unknown. 

Therefore, studies of Aurora-A’s activation through characterisation of its conformations in 

solution are important to enhance understanding of molecular processes related to diseases 

and to support the discovery of small molecule kinase inhibitors. 

In this project, continuous-wave (CW) and pulsed electron paramagnetic resonance 

(EPR) techniques were employed to characterize and resolve the conformational dynamics of 

the activation loop of Aurora-A kinase. The protein used for this study was spin labelled with 

the (1-oxyl-2,2,5,5-tetramethyl-pyrroline-3-methyl) methane-thiosulfonate spin label (MTSL) 

introduced via site-directed mutagenesis within the activation loop.  

          Computational methods, including quantum mechanical (QM) calculations based on 

density functional theory (DFT) and classical molecular dynamics (MD) simulations were 

carried out to determine conformational states in which both the activation loop and spin 

label were engaged, as well as structural fluctuations, order parameters and rotational 

correlation times related to the motion of the full spin-labelled system. The theoretical data 

obtained were used for the interpretation of the room temperature CW EPR spectra of the 

spin labelled Aurora-A kinase. Comparisons made between simulated and experimental 

spectra revealed that the motion of the protein and spin label occurred on a comparable 

timescale and ranged between 0.1 ns and 10 ns, indicating that the dynamics of the Aurora-A 

was dominated by events occurring on long timescales. A comparison between MD data 

related to un-phosphorylated and phosphorylated activation loops revealed that the latter was 

endowed by less conformational movement. In both the cases, the region that showed the 

most conformational dynamics was that localized between residues 282 and 294, which 

includes residues 287 and 288 that are crucial for the catalytic activity of Aurora-A kinase. 

           Pulsed electron–electron double resonance (PELDOR) measurements were carried out 

to determine the average distances and distance distributions between spin-label pairs. Broad 

distance distributions and multiple populations were identified, indicating high flexibility of 

the structure. Variations in the distance distributions were observed upon addition of different 
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protein kinase inhibitors and binding partners, which were attributed to differences in 

conformational space accessible to the activation loop that were found to be in good 

agreement with previous studies using X-ray crystallography. This study provided evidence 

for structural adaptations that could be used for drug design and a methodological approach 

that has potential to characterize inhibitors in development. 
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1. Preface 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                       

1.1 Project aims 

 

       The overall aim was to provide a detailed characterization of the conformational states 

and dynamics in solution of the phosphorylated and un-phosphorylated activation loops of 

Aurora-A kinase using computational methods and EPR spectroscopy in order to enhance 

understanding of the biological function of this enzyme. This project provided a number of 

challenges and was focused on three main goals: 

 

1. The biological systems that are mostly studied using EPR spectroscopy are 

ribonucleic acid (RNA) and deoxyribonucleic acid (DNA) fragments (1) and rigid 

protein domains, such as 𝛽-sheets (2) and 𝛼-helices (3); a limited number of EPR 

studies have been  performed on loops. (4) The weakly structured nature of loops, 

associated to their flexibility, make them difficult to study with spectroscopic 

techniques, especially with nuclear magnetic resonance (NMR) spectroscopy. 

Therefore, a goal was to provide a characterization of the dynamics of the spin-

labelled activation loop of Aurora-A using CW EPR spectroscopy. 

2. A number of previous works (5-7) reported that exhaustive sampling of the space 

accessible to the conformations of protein secondary structure and of the rotamers of 

the MTSL spin label through classical MD simulations was not a straightforward task. 

Therefore, an ambitious goal was related to the employment of long MD simulations 

to accomplish significant sampling. 

3. Dipolar spectroscopy has been successfully employed to study kinases, (8) however,  

this approach has never been applied to kinase activation loops and in this work 

distance distributions and their variation upon addition of different protein kinase 

small molecule  inhibitors and protein binding partners were characterized. 

Results obtained in this project are described in four papers, Chapter 1 and 2 provide the 

theoretical background and the description of the methods employed to accomplish these 

goals, respectively. 
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1.2 Rationale for the alternative format and outline of the thesis 

 

          This thesis is presented in an alternative format in which each chapter is written in the 

style typically required for journal publication, papers 1 and 4 (Chapters 4 and 7) are 

published peer-reviewed articles, while the publication of the original research described in 

papers 2 and 3 (Chapters 5 and 6) is forthcoming. As mentioned in the presentation of the 

Thesis policy of the University of Manchester, the choice of writing a thesis in alternative 

format presents several benefits that are:  

1) It reduces the conflict of interest between the exigence of publishing results before the 

end of the PhD project and the need to complete the thesis itself, since both can be 

achieved simultaneously. 

2) It avoids the redundancy of rewriting articles for journal publication after the 

examination of the thesis, end also eliminates the risk of self-plagiarism that might 

arise from such rewriting.  

3) It encourages the publication of results during the Ph.D. project and greatly facilitates 

publication afterwards and the examination of the thesis itself. 

    In this thesis work, chapter two provides a detailed introduction about kinase proteins 

and theoretical background related to computational and experimental work described in the 

papers and chapter three provides a description of the experimental and theoretical 

methodologies employed in this project. Further details are given in the introduction of each 

paper, a brief outline of chapters four to seven (papers one to four) is given below: 

Paper one: “Density functional theory studies of MTSL nitroxide side chain conformations 

attached to an activation loop”. 

M.G.Concilio, A.J. Fielding, R. W. Bayliss, S. G. Burgess Theor. Chem. Acc. 2016, 135, 1-6. 

 

    This paper describes a characterization of the conformations of MTSL attached to a 

fragment extracted from the activation loop of Aurora-A kinase using a QM method, rooted 

on DFT.  The work was performed in order to determine the rotamer population and evaluate 

the Gibbs energy of rotamers in order to establish starting structures of MTSL for MD 

studies.  
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Contribution of the authors: R. W. Bayliss, A. J. Fielding and M. G. Concilio designed the 

research. S. G. Burgess made the MTSL-spin labelled Aurora-A used for EPR spectroscopy. 

M. G. Concilio designed and organized the work described in this paper, performed the 

spectroscopic experiments, the MD and DFT calculations, calculated the theoretical EPR 

spectra and analysed the data. M. G. Concilio wrote the paper with contributions from A. J. 

Fielding, S. G. Burgess and R. W. Bayliss.  

 

Paper two: “MD and EPR studies of the structure and dynamics of the MTSL spin-labelled 

activation loop of the Aurora-A kinase”. 

M. G. Concilio, A. J. Fielding, R. W. Bayliss, S. G. Burgess.  

 

    This paper describes the characterization of the conformational dynamics of the 

Aurora-A kinase’s activation loop using clustering, principal component (PC) and isotropic 

reorientational eigenmode (iRED) analyses to determine conformational states, structural 

fluctuations, order parameters and rotational correlation times of the motion of the activation 

loop and of MTSL attached to the activation loop. Theoretical data obtained were then used 

for the interpretation of the CW EPR spectra of the spin-labelled protein that were used to 

establish the timescale of the dynamics of the system. 

 

Contribution of the authors: R. W. Bayliss, A. J. Fielding and M. G. Concilio designed the 

research. S. G. Burgess made the MTSL-spin labelled Aurora-A used for EPR spectroscopy. 

M. G. Concilio designed and organized the work described in this paper, performed the 

spectroscopic experiments, the MD and DFT calculations, calculated the theoretical EPR 

spectra and analysed the data. M. G. Concilio wrote the paper with contributions from A. J. 

Fielding, S. G. Burgess and R. W. Bayliss. 

 

Paper three: “Characterization of conformational states and dynamics of phosphorylated 

activation loops of the Aurora-A kinase”. 

M. G. Concilio, A. J. Fielding, R. W. Bayliss, S. G. Burgess.  

 

    This paper reports a combined study employing both MD simulations and CW EPR 

spectroscopy to characterize conformational states and dynamics of phosphorylated and un-

phosphorylated activation loops of Aurora-A kinase in solution. This work was performed in 
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order to validate results obtained in previous work using X-ray crystallography that showed 

that phosphorylated activation loops are more rigid than un-phosphorylated activation loops.  

 

Contribution of the authors: R. W. Bayliss, A. J. Fielding and M. G. Concilio designed the 

research. S. G. Burgess made the MTSL-spin labelled Aurora-A used for EPR spectroscopy. 

M. G. Concilio designed and organized the work described in this paper, performed the 

spectroscopic experiments, the MD and DFT calculations, calculated the theoretical EPR 

spectra and analysed the data. M. G. Concilio wrote the paper with contributions from A. J. 

Fielding, S. G. Burgess and R. W. Bayliss. 

 

Paper four: “Detection of Ligand-induced Conformational Changes in the Activation Loop of 

Aurora-A Kinase by PELDOR Spectroscopy”. 

G. Burgess, M. G. Concilio, R. W. Bayliss, S., A. J. Fielding, ChemistryOpen 2016, 5, 531 –

534. 

 

     This paper describes a study of the conformational states of Aurora-A kinase using 

PELDOR to measure distances and distance distributions between pairs of MTSL spin label 

attached at positions T284 and T288 (activation loop) and E170 (helix), and their variation 

upon the addition of different protein kinase inhibitors and binding partners. 

 

Contribution of the authors: R. W. Bayliss, A. J. Fielding and M. G. Concilio designed the 

research. S. G. Burgess made the MTSL-spin labelled Aurora-A used for EPR spectroscopy 

and designed the inhibitors. M. G. Concilio performed the experimental PELDOR   

measurements, the analysis of the data and contributed to the writing of the paper. 
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2. Introduction  

 

 2.1 Types and function of the Kinase proteins 

 

          Protein kinases are enzymes that catalyse the transfer of phosphate from adenosine 

triphosphate (ATP) to an acceptor residue, commonly serine, threonine or tyrosine, within a 

substrate protein. This function regulates many cellular pathways, including metabolism, 

transcription (step of gene expression, in which a segment of DNA is copied into RNA), 

cytoskeletal (basic structural framework of the cell) rearrangement and apoptosis (process of 

the cell death). Kinase proteins also have function in embryonic development and in the 

nervous and immune system. Abnormal phosphorylation causes many human diseases, 

including cancer. (9-12) In the last decade, pharmaceutical companies and academic 

institutions have reported the development of Aurora kinase inhibitors that induces a mitotic 

arrest leading to the death of the cell (Figure 2.1.1) (12). 

 

 
Figure 2.1.1: Aurora-A kinase involved in the interphase step of the mitosis process. (A) Untreated system, (B) 

process arrested by the inhibitor. Picture adapted from (12). 

 

     The first Aurora kinase was discovered in Drosophila (9) and because its mutations 

resulted in a failure of centrosome separation, leading to the formation of monopolar 

spindles, it was given the name “Aurora” reminiscent of the Aurora Borealis. (10) The 

evolutionarily conserved Aurora family, comprises Aurora-A, B, and C in humans. Aurora-A 

kinases represent a family of serine/threonine kinase proteins crucial for the cell cycle control 

and regulate multiple aspects of mitotic progression (process of the cell cycle in which a cell 

duplicates itself into two genetically identical daughters), controlling several mitotic events of 

centrosome (microtubules involved in the mammalian cell division) separation, bipolar 

spindle formation (mitotic phase in which centrosomes move to opposite sites in the cell 
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forming a bipolar array of microtubules), chromosome segregation (a step in cell 

reproduction in which chromosomes pair off with their similar homologous) and cytokinesis 

(cytoplasmic division of a cell at the end of mitosis).  

     Human Aurora-A is overexpressed in a wide range of human cancers including breast, 

colorectal, ovarian, and glioma.(12, 13) Aurora-B kinase functions in a multi-protein mitotic 

complex, which monitors and regulates chromosome segregation. (14) Aurora-C kinase is a 

chromosomal passenger protein that can complement Aurora-B kinase function in mitotic 

cells. (12) The deregulation of Aurora kinase activity can result in mitotic abnormality and 

genetic instability, leading to defects in centrosome function, spindle assembly, chromosome 

alignment, and cytokinesis.
4
 Both the expression level and the activity of Aurora kinases are 

found to be up-regulated in many kinds of human cancers. Mechanistic studies of kinase 

activation have been undertaken to build an understanding of the molecular processes that 

underpin diseases and to facilitate the discovery of small-molecule kinase inhibitors and anti-

cancer drugs. (15, 16) 

 

2.2 Aurora-A kinase’s activity and inhibition 

 

           The catalytic activity of the Aurora-A has been widely studied through X-ray 

crystallography and kinetic measurements. (17, 18) Aurora-A’s activity is tightly regulated 

by changes in conformation of a conserved region known as the activation loop, its sequence 

is shown in Figure 2.2.1. 

 

 

 

Figure 2.2.1: Sequence of the phosphorylated activation loop of the Aurora-A kinase (B), showing the 26 amino 

acids present: Aspartate (ASP), phenylalanine (PHE), glycine (GLY), tryptophan (TRP), serine (SER), valine 

(VAL), histidine (HIS), alanine (ALA), proline (PRO), arginine (ARG), threonine (THR), leucine (LEU), 

tyrosine (TYR), glutamate (GLU). TPO (in red) represents the phosphorylated threonine residues at position 287 

and 288. 

 

           In order to observe catalysis, protein kinases have to be activated first, this process 

occurs when a phosphate from ATP is transferred to two adjacent threonine residues (pT287 

and pT288) within the activation loop. The consequent changes in conformation upon 

phosphorylation lead to specific arrangements of the full protein that can favour or prevent 
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the substrate binding in the active site of the protein (green region in Figure 2.2.2), with a 

consequent increase or reduction in the catalytic efficiency of the Aurora-A kinase.  

 

 
Figure 2.2.2: (A) Active conformation of the activation loop (in green, on the left) extracted from the X-ray 

crystal structure of Aurora-A (full structure with PDB: 1OL5, on the right). (B) Inactive conformation of the 

activation loop extracted from the X-ray crystal structure of the Aurora-A (full structure with PDB: 4BN1, on 

the right).
1
 The region highlighted in purple (P+1) contains the residues: aspartate, phenylalanine, and glycine.  

 

           In particular, there is a dynamic region within the activation loop that contains 

aspartate (ASP), phenylalanine (PHE), glycine (GLY), called DFG (purple region in Figure 

2.2.2), that regulates catalysis and contributes to ATP binding. The Aurora-A kinase exists in 

active and inactive states related to the conformations of the activation loop, Figure 2.2.2A 

shows an active conformation in which the phospho-threonine at position 288 is rotated 

inward and binds the arginine pocket formed by residues R180, R255 and R286. The P+1 

loop interacts with a nearby aspartate, D256, which arranges the activation loop in a suitable 

conformation for protein substrate binding, highlighted in purple in the surface 

representation. This conformational state is also called DFG-in conformation. The ASP 

                                                           
1
 Picture adapted from reference [17] 
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residue is oriented toward the ATP binding pocket and is able to coordinate the magnesium 

ion to bind the β- and γ-phosphate groups of the ATP. 

In the inactive conformation of the activation loop (Figure 2.2.2B), the phospho-T287 

interacts with the residues R180 and R255 in the arginine pocket, and there are no 

interactions between the P+1 and D256, in this case the activation loop is arranged such that 

substrate binding is obstructed. In the conformational state, the DFG motif is flipped outward, 

such that the ASP no longer coordinates the magnesium for the catalytic site. 

Therefore, the Asp-Phe-Gly (DFG) motif plays an important role in the regulation of kinase 

activity, structure-based drug design is performed to design compounds able to interact with 

the DFG motif. Aurora-A inhibitors are classified as either Type I, which bind to the kinase 

in its active state, or Type II, which bind to an inactive DFG-out conformation of the kinase 

and occupy an additional hydrophobic pocket within the active site. In this work, the effect of 

two main families, the imidazo [1,2-a] pyrazine-based (19) and imidazo [4,5-b] pyridine-

based (20) inhibitors of inhibitors was studied. The chemical structures are shown in Figure 

2.2.3.  

 

Figure 2.2.3: Chemical structure of the pyrazine-based (A) and imidazo pyridine-based (B) inhibitors. 

 

Both these families act by binding the ATP pocket, forming hydrogen bonding between the N 

and NH groups and the residues of the Aurora-A. This stop the catalytic activity without 

affecting the activation loop. Variations in the chemical structure of the inhibitors can be 

obtained changing the R, R1 and R2 groups for a better affinity to specific pockets. Aurora-A 

inhibition represents an important intervention strategy for combating proliferative diseases 

such as cancer, where a central role in mitosis and frequent overexpression make them highly 
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attractive drug targets (15-17, 19, 20). Although no specific Aurora inhibitors have yet 

reached the market, they have been widely appraised in cancer models and in early stage 

clinical trials. 

           Mechanisms of activation and inhibition have been already widely studied in previous 

work, through kinetic measurements and X-ray crystallography, which provided information 

about the activity of the protein in the presence and absence of phosphorylation and binding 

patterns, such as TPX2, used to provide specificity in the catalytic process. However, there 

are few studies of conformational dynamics of the activation loops in solution, NMR studies 

for this particular protein, performed by our collaborators (Dr. G. Burgess, Prof. R. W. 

Bayliss, University of Leeds), provided poor results probably due to the weakly structured 

nature of the activation loops, this justified the employment of EPR and MD simulations that 

were used, in this project. The dynamics of the activation loop can be evaluated through the 

reduction in mobility on phosphorylation and in the variation of the distance distributions 

(between two MTSL spin labels inserted in two positions within the protein) upon the 

addition of the inhibitors and binding patters that dock the protein in specific positions 

(detailed descriptions are given in Chapters 5, 6 and 7).  

 

2.3 History of the electron paramagnetic resonance (EPR) spectroscopy 

 

      One of the major spectroscopic techniques that rely on the electron spin, is the electron 

paramagnetic resonance (EPR) spectroscopy that requires the presence of an unpaired 

electron in the system and is the only method for the direct detection of paramagnetic species. 

Thus, it is one of the most powerful tools for the interpretation of the structural properties and 

dynamics processes of molecules in the condensed phase. The first EPR experiment was 

performed by Evgeny Zavoisky at Kazan State University in 1944 (21) and after this date a 

number of improvements were made through the development of more sophisticated 

hardware and experimental protocols. This lead to new applications spanning across a wide 

range of areas from quality control to molecular research in fields, such as materials research, 

structural biology and quantum physics. In particular, EPR experiments have provided 

valuable information pertaining to metalloprotein structures, photochemistry (22) and 

photolysis studies (23).  

           Pulsed techniques (described later in Methodologies), such as electron nuclear double 

resonance (ENDOR), electron spin echo envelope modulation (ESEEM) and hyperfine 

sublevel correlation (HYSCORE) are employed to study the geometry of ligands in metal-
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complexes through measurements of hyperfine couplings to coordinating magnetic nuclei. A 

very common pulsed EPR technique is double electron-electron resonance (DEER), also 

known as PELDOR or pulsed electron-electron double resonance (ELDOR) that uses two 

separate microwave frequencies to measure the dipolar interactions between spin pairs, also 

and double-quantum coherence (DQC) sequences have been developed for this purpose. (24-

28) These techniques have been used to investigate structural changes and conformational 

flexibility of spin-labeled proteins, protein complexes and membrane proteins (29, 30), and to 

study inter-qubit interactions in supramolecular arrays of molecular electron spin qubits (31).  

           From a methodological point of view, EPR has a higher sensitivity at given spin 

concentration as compared to NMR due to the much larger magnetic moment of electron 

spins that exceeds that of the proton by a factor of 660. However, the development of the 

EPR technique has been slower than that of NMR due to the requirement of higher 

frequencies and shorter relaxation time scales. A recent major improvement of EPR 

equipment is the use of arbitrary wave generators (AWGs) incorporated into pulse EPR 

spectrometers (32) for the use of shaped microwave pulses (chirp pulses). Chirp pulses can 

provide ultra-wide band and uniform excitations to overcome several limitations such as the 

narrow excitation bandwidth in PELDOR experiments (33) and improve the data quality in 

DQC and in single frequency technique for refocusing dipolar couplings (SIFTER). (34) 

Many improvements have been  made also in CW EPR spectroscopy to increases the signal-

to-noise ratio (SNR) without distorting the signal through employing wavelet transforms (35) 

and of loop-gap resonators (for CW and pulsed experiments) for frequencies below the X-

band (36).  

 

2.4 Angular momentum in quantum mechanics 

 

          The following two paragraphs describe the basic theoretical background related to the 

angular momentum and the magnetic dipole moment of the electron for a correct 

interpretation of the lines in the EPR spectra. The angular momentum quantum number (l) is 

a very important property in magnetic resonance. Experimental evidence that suggested that 

particles are characterized by this number was given by hydrogen fine structure and the 

Stern-Gerlach’s experiment. In classical mechanics (CM), the angular momentum vector is 

associated with rotational motion and is defined as: 

 

                                                             �⃗�  = 𝑟 ⨯𝑝  = m|𝑟  ⨯ 𝑣 |                                       (Eq. 2.4.1) 
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where 𝑟  is position vector and 𝑝 = 𝑚𝑣  is the momentum vector of a particle with mass (m) 

and velocity (𝑣 ), while the quantum mechanical angular mometum can be defined as a linear 

Hermitian
2
 angular momentum: 

 

                                                                 �⃗�  = -iℏ𝑟 ⨯�⃗�                                                  (Eq. 2.4.2) 

 

In both the cases, it is possible to define the total angular momentum operator (�̂�2) and its 

components �̂�𝑥, �̂�𝑦 and �̂�𝑧:  

 

                                           �̂�2  = -ℏ2 [
𝜕2

𝜕𝜃2
+cot 𝜃

𝜕

𝜕𝜃
+

1

sin2 𝜃

𝜕2

𝜕𝜑2
]                               (Eq. 2.4.3) 

           �̂�𝑥 = -iℏ [𝑦
𝜕

𝜕𝑧
− 𝑧

𝜕

𝜕𝑦
],    �̂�𝑦 = -iℏ [𝑧

𝜕

𝜕𝑥
− 𝑥

𝜕

𝜕𝑧
],    �̂�𝑧 = -iℏ [𝑥

𝜕

𝜕𝑦
− 𝑦

𝜕

𝜕𝑥
]     (Eq. 2.4.4-6) 

 

Instead of working with the �̂�𝑥 and �̂�𝑦, in general, it is easier to define new operators that are 

given by a linear combinations of  �̂�𝑥  and  �̂�𝑦, defined  as ladder operators that include 

raising and lowering operators: 

                                                    �̂�+= �̂�𝑥 + i�̂�𝑦 and �̂�−= �̂�𝑥 - i�̂�𝑦                            (Eq. 2.4.7-8) 

Angular momentum operators �̂�2 and  �̂�𝑧 have simultaneous eigenfunctions in spherical 

coordinates that are the spherical harmonics 𝑌𝑙,𝑚(𝜃, 𝜑): 

 

                                               {
�̂�2𝑌𝑙,𝑚(𝜃, 𝜑) = 𝑙(𝑙 + 1)ℏ 𝑌𝑙,𝑚(𝜃, 𝜑)

�̂�𝑧𝑌𝑙,𝑚(𝜃, 𝜑) = 𝑚𝑙ℏ 𝑌𝑙,𝑚(𝜃, 𝜑)
                        (Eq. 2.4.9) 

 

Eigenvalues of �̂�2 and �̂�𝑧 are 𝑙(𝑙 + 1)ℏ and 𝑚𝑙ℏ, respectively. It is known from quantum 

mechanics (QM) that l has to be an integer positive number and its values are confined 

between –1 and +1, limiting the choice of 𝑚𝑙. Therefore, in QM angular momentum is 

“quantized”, meaning it comes in discrete amounts, as opposed to the classical case where 

angular momentum is a continuous variable. This property is applied also to the orbital 

angular momentum and to the spin angular momentum (s) for an atomic system. The 

                                                           
2An Hermitian operator is an operator that has real eigenvalues and is composed by orthogonal eigenfunctions. 

http://hyperphysics.phy-astr.gsu.edu/hbase/quantum/qangm.html#c2
http://hyperphysics.phy-astr.gsu.edu/hbase/quantum/qangm.html#c2
http://hyperphysics.phy-astr.gsu.edu/hbase/spin.html#c3
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relationship between the magnitude of the angular momentum and its projection along any 

direction in space is often visualized in terms of a vector model. In this model, the total 

angular momentum (indicated with  𝐽  ) is composed of the orbital angular momentum (�⃗� ) and 

by the spin angular momentum (in general indicated with 𝑆  for electrons and 𝐼  for nuclei), 

both 𝑆  and �⃗�  process about the direction of the total angular momentum 𝐽  (Figure 2.4.1): 

Figure 2.4.1: (A) Vector model for the orbital angular momentum (�⃗� ) of an atomic electron, ‖𝐿‖ represents the 

magnitude of the vector. (B) Vector model for the total angular momentum (𝐽 ) of an atomic electron composed 

by the orbital angular momentum (�⃗� ) and by the spin angular momentum (𝑆 ). (C) Total angular momentum in a 

magnetic field B0. 

 

 

Figure 2.4.1 describes the precession of one single electron or multiple electrons for which 

the spin and orbital angular momenta have been combined to produce composite angular 

momenta S and L, respectively. Once orbital and spin angular momenta have been combined, 

the resulting total angular momentum can be visualized as recessing about the external 

applied magnetic field (𝐵0).  

           In the absence of a magnetic field, the 2s + 1 energy states are degenerate, if a 

magnetic field is applied, the degeneracy is broken. Considering the case of a s = 
1

2
, two 

energy levels are obtained and in accordance to 𝑚𝑠= ± 
1

2
, the quantized projections along the 

z-axis are also defined as: 

                                                           �̂�𝑧 =−𝑖ℏ
𝜕

𝜕𝜑
 = iℏ 𝑚𝑠

                                                            
(Eq. 2.4.10)

       

and are shown in Figure 2.4.2: 

http://hyperphysics.phy-astr.gsu.edu/hbase/quantum/vecmod.html#c1
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Figure 2.4.2: The orientations of angular momentum along the z-axis for s = 1/2 for the two permitted values of 

𝑚𝑠. 

 

The splitting between the energy states is called the Zeeman splitting. Transitions between 

energy levels represented a further proof of the existence of the spin angular momentum and 

are at the basis of all the magnetic resonance techniques. 

 

2.5 Orbital and spin magnetic dipole moment of the electron 

 

         The magnetic moment of an electron is an intrinsic property that arises from the rotation 

about its own axis and/or around a circular orbit. Considering an electron with charge (-e) and 

mass (𝑚𝑒) moving along a circular orbit of radius (r) with velocity (𝑣), the orbital magnetic 

dipole moment of the electron (𝜇𝑠) is given by: 

 

                                                     𝜇𝑙 = I A = 
−𝑒𝑣

2𝜋𝑟
 𝜋 𝑟2= 

−𝑒𝑣𝑟

2
                                        (Eq. 2.5.1) 

 

where I = 
−𝑒

𝑇
 is the current, T and A = 𝜋 𝑟2 are the period and the area of the orbit, 

respectively.  Dividing each term of Eq. 2.5.1 by �⃗�  = 𝑚𝑒|𝑟  ⨯ 𝑣 | gives: 

 

                                                  
𝜇𝑙

�⃗� 
 = 

−𝑒𝑣 𝑟

2𝑚𝑒𝑣 𝑟 
 = 

−𝑒

2𝑚𝑒
   𝜇𝑙 = 𝛾�⃗�                                     (Eq. 2.5.2) 
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The quantity 
−𝑒

2𝑚𝑒
 is called the gyromagnetic ratio (𝛾) of the rotating particle and indicates that 

a rotating particle is always accompanied by spin angular momentum vector (�⃗� ). As shown 

above (Eq. 2.4.14), the angular momentum is quantized and can assume values that are 

integer multiples of ħ along the z-axis. The product of the gyromagnetic ratio and ħ is called 

the Bohr magneton constant and is defined as 𝜇𝐵 = 
−𝑒ℏ

2𝑚𝑒
 = 9.274 x 10−24 A 𝑚2. Rearranging 

equation Eq. 2.5.1, it is obtained:  

 

                                           𝜇𝑙 = 
−𝑒

2𝑚𝑒
 �⃗�  = 

−eℏ

2𝑚𝑒
 √𝑙(𝑙 + 1) = 𝜇𝐵√𝑙(𝑙 + 1)                    (Eq. 2.5.3) 

 

         The presence of a magnetic moment for a non-zero angular momentum has important 

consequences for the behaviour of an atom in presence of an external magnetic field (𝐵0), 

since it corresponds to non-zero energy of a magnetic dipole. Therefore the energy (E) of the 

interaction between the magnetic moment and the magnetic field along the z-axis is given by: 

 

                                         E = -𝐵0 𝜇𝑙 = 𝐵0
−𝑒�̂�𝑧

2𝑚𝑒
 = 𝐵0 

−𝑒ℏ𝑚𝑙

2𝑚𝑒
  E = ℏ𝜔𝑙𝑚𝑙                 (Eq. 2.5.4)  

 

where the Larmor frequency is 𝜔𝑙 = 
−𝑒𝐵0

2𝑚𝑒
. Equation 2.5.4 shows that the magnetic energy of 

an electron depends on the magnetic quantum number 𝑚𝑙 and therefore it is quantized. The 

total energy of the electron in presence of an external magnetic field is given by the magnetic 

energy plus the energy it had in the absence of an applied field (𝐸0), consequently the energy 

of the state n+1 is given by: 

                                                            𝐸𝑛+1 = 𝐸𝑛 + ℏ𝜔𝑙𝑚𝑙                                         (Eq. 2.5.5) 

As explained above, when a magnetic field is applied the energy states are no longer 

degenerate and different levels (𝐸𝑛) are obtained, this is the principle in which magnetic 

resonance techniques are based. Electrons not only possess the orbital magnetic moment due 

to orbital motion but also possess magnetic moment due to spin. The spin magnetic moment 

(𝜇𝑆) for a charged particle (of charge e) is defined as:  

 

                                                 𝜇𝑆 = 
−𝑒

2𝑚𝑒
 𝑆  = 

−𝑒ℏ

2𝑚𝑒
 = 𝑔𝑒 𝜇𝐵√𝑠(𝑠 + 1)                         (Eq. 2.5.6) 
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where s is referred to the spin angular momentum and 𝑔𝑒 ~2.0023 is a correction factor 

derived from the motion of the electron in the magnetic field. It is a dimensionless quantity 

and was discovered by Pauli due to the discrepancy between the observed and predicted 

Zeeman Effect. Therefore, the total magnetic moment is given by: 

 

                                        𝜇𝐽 = 𝜇𝑙 +  𝜇𝑠 = 𝜇𝐵√𝑙(𝑙 + 1)   +  𝑔𝑒𝜇𝐵√𝑠(𝑠 + 1)               (Eq. 2.5.7) 

 

EPR spectroscopy is based on the interaction between an unpaired electron and an external 

magnetic field and the nucleus of the atom itself. The electron is characterized by the spin 

quantum number s = 
1

2
 and 𝑚𝑠 = ± 

1

2
. The energy of the interaction is equal to E =𝑔𝑒 𝜇𝐵𝑚𝑠 

and the ΔE is given by: 

 

                                                                ΔE = h𝝂 = ge µB 𝐵0                                     (Eq. 2.5.8) 

 

where is the energy difference, h is the Planck constant and 𝜈𝑚𝑤 is the microwave frequency. 

In a magnetic field 𝐵0, there are two energy states for the electron (Figure 2.5.2): 

 

 

Figure 2.5.2: Representation of the energy states for an electron with spin quantum number s = 
1

2
 and magnetic 

quantum number 𝑚𝑠= ± 
1

2
. Spins flip with the selection rule 𝛥𝑚𝑠 = ±1, induced by electromagnetic radiation of a 

certain frequency. The transition between energy levels gives rise to an absorption spectrum (dotted line) that is 

converted first derivative due to phase sensitive detection with modulation. 
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The energy levels are expressed by 𝐸𝛼=+ 
1

2
 geµB𝐵0 and 𝐸𝛽=- 

1

2
 geµB,𝐵0 and, in this case, only 

one transition is observed since there are only two energy levels. The spin population is split 

between two Zeeman levels in accordance to the Maxwell-Boltzmann law: 

                                                                
𝑛1

𝑛2
= 𝑒

−𝛥𝐸

𝑘𝑇                                                     (Eq. 2.5.9) 

where k is the Boltzmann constant, T is the temperature, 𝑛1 and 𝑛2 are the spin populations 

characterized by 𝑚𝑠= + 
1

2
 and 𝑚𝑠  = - 

1

2
, respectively. At 298 K, at about 3000 G the ratio 

𝑛1

𝑛2
  is 

equal to 0.9986, indicating that the populations of the two Zeeman levels are almost equal, 

but the slight excess in the lower level gives rise to a net absorption. If the electron spin 

interacts with a non-zero nuclear spin, further transitions are allowed, this kind of interaction 

is called hyperfine splitting, and the number of lines observed in the EPR spectra (N) is given 

by: 

                                            N = (2n1 I1 +1) (2n2 I2 +1) … (2nn In+1)                        (Eq. 2.5.10) 

 

where n represents the number of equivalent nuclei in the system. In this case an electron 

with spin s = 
1

2
 coupled with a nucleus with I =1, six energy levels are observed due to 𝑚𝐼 = 

0, ±1 and three transitions are allowed (Figure 2.5.3): 

 

Figure 2.5.3: Representation of the energy states for an electron with spin quantum number s = ½ coupled to a 

nucleus with nuclear spin number, I = 1, the additional selection rule is Δ𝑚𝐼 = 0. 
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In this case, the energy of the unpaired electron will depend on the interaction with the 

magnetic field and nucleus and is defined as: 

 

                                              E(𝑚𝑠 , 𝑚𝐼) = 𝑣𝑒𝑚𝑠– 𝑣𝑛𝑚𝐼  + h A 𝑚𝑠𝑚𝐼                        (Eq. 2.5.11) 

 

The constant A is the hyperfine coupling constant. For simplicity the electron and nuclear 

Zeeman terms are expressed in frequency units that correspond to 𝑣𝑒= 
𝑔𝑒 𝜇𝐵𝐵0

ℎ
 and                

𝑣𝑛= 
𝑔𝑛 𝜇𝑁 𝐵0

ℎ
, respectively, where 𝑔𝑛is the nuclear g-factor and 𝜇𝑁 is the nuclear magneton. 

These three transitions give rise to three absorption peaks at different magnetic field positions 

and are separated by A. These frequencies are accessed in hyperfine techniques such as 

ENDOR and ESEEM, and are extremely important for measuring very small and unresolved 

hyperfine couplings. 

 

2.6 Spin Interaction Hamiltonians 

 

           Spins interact with their environment and with each other through their associated 

magnetic moments. Within non‐relativistic quantum theory, for the description of a quantum 

mechanical system, the corresponding interaction Hamiltonians are obtained by replacing 

magnetic moment vectors 𝜇 with the corresponding spin operators (Eq. 2.5.2). In EPR 

spectroscopy, the energy of the unpaired electron depends on several contributions and the 

full spin Hamiltonian is given by:  

 

                                �̂� = �̂�𝐸𝑍𝐼 + �̂�𝐻𝐹𝐼 + �̂�𝐸𝑋 + �̂�𝑁𝑍𝐼 + �̂�𝑍𝐹𝐼 + �̂�𝑁𝑄𝐼 + �̂�𝑁𝑁𝐼              (Eq. 2.6.1) 

 

where �̂�𝐸𝑍𝐼 is the spin Hamiltonian representing the electron Zeeman interaction, 

�̂�𝐻𝐹𝐼  represents the hyperfine interaction between the electron spin and nuclear spins that is 

composed by the Fermi contact term (�̂�𝐹𝐶) and electron-nuclear dipole-dipole coupling term 

(�̂�𝐷𝐷), �̂�𝐸𝑋 represents the exchange interaction, the �̂�𝑁𝑍𝐼 represents the nuclear Zeeman 

interaction, �̂�𝑍𝐹𝐼 represents the zero field splitting, �̂�𝑁𝑄𝐼 represents the nuclear quadrupole 

interaction related to spins with nuclear spin quantum number I > ½ and �̂�𝑁𝑁𝐼 represents the 

spin-spin interaction between pairs of nuclear spins. The Hamiltonian operator can have three 

generic algebraic types of interaction terms that can be linear in the case of coupling to 



32 
 

“external” vectors, such as magnetic field and orbital angular momentum, bilinear in the case 

of coupling between spins and quadratic in the case of the coupling between a spin and itself. 

 

2.6.1 Zeeman interaction 

 

           The Zeeman term (�̂�𝐸𝑍𝐼) in Equation 2.6.1 represents the interaction between the 

electron and the external magnetic field. It can be determined from equation Eq. 2.6.1.1:  

                           �̂�𝐸𝑍𝐼 = 𝜇𝐵𝑆 ̂ · 𝑔 · �⃗�   = (Bx By Bz) (

𝑔𝑥𝑥 𝑔𝑥𝑦 𝑔𝑥𝑧
𝑔𝑦𝑥 𝑔𝑦𝑦 𝑔𝑦𝑧
𝑔𝑧𝑥 𝑔𝑧𝑦 𝑔𝑧𝑧

) (

�̂�𝑥
�̂�𝑦

𝑆�̂�

)          (Eq. 2.6.1.1) 

where �⃗�  is the magnetic induction vector with 𝐵𝑥, 𝐵𝑦, 𝐵𝑧 components, g is g-tensor that 

represents the anisotropy of this parameter in the three-dimensional space, 𝑆 ̂ represents the 

spin vector expressed in terms of Hermitian Cartesian component operators that are the Pauli 

matrices �̂�𝑥, �̂�𝑦 and �̂�𝑧 corresponding to spin operators in the three Cartesian projections of 

spin. The shift from the free-electron value (𝑔𝑒  = 2.002319) is due to three main 

contributions (37, 38): 

                                           𝑔 =𝑔𝑒𝟏3+ 𝛥𝑔𝑅𝑀𝐶 + 𝛥𝑔𝐺𝐶  + 𝛥𝑔𝑂𝑍/𝑆𝑂𝐶                       (Eq. 2.6.1.2) 

 

where 𝟏3 is the 3x3 unit matrix, 𝛥𝑔𝑅𝑀𝐶 and 𝛥𝑔𝐺𝐶are first-order contributions that represent 

the relativistic mass (RMC, the observed mass of an object moving with respect to an 

observer) and gauge (GC) corrections, respectively. The first term can be expressed as: 

                                               𝛥𝑔𝑅𝑀𝐶 = - 
𝛼2

𝑆
 ∑ 𝑃𝜇,𝜈

𝛼−𝛽
𝜇,𝜈  ⟨𝜑𝜇|�̂�|𝜑𝜈⟩                          (Eq. 2.6.1.3) 

where α is the fine structure constants, S the total spin of the ground state, 𝑃𝜇,𝜈
𝛼−𝛽

 is the spin 

density matrix, 𝜑𝜇 and 𝜑𝜈 are the basis set and �̂� is the kinetic energy operator. The second 

term can be expressed as: 

                               𝛥𝑔𝐺𝐶  = - 
1

2𝑆
 ∑ 𝑃𝜇,𝜈

𝛼−𝛽
𝜇,𝜈  ⟨𝜑𝜇| ∑ 𝜉(𝑟𝐴) [𝑟 𝐴 𝑟 0 − 𝑟 𝐴,𝑟 𝑟 0,𝑠]𝐴 �̂�|𝜑𝜈⟩  (Eq. 2.6.1.4) 

where 𝑟 𝐴 is the position vector of the electron relative to the nucleus A, 𝑟 0 is the position 

vector relative to the gauge origin, 𝜉(𝑟𝐴) depends on the effective charge of the nuclei and 

will be defined below. These two terms are usually small and have opposite signs so that their 
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contributions tend to cancel out. The last term 𝛥𝑔𝑂𝑍/𝑆𝑂𝐶 is a second-term contribution arising 

from the coupling of the orbital Zeeman (OZ) and the spin-orbit coupling (SOC) operators. 

The OZ contribution in the system Hamiltonian is given by: 

 

                                                          �̂�𝑂𝑍 = 
1

2
∑ 𝐵0 · 𝐼𝑖 (𝑖)                                        (Eq. 2.6.1.5) 

 

This term is referred to the gauge origin dependence and arises from the angular momentum 

of the i
th

 electron, 𝐼(𝑖). The expression was derived using a gauge including atomic orbital 

(GIAO) approach. (39-41) Finally, the SOC term is a true two-electron operator, but it is 

often approximated by a one-electron operator involving adjusted effective nuclear charges. 

This approximation has been proven to work fairly well in the case of light atoms, providing 

results close to those obtained using more refined expressions for the SOC operator (42):  

 

                                                  �̂�𝑆𝑂𝐶 = ∑ 𝜉(𝑟𝑖,𝑛) 𝐼𝑛(𝑖) · �̂�𝑛,𝑖 (𝑖)                              (Eq. 2.6.1.6) 

where 𝐼𝑛 is the angular momentum operator of the i
th

 electron, 𝐼(𝑖) relative to the nucleus n 

and �̂�(𝑖) its spin-operator. The function 𝜉(𝑟𝑖,𝑛) is defined as (43):   

 

                                                   𝜉(𝑟𝑖,𝑛) = 
𝛼2

2
 
𝑍𝑒𝑓𝑓
𝑛

|𝑟𝑖−𝑅𝑛|
3                                                (Eq. 2.6.1.7) 

where 𝑍𝑒𝑓𝑓
𝑛  is the effective nuclear charge of atom n at position 𝑅𝑛. The isotropic g-value is 

defined as: 

                                                          𝑔𝑖𝑠𝑜 = 
𝑔𝑥𝑥 + 𝑔𝑦𝑦 + 𝑔𝑧𝑧

3
                                        (Eq. 2.6.1.8) 

 

The anisotropy of the g-tensor leads to orientation-dependent spectra for single crystals. The 

variation in g is classified as isotropic (gxx= gyy = gzz), axial (gxx = gyy ≠ gzz) and rhombic (gxx 

≠ gyy  ≠ gzz). There are also uniaxial, monoclinic and triclinic symmetries.  
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2.6.2 Hyperfine and dipolar interactions 

 

          Th𝑒 �̂�𝐻𝐹𝐼 term arises from the electron-nucleus interaction, in the case of a single 

electron, it is defined as:  

                                �̂�𝐻𝐹𝐼= 𝑆 ̂· A·  𝐼 ̂ = (�̂�𝑥 �̂�𝑦 �̂�𝑧)(

𝐴𝑥𝑥 𝐴𝑥𝑦 𝐴𝑥𝑧
𝐴𝑦𝑥 𝐴𝑦𝑦 𝐴𝑦𝑧
𝐴𝑧𝑥 𝐴𝑧𝑦 𝐴𝑧𝑧

) (

𝐼�̂�
𝐼�̂�

𝐼�̂�

)     (Eq. 2.6.2.1) 

where, 𝑆 ̂ is the electron spin vector, A is the hyperfine tensor that represents the anisotropy of 

this parameter in the three-dimensional space and 𝐼 ̂  is the nuclear spin vector. Likewise with 

the g-tensor, the A-tensor can be classified as isotropic (Axx= Ayy = Azz), axial (Axx = Ayy ≠ Azz) 

and rhombic (Axx ≠ Ayy  ≠ Azz). In a molecule, a single electron is coupled with many nuclei 

and the Hamiltonian related to this term must be summed over all the contributions from the 

nuclei and is defined as: 

 

                                                     �̂�𝐻𝐹𝐼 = ∑  𝑚
𝑘=1 𝑆 ̂ · 𝐴𝑘 · 𝐼 ̂𝑘                                  (Eq. 2.6.2.2) 

 

where one electron is coupled to m different nuclei. The hyperfine interaction can be written 

as the sum of two terms related to the Fermi contact interaction (�̂�𝐹𝐶) term and the electron-

nuclear dipole-dipole coupling (�̂�𝐷𝐷). The Fermi contact term can be derived from 1
st 

order 

perturbation theory and is expressed as: 

 

                                                �̂�𝐹𝐶  = 𝐴𝑖𝑠𝑜 (�̂�𝑥𝐼𝑥  + �̂�𝑦𝐼𝑦  + �̂�𝑧𝐼𝑧)                          (Eq. 2.6.2.3) 

 

where 𝐴𝑖𝑠𝑜 =
8𝜋

3
𝑔𝑒𝑔𝑛𝜇𝐵𝜇𝑁 |𝜓0 (0)| 

2
 = 

𝐴𝑥𝑥+𝐴𝑦𝑦+𝐴𝑧𝑧

3
 is the isotropic hyperfine coupling 

constant with electron spin density at the nucleus |𝜓0 (0)|
2
. The Fermi contact interaction 

represents a direct interaction between the electron and the nucleus, it is isotropic due to the 

spherical symmetry of the s orbitals and does not change under rotations and is averaged to 

zero in liquid state systems. The electron-nuclear dipole-dipole coupling �̂�𝐷𝐷 is a through 

space interaction, unlike the Fermi contact interaction that requires a non-zero electron 

density at the nucleus. It arises from electrons that have zero electron density at the nucleus 

and is anisotropic due to the non-spherical nature of the orbitals p, d, f, etc. hosting the 

unpaired electron, and can be derived as described in (44). This term depends on the 
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orientation of the orbitals with respect to the applied magnetic field and does average to zero 

in non‐viscous liquids, it can be expressed as: 

                                                  �̂�𝐷𝐷 = 
𝛾1𝛾2ℏ

2𝜇0

4𝜋
  (

𝑆 ̂·𝐼 ̂

𝑟𝑆𝐼
3 −

3(𝑆 ̂·𝑟 𝑆𝐼)(𝑟 𝑆𝐼𝐼 ̂ )

𝑟𝑆𝐼
5 )                     (Eq. 2.6.2.4) 

where 𝛾1and 𝛾2 are the gyromagnetic ratio of  the nuctear and electron spins, respectiverly. 

Remembering the definition of magnetic moment in Eq. 2.5.2, the energy of the interaction 

between the two magnetic dipoles 𝜇 1 and 𝜇 2 is obtained replacing the operators, 𝛾1ℏ 𝑆 ̂ and 

𝛾2ℏ 𝐼 ̂ with the vectors 𝜇 1 and 𝜇 2 in the Hamiltonian:  

                                                   E = 
𝜇0

4𝜋
 [
�⃗⃗� 1 ·�⃗⃗� 2

𝑟3
−
3(�⃗⃗� 1· 𝑟 )( 𝑟  · �⃗⃗� 2)

𝑟5
]                               (Eq. 2.6.2.5) 

This energy depends on the relative orientation of the two magnetic dipoles with respect to 𝑟 . 

Considering Eq. 2.6.2.4 and the following expressions: 

 

                                                  𝑆 ̂ · 𝐼 ̂ = 𝑆 ̂𝑥𝐼 ̂𝑥 + 𝑆 ̂𝑦𝐼 ̂𝑦 + 𝑆 ̂𝑧𝐼 ̂𝑧                                       (Eq. 2.6.2.6) 

                                                   𝑆 ̂ · 𝑟 𝑆𝐼 = 𝑆 ̂𝑥𝑥 + 𝑆 ̂𝑦 𝑦 + 𝑆 ̂𝑧𝑧                                      (Eq. 2.6.2.7) 

                                                   𝐼 ̂ · 𝑟 𝑆𝐼 = 𝐼 ̂𝑥𝑥 + 𝐼 ̂𝑦 𝑦 + 𝐼 ̂𝑧𝑧                                        (Eq. 2.6.2.8) 

Substituting Eq. 2.6.2.6-8 in Eq. 2.6.2.4, it is obtained: 

  

�̂�𝐷𝐷  =  𝛾1𝛾2ℏ
2𝑟−5 [𝑆 ̂𝑥𝐼 ̂𝑥 (𝑟

2 − 3𝑥2) + 𝑆 ̂𝑦𝐼 ̂𝑦 (𝑟
2 − 3𝑦2) + 𝑆 ̂𝑧𝐼 ̂𝑧(𝑟

2 − 3𝑧2) − (𝑆 ̂𝑥𝐼 ̂𝑦 +

                     + 𝑆 ̂𝑦𝐼 ̂𝑥) 3𝑥𝑦 − (𝑆 ̂𝑦𝐼 ̂𝑧 + 𝑆 ̂𝑧𝐼 ̂𝑦)3𝑦𝑧 − (𝑆 ̂𝑥𝐼 ̂𝑧 + 𝑆 ̂𝑧𝐼 ̂𝑥) 3𝑥𝑧] 
𝜇0

4𝜋
                (Eq. 2.6.2.9) 

 

Expressing equation 2.6.2.9 in matrix form, it is obtained:  

                     �̂�𝐷𝐷 = 𝜔𝐷𝐷 

{
 
 

 
 

[𝑆 ̂𝑥 𝑆 ̂𝑦 𝑆 ̂𝑧]

[
 
 
 
 
(𝑟2−3𝑥2)

𝑟2
−3𝑥𝑦

𝑟2
−3𝑥𝑧

𝑟2

−3𝑥𝑦

𝑟2

(𝑟2−3𝑦2)

𝑟2
−3𝑦𝑧

𝑟2

−3𝑥𝑧

𝑟2
−3𝑦𝑧

𝑟2

(𝑟2−3𝑧2)

𝑟2 ]
 
 
 
 

[
 
 
 𝐼 ̂𝑥

𝐼 ̂𝑦

𝐼 ̂𝑧]
 
 
 

}
 
 

 
 

   (Eq. 2.6.2.10) 

where 𝜔𝐷𝐷 = 
𝜇0 𝛾1𝛾2 ℎ

2

16𝜋3𝑟3
 is the dipolar coupling constant. Equation 2.6.2.10 can be abbreviated 

as: 
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                                                         �̂�𝐷𝐷= 𝜔𝐷𝐷 (𝑆 ̂ · 𝐷 · 𝐼 ̂)                                    (Eq. 2.6.2.11) 

where D is the dipolar tensor. It is symmetric since 𝐷𝛼𝛽  = 𝐷𝛽𝛼. If the inter-nuclear vector r 

lies along the z axis, the dipolar tensor becomes diagonal and the principal components of the 

dipolar tensor are axially symmetric or traceless, i.e. 𝐷11= 𝐷22 gives the following 

expression: 

 

                                                         D = [
1 0 0
0 1 0
0 0 −2

]                                           (Eq. 2.6.2.12) 

 

For this reason, in the case of EPR spectra of paramagnetic species having both isotropic and 

anisotropic hyperfine couplings and undergoing rapid tumbling in a low viscosity solution, 

the anisotropic term is averaged to zero and the observed hyperfine coupling corresponds to 

the isotropic part only. In spherical polar coordinates ( 
𝑥

𝑟
= sin 𝜃 cos𝜑 , 

𝑦

𝑟
= sin 𝜃 sin𝜑 ,

𝑧

𝑟
=

cos 𝜃), the dipolar Hamiltonian can be expressed in terms of the so-called dipolar alphabet: 

 

                                    �̂�𝐷𝐷= 𝜔𝐷𝐷 (�̂� + 𝐵 ̂ + �̂� + �̂� + �̂� + �̂�)                          (Eq. 2.6.2.13) 

where:  

                                                  �̂� = 𝑆 ̂𝑧𝐼 ̂𝑧 (1- 3 𝑐𝑜𝑠2 𝜃)                                          (Eq. 2.6.2.14) 

                                                  𝐵 ̂ = - 1
4
( 𝑆 ̂+𝐼 ̂− − 𝑆 ̂−𝐼 ̂+) (1- 3 𝑐𝑜𝑠2 𝜃)                   (Eq. 2.6.2.15) 

                                                 �̂�= - 3
2
( 𝑆 ̂+𝐼 ̂𝑧 − 𝑆 ̂𝑧𝐼 ̂+) sin 𝜃 cos 𝜃 𝑒−𝑖𝜑                 (Eq. 2.6.2.16) 

                                                 �̂� = - 3
2
( 𝑆 ̂−𝐼 ̂𝑧 − 𝑆 ̂𝑧𝐼 ̂−) sin 𝜃 cos 𝜃 𝑒𝑖𝜑                  (Eq. 2.6.2.17) 

                                                 �̂� = - 3
4
 𝑆 ̂+𝐼 ̂+ 𝑠𝑖𝑛

2 𝜃 𝑒−2𝑖𝜑                                      (Eq. 2.6.2.18) 

                                                 𝐹 ̂= - 3
4
 𝑆 ̂−𝐼 ̂− 𝑠𝑖𝑛

2 𝜃 𝑒2𝑖𝜑                                        (Eq. 2.6.2.19) 

 

In the high-field approximation, where the electron Zeeman interaction is stronger than the 

dipole-dipole interaction (𝜔𝐷𝐷), the non-secular terms �̂� - 𝐹 ̂ can be neglected and only 

secular (�̂�) and pseudo-secular (𝐵 ̂) terms remain. The corresponding Hamiltonian is: 
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                                �̂�𝐷𝐷= 𝜔𝐷𝐷 (1 −  3 𝑐𝑜𝑠2 𝜃) [𝑆 ̂𝑧𝐼 ̂𝑧  −  
1

4
( 𝑆 ̂+𝐼 ̂− − 𝑆 ̂−𝐼 ̂+)]         (Eq. 2.6.2.20) 

 

          EPR distance measurements are in general performed at low-temperature using frozen 

solutions of spin-labelled proteins, this method is based on the measurement of the static 

dipole–dipole coupling between the spins of unpaired electrons localized on the NO groups 

of the nitroxide spin labels.   

 

2.6.3 Dipolar interactions in the case of two electron spins 

 

          In the case of the two interacting electron spins �̂�1 and �̂�2, the static Hamiltonian can be 

written in terms of Larmor frequencies, 𝜔1 and 𝜔2:  

 

                                                 �̂�0 (𝑆 ̂1 ) = 𝜔1𝑆 ̂1  and �̂�0 (𝑆 ̂2) = 𝜔2𝑆 ̂2                    (Eq. 2.6.3.1-2) 

 

Connecting equations 2.6.2.20 and 2.6.3.1-2, the following spin Hamiltonian is obtained: 

 

            �̂� = 𝜔1𝑆 ̂1+ 𝜔2𝑆 ̂2  + 𝜔𝐷𝐷 (1 −  3 𝑐𝑜𝑠2 𝜃) [𝑆 ̂1,𝑧𝑆 ̂2,𝑧  −  
1

4
( 𝑆 ̂1,+𝑆 ̂2,− − 𝑆 ̂1,−𝑆 ̂2,+)]   

(Eq. 2.6.3.3) 

The coupling between these two spins is shown in Figure 2.6.3.1: 
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Figure 2.6.3.1:  (A) A pair of coupled spins L and S connected by the vector r that is oriented along the z-axis 

in the molecular frame of reference: 𝐵0 is the external magnetic field and 𝜃 is the angle between the direction of 

the magnetic field and r. (B) Dipolar spectrum of two electron spins resonating at  𝜔1 and  𝜔2 that is split by the 

dipolar coupling �̂� = 𝜔𝐷𝐷(1 −  3 𝑐𝑜𝑠
2 𝜃). (C) Pake pattern resulting from the dipolar coupling moving from 

weak (Δω= |𝜔1 −  𝜔2| ≪ 𝜔𝐷𝐷) to strong coupling (Δω= |𝜔1 −  𝜔2| ≫ 𝜔𝐷𝐷). (D) Roadmap showing the 

angular dependence of a (𝜃).
3
  

 

          In the case of weak coupling (Δω= |𝜔1 −  𝜔2| ≪ 𝜔𝐷𝐷), the spectrum is a single Pake 

doublet with splitting equal to 
𝜔𝐷𝐷

2
, this spectrum is given by only the secular terms of 

equation Eq. 2.6.2.13. Figure 2.6.3.1 (B C and D) shows the angular dependence of a on the 

angle 𝜃, the dipolar spectrum is plotted as function of the angle 𝜃 giving all the values from -

2𝜔𝐷𝐷 to +𝜔𝐷𝐷. In the case of strong coupling (Δω= |𝜔1 −  𝜔2| ≫ 𝜔𝐷𝐷), the pseudosecular 

term becomes important and cannot be omitted from equation 2.6.2.13. The dipolar spectrum 

is composed by two doublets separated by Δω and the resonant frequency of each spin is split 

into a doublet separated by |a|. At intermediate cases (Δω ≃ 𝜔𝐷𝐷), as Δω decreases, at          

Δω ≃ 𝜔𝐷𝐷, the two spectra start to merge into a single spectrum that is given by equation 

                                                           
3
 Figures C and D are adapted from 45. Bobart P. P. Freed J. H. Pulse Dipolar Electron Spin Resonance: 

Distance Measurements: Springer Berlin Heidelberg; 2013. 
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2.6.2.13 including both the secular and pseudosecular terms. In general, two electron spins in 

double labelled molecules resonate at two different frequencies due to the different 

orientations respect to the 𝐵0 field that in turn provides different values of A- and g-tensors, 

and yields a single Pake doublet resulting from their common dipolar interaction. Therefore, 

the distance r is then immediately and accurately obtained from a measurement of  𝜔𝐷𝐷. In 

some cases, when 𝜔𝐷𝐷 is sufficiently large, it can be determined directly from the static 

broadening (150 K) of the CW ESR (or FT ESR) (46) spectrum but this requires careful 

spectral simulations. In the CW EPR spectra, the dipolar couplings have a small effect since 

they are masked by the broadenings caused by the stronger interactions, such as the hyperfine 

interaction, especially at 9.4 GHz and 150 K. (45) Therefore, smaller couplings  𝜔𝐷𝐷 require 

pulses ESR methods that are discussed below. 

 

2.6.4 Electron-electron exchange interaction 

           The exchange contribution to the spin Hamiltonian arises from a significant overlap of 

the orbitals of two spins that lead to inter‐electron Coulomb repulsion. The coupling of two 

atomic localized spins is described by the Heisenberg Hamiltonian
4
: 

                                                     �̂�𝐸𝑋= −2𝐽 [ 𝑆 ̂  ·  𝐼 ̂ ]                                              (Eq. 2.6.4.1) 

where 𝑆 ̂ and 𝐼 ̂ are two spins of ½ and J is the coupling constant. The total spin operator for 

two particle system is a linear combination of the individual spin operators: 

 

                                            �⃗� ̂𝑡𝑜𝑡 = 𝑆 ̂ + 𝐼 ̂   �⃗� ̂𝑡𝑜𝑡
2  = 𝑆 ̂2 + 𝐼 ̂2 + 2 𝑆 ̂ · 𝐼 ̂                       (Eq. 2.6.4.2) 

where the product: 

𝑆 ̂ · 𝐼 ̂   =  
1

2
 [�⃗� ̂𝑡𝑜𝑡

2 − 𝑆 ̂2 − 𝐼 ̂2 ]  

                  S·I = 
1

2
[ 𝐿(𝐿 + 1) −  𝐼(𝐼 + 1) −  𝑆(𝑆 + 1) ] =

1

2
 [𝐿(𝐿 + 1) − 

3

2
]          (Eq. 2.6.4.3) 

 

                                                           
4
 This Heisenberg Hamiltonian can be simplified to �̂� = −

1

2
[ 𝑆 ̂  ·  𝐼 ̂ ], if it is assumed that the spin has only a z 

component. 
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The total angular momentum quantum number (L) can have two possible values equal to 0  

and 1,
5
 therefore, S·I can be equal to 

1

4
 𝐽 and - 

3

4
 𝐽. The �⃗� ̂𝑡𝑜𝑡 can have values equal to 0 and 2 

since both 𝑆 ̂2 and 𝐼 ̂2 are equal to ¾. The eigenvalues of the Hamiltonian in equation 2.6.4.1 

corresponds to two energy levels equal to 𝐸𝑆 = 
1

4
 J and  𝐸𝑇 = - 

3

4
 J corresponding to the singlet 

and triplet states with degeneracy 2L+1 = 1 and 3, respectively. The value of J is given by  

J = - (𝐸𝑆 − 𝐸𝑇) considering the wave-functions 𝜑𝑆(r) and 𝜑𝐼(r) of the two spins and the 

eigenstates obtained for L= 0,  𝑚𝑙 =0 and L= 1,  𝑚𝑙 =0, ±1. Four possible simultaneous 

eigenstates can be observed from the cross-product of the spin wave-function 𝜓𝑠𝑝𝑖𝑛= 𝜒𝑆/𝑇 = 

|↑⟩𝑆⊗|↓⟩𝐼 = |↑↑⟩, |↓↑⟩, |↑↓⟩ and |↓↓⟩ along the z-axis corresponding to: 

 

�̂� |↑↑⟩ = 𝐸𝑇 |↑↑⟩      for L= 1,  𝑚𝑙 = +1 

 

  �̂� 
|↑↓⟩+|↓↑⟩

√2
 = 𝐸𝑇 

|↑↓⟩+|↓↑⟩

√2
  for L= 1, 𝑚𝑙 = 0 

                                            �̂� |↓↓⟩  = 𝐸𝑇 |↓↓⟩    for L= 1, 𝑚𝑙 = -1 

  

                                           �̂� 
|↑↓⟩−|↓↑⟩

√2
 = 𝐸𝑆 

|↑↓⟩−|↓↑⟩

√2
  for L= 0,  𝑚𝑙 = 0                   (Eq. 2.6.4.4-7) 

 

Associated with the singlet state there is a symmetric wave-function (𝜒𝑆→ 
|↑↓⟩−|↓↑⟩

√2
 ), while 

the triplet states (𝜒𝑇 → 𝑇+  =  |↑↑⟩, 𝑇0 =
1

√2
 (|↑↓⟩ + |↓↑⟩) and 𝑇− = |↓↓⟩ ) have to be anti-

symmetric in its spatial indices
6
. The full wave-function (𝜓𝑆/𝑇) is given by the product of the 

space and spin wave-functions 𝜓𝑠𝑝𝑎𝑐𝑒 (𝑥1, 𝑥2) ⨯ 𝜓𝑠𝑝𝑖𝑛 (𝑆, 𝐼), in the case of the singlet state it 

is equal to: 

                                             𝜓𝑆 = 
1

√2
[𝜑𝑆(𝑥1)𝜑𝐼(𝑥2) + 𝜑𝐼(𝑥1)𝜑𝑆(𝑥2)]𝜒𝑆             (Eq. 2.6.4.8) 

In the case of triplet state it is equal to: 

                                                           
5
 The final total angular momentum quantum number (L) of a coupled system can take values of 0, a positive 

half integer or a whole integer. The allowed values of the total angular momentum differ from the maximum 

value (given by the sum of the single angular momentum quantum numbers) by one less fundamental unit of 

angular momentum. 
6
 Considering that α = |↑⟩ and β =|↓⟩. 
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                                            𝜓𝑇 = 
1

√2
[𝜑𝑆(𝑥1)𝜑𝐼(𝑥2) − 𝜑𝐼(𝑥1)𝜑𝑆(𝑥2)]𝜒𝑇           (Eq. 2.6.4.9) 

The wave overall functions 𝜓𝑆  and 𝜓𝑇 must be anti-symmetric (because the electrons are 

Fermions). The Hartree-Fock energy of the singlet and triplet states is determined from the 

two-electron Coulomb integral
7
:                  

𝐸𝑆/𝑇 = ∫𝜓𝑆/𝑇
∗  �̂� 𝜓𝑆/𝑇 𝑑𝑟 𝑑𝑠   

∫𝜓𝑠𝑝𝑒𝑐𝑒
∗ 𝜓𝑠𝑝𝑖𝑛

∗  �̂� 𝜓𝑠𝑝𝑎𝑐𝑒𝜓𝑠𝑝𝑖𝑛𝑑𝑟 𝑑𝑠   

                                              ∫𝜓𝑠𝑝𝑖𝑛
∗ 𝜓𝑠𝑝𝑖𝑛 𝑑𝑠 ∫𝜓𝑠𝑝𝑎𝑐𝑒

∗ 𝐻 ̂𝜓𝑠𝑝𝑎𝑐𝑒  𝑑𝑟                    (Eq. 2.6.4.10) 

Since the spin part is∫𝜓𝑠𝑝𝑖𝑛
∗ 𝜓𝑠𝑝𝑖𝑛 𝑑𝑠 = 1, never matter for the energy, therefore the energy 

is: 

                                                         𝐸𝑆/𝑇 = ∫𝜓𝑆/𝑇
∗ 𝐻 ̂𝜓𝑆/𝑇 𝑑𝑟1𝑑𝑟2                        (Eq. 2.6.4.11) 

The Hartree-Fock energy of the singlet (𝐸𝑆) and triplet (𝐸𝑇) are different, two electrons have 

a minor electrostatic repulsion in the triplet state due to the antisymmetric symmetry of the 

spatial function as opposed to the singlet state. They can be defined as:  

𝐸𝑆 = 
1

2
 ∫[𝜑𝑆

∗(𝑥1) 𝜑𝐼
∗(𝑥2) + 𝜑𝐼

∗(𝑥1)𝜑𝑆
∗(𝑥2)] 

1

𝑟12
 [𝜑𝑆(𝑥1)𝜑𝐼(𝑥2) + 𝜑𝐼(𝑥1)𝜑𝑆(𝑥2)]𝑑𝑟1𝑑𝑟2 = 

       ∫|𝜑𝐼(𝑥1)|
2 

1

𝑟12
 |𝜑𝑠(𝑥2)|

2 𝑑𝑟1𝑑𝑟2 + ∫𝜑𝑆(𝑥1) 𝜑𝐼
∗(𝑥1) 

1

𝑟12
 𝜑𝐼(𝑥2)𝜑𝑆

∗(𝑥2) 𝑑𝑟1𝑑𝑟2       

(Eq. 2.6.4.12) 

and 

𝐸𝑇= 
1

2
∫[𝜑𝑆

∗(𝑥1)𝜑𝐼
∗(𝑥2) − 𝜑𝐼

∗(𝑥1)𝜑𝑆
∗(𝑥2)] 

1

𝑟12
 [𝜑𝑆(𝑥1)𝜑𝐼(𝑥2) − 𝜑𝐼(𝑥1)𝜑𝑆(𝑥2)]𝑑𝑟1𝑑𝑟2 = 

                                                           
7
 The one-electron Coulomb integral has the general  expression: 

⟨𝑖 |�̂�| 𝑗⟩ = ∫𝜒𝑖
∗(𝑥1) �̂� (𝑟1) 𝜒𝑗  (𝑥1) 𝑑𝑥1 

The two-electron Coulomb integral has the general  expression: 

[𝑖 𝑖 | 𝑗 𝑗 ] = ∫𝜒𝑖
∗(𝑥1) 𝜒𝑖  (𝑥1) 

1

𝑟12
 𝜒𝑗
∗ (𝑥2) 𝜒𝑗  (𝑥2) 𝑑𝑥1𝑑𝑥2 

It is integrating over all the possible locations of the electrons. The term  𝜒𝑖
∗(𝑥1) 𝜒𝑖  (𝑥1) indicates the probability 

of finding electron 1 in the orbital i that is located at position 𝑥1, the term 𝜒𝑗  (𝑥2) 𝜒𝑗  (𝑥2) indicates the 

probability of finding electron 2 in the orbital j that is located at position 𝑥2. The term 
1

𝑟12
 is the Coulomb 

repulsion between electron at𝑥1 and electron at 𝑥2. 

The two-electron exchange integral has the general  expression: 

[𝑖 𝑗 | 𝑗 𝑖 ] = ∫𝜒𝑖
∗(𝑥1) 𝜒𝑗  (𝑥1) 

1

𝑟12
 𝜒𝑗
∗(𝑥2) 𝜒𝑖  (𝑥2) 𝑑𝑥1𝑑𝑥2 
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           ∫|𝜑𝐼(𝑥1)|
2 

1

𝑟12
 |𝜑𝑠(𝑥2)|

2 𝑑𝑟1𝑑𝑟2 - ∫𝜑𝑆(𝑥1) 𝜑𝐼
∗(𝑥1) 

1

𝑟12
 𝜑𝐼(𝑥2)𝜑𝑆

∗(𝑥2) 𝑑𝑟1𝑑𝑟2    

(Eq. 2.6.4.13) 

Their difference is equal to: 

                         𝐸𝑆 - 𝐸𝑇= 2∫𝜑𝑆(𝑥1) 𝜑𝐼
∗(𝑥1) 

1

𝑟12
 𝜑𝐼(𝑥2)𝜑𝑆

∗(𝑥2) 𝑑𝑟1𝑑𝑟2  2J       (Eq. 2.6.4.14) 

where the coupling constant J = ∫𝜑𝑆(𝑥1) 𝜑𝐼
∗(𝑥1) 

1

𝑟12
 𝜑𝐼(𝑥2)𝜑𝑆

∗(𝑥2) 𝑑𝑟1𝑑𝑟2 is the exchange 

integral that represents the difference in energy between singlet and triplet and represents the 

magnitude of the interaction, which is equal to 2J. This shows that the eigenfunctions of the 

Hamiltonian in equation 2.6.4.1 are the singlet and triplet states and their energy gap obtained 

from the eigenvalues of the spin Hamiltonian is 2J, the effective Hamiltonian Hamiltonian to 

describe singlet and triplet statesis given by: 

                                             �̂� = 
1

4
 (𝐸𝑆 + 3𝐸𝑇) − (𝐸𝑆 − 𝐸𝑇)𝑆 ̂  ·  𝐼 ̂                        (Eq. 2.6.4.15) 

In equation 2.6.3.15, the term 𝐸𝑆 + 3𝐸𝑇 is constant and 𝐸𝑆 − 𝐸𝑇 represents the spin-

dependent term and is equal to 2J. Therefore, the Heisenberg interaction can be expressed 

using equation 2.6.4.16: 

                                    �̂�𝐸𝑋= −2𝐽 [ 𝑆 ̂ ·  𝐼 ̂ ] = (𝐼𝑥�̂�𝑥 + 𝐼𝑦�̂�𝑦 + 𝐼𝑧�̂�𝑧)                    (Eq. 2.6.4.16) 

 

Since the spin operator can be defined in terms of Pauli matrices, the Heisenberg interaction 

can be also expressed in terms of raising/lowering operators, in the case of spin-1/2, the 

product 𝑆 ̂ · 𝐼 ̂  (in Eq. 2.6.4.16) becomes  equal to: 

                𝑆 ̂ · 𝐼 ̂ = - ∑ 𝐽𝑖𝑗 [
1

2
(𝑆 ̂+𝐼 ̂− − 𝑆 ̂−𝐼 ̂+) + 𝑆 ̂𝑧𝐼 ̂𝑧]𝑖,𝑗  =  

1

4
 (

 1    0   0
 0 −1   2
  0    2 −1
  0    0    0

   

   0
   0
   0
   1

 )  (Eq. 2.6.4.17) 

Where i and j represent couples of spins. Therefore, it is possible to conclude that the two‐

electron exchange interaction effectively manifests itself as an isotropic spin‐spin coupling. 

However, the exchange interaction can be more complicated including contributions that are 

not isotropic, such as super-exchange contributions originated by spin-orbit coupling 
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observed in the magnetic compounds. The anisotropic contributions are mixed with other 

interactions, such as the inter‐electron dipolar coupling and the zero‐field splitting and cannot 

be separated during the analysis of experimental data. The J value becomes large enough to 

be measured only in the range of strong coupling, while it is ignored in the analysis of the 

Pake patterns in the case of weak dipolar coupling in which J is typically too small and can 

produce only a small inward or outward shift of the Pake doublet branches (Figure 2.6.4.1): 

 
Figure 2.6.4.1: Pake patterns for two spins A and B separated by 𝑟𝐴𝐵  = 15 Å,  

𝜔𝐷𝐷

2𝜋
 =15.5 MHz and three 

different values of the exchange coupling constant  
𝐽𝐴𝐵

2𝜋
.
8
 

 

The values 𝐽𝐴𝐵 can be determined from the from direct measurement of the peak to peak 

distances 𝜔⊥and 𝜔‖ and is equal to 𝐽𝐴𝐵 = 
(2𝜔⊥+ 𝜔‖)

3
, while the dipolar coupling constant is 

given by 𝜔𝐷𝐷 = 
( 𝜔‖−𝜔⊥)

3
. In the case of coupling between two spins A and B, the dipolar 

coupling frequency 𝜔𝐴𝐵 between them is equal to: 

                𝜔𝐴𝐵= 
𝜇0𝜇𝐵

2

4𝜋ℏ
 
𝑔𝐴𝑔𝐵

𝑟𝐴𝐵
3 (1 − 3 cos2 𝜃) + 𝐽𝐴𝐵  𝜔𝐷𝐷(1 − 3 cos

2 𝜃) + 𝐽𝐴𝐵      (Eq. 2.6.4.18) 

                                                           
8
The diagram has been adapted from Fig. 3 in Spin-labels and intrinsic paramagnetic centres in the Biosciences: 

Orientation-selective DEER using rigid spin labels, cofactors, metals, and clusters. ed. C. R. Timmel and J. 

Harmer, Springer, 2012. 
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where 𝜇𝐵 is the Bohr magneton, 𝑔𝐴 and 𝑔𝐵 are the g-tensors of the spin A and B, 

respectively. When it is possible to measure the turning points 𝜔⊥and 𝜔‖ in the Pake 

spectrum in Figure 2.6.4.1, the 𝜔𝐷𝐷 and 𝐽𝐴𝐵 can be separated. (47) 

 

2.6.5 Nuclear Zeeman interaction 

          This term describes the interaction of a nuclear spin (𝐼 ̂) with the external magnetic field 

(�⃗� ) and is described in equation 2.6.4.1: 

                                                           �̂�𝑁𝑍𝐼  = γ ℏ �⃗�  (1-𝜎) 𝐼 ̂                                     (Eq. 2.6.5.1) 

where γ is the gyromagnetic ratio constant, 𝜎 is the shielding constant that reflects a numeric 

correction proportional to the static applied external magnetic field considering that a local 

magnetic field is generated by the motion of the electrons in a molecule.  In EPR, this 

interaction has a small effect on the spectrum but it is a source of interactions in NMR, in 

general it is isotropic and can be neglected due to the greater electron Zeeman interaction. 

 

2.6.6 Zero-field splitting 

 

         The zero-field interaction reflects the strong dipole-dipole interactions between the 

electrons and is active also in absence of the external magnetic field. It is arises in systems 

with spin S > ½ such as transition metal ions with up to five unpaired d-electrons (e.g. high-

spin Mn
2+

) or spin triplets in organic molecules. The Hamiltonian describing the zero-field 

splitting in expressed in equation 2.6.5.1: 

�̂�𝑍𝐹𝐼 = �̂�𝑇D �̂� = (�̂�𝑥 �̂�𝑦 �̂�𝑥)  (

𝐷𝑥𝑥 𝐷𝑥𝑦 𝐷𝑥𝑧
𝐷𝑦𝑥 𝐷𝑦𝑦 𝐷𝑦𝑧
𝐷𝑧𝑥 𝐷𝑧𝑦 𝐷𝑧𝑧

)(

�̂�𝑥
�̂�𝑦

𝑆�̂�

)    

 �̂�𝑍𝐹𝐼 = 𝐷𝑥𝑥�̂�𝑥𝑥
2 + 𝐷𝑦𝑦�̂�𝑦𝑦

2 + 𝐷𝑧𝑧�̂�𝑧𝑧
2 = 𝐷 [�̂�𝑧𝑧

2 −
1

3
 �̂� (�̂� + 1)] + 𝐸(�̂�𝑥𝑥 − �̂�𝑦𝑦

2 )   (Eq. 2.6.6.1) 

where �̂�𝑇 indicates the transpose of the spin vector �̂�, D is the traceless tensor. It is possible 

to write the Hamiltonian in terms of two constants D = 
3

2
𝐷𝑧𝑧 and E = 

𝐷𝑥𝑥− 𝐷𝑦𝑦

2
. The zero-field 

interaction depends on the symmetry of the ligand field and the coupling of the electron 

spins. In the case of cubic symmetry D = E = 0 the zero-field splitting is not present. 
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2.6.7 Nuclear quadrupole interaction  

 

          Nuclei with I ≥ 1 are characterized by a non-spherical charge distribution described by 

a nuclear electrical quadrupole moment eQ equal to: 

                                                   eQ = ∫𝜌𝑟2 (3 cos2 𝜃 − 1)𝑑𝝉                                (Eq. 2.6.7.1) 

where e is the charge, 𝜌 is the charge density in a volume element 𝑑𝝉 at a distance r from the 

center of the nucleus and making an angle 𝜃 to the nuclear spin quantisation axis. The sign of 

Q indicates the shape of the deformation, negative Q is due to the nucleus being flattened 

along the spin axis, while a positive Q gives an elongated nucleus. The nuclear electrical 

quadrupole moment does not interact directly with other spin vectors or the applied magnetic 

field, but through the electric field gradient (EFG) caused by the electrons and nuclei in close 

proximity to the nucleus. It is defined as: 

                                                               �̂�𝑁𝑄𝐼 = - 
1

6
 eQ∇E                                        (Eq. 2.6.7.2) 

where ∇E = −
𝜕2𝑉

𝜕𝑥𝑖𝜕𝑥𝑗
 = 𝑉𝑖𝑗 in which V is the electrostatic potential. If a suitable coordinate 

system is chosen the EFG can be represented by three principal axes 𝑉𝑥𝑥, 𝑉𝑦𝑦 and 𝑉𝑧𝑧 with: 

                                                                         𝜂 = 
(𝑉𝑥𝑥−𝑉𝑦𝑦)

𝑉𝑧𝑧
                                              (Eq. 2.6.7.3) 

where 𝑉𝑧𝑧 ≥ 𝑉𝑦𝑦 ≥ 𝑉𝑥𝑥 and 0 ≤ 𝜂 ≤ 1. The EFG can be specified by two parameters 𝑉𝑧𝑧 and 𝜂 

and the Hamiltonian can be written as: 

�̂�𝑁𝑄𝐼=
𝑒2𝑄

4𝐼(2𝐼−1)
[3𝐼𝑧

2 − 𝐼(𝐼 + 1) + 
𝜂

2
(𝐼+
2 + 𝐼−

2)]  

                     
𝑒2𝑄

4𝐼(2𝐼−1)
 (𝐼𝑥 𝐼𝑦 𝐼𝑥) (

𝜂 − 1 0 0
0 −𝜂 − 1 0
0 0 2

)(

𝐼𝑥
𝐼𝑦

𝐼�̂�

) = 
𝑒2𝑄

4𝐼(2𝐼−1)
 𝐼�̂�Q 𝐼        (Eq. 2.6.7.4) 

where 𝐼2 = 𝐼𝑥𝑥
2 + 𝐼𝑦𝑦

2 + 𝐼𝑧𝑧
2 . In the EPR spectrum, the quadrupole interactions manifest 

themselves as shifts of the allowed resonance lines, these contributions are small and difficult 

to observe.   
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2.6.8 Nuclear spin-spin interaction 

         The dipole-dipole interaction between two nuclear spins 𝐼𝑖 and 𝐼𝑘  is expressed in 

equation 2.6.7.1: 

                                                           �̂�𝑁𝑁𝐼 =  𝐼𝑖 𝑑
(i,k) 𝐼𝑘                                          (Eq. 2.6.8.1)        

where  𝑑(𝑖,𝑘)  is the nuclear dipole-dipole tensor. In EPR spectroscopy this interaction is too 

small to be detected.  
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3. Methodologies 

         This chapter provides theoretical details about the experimental and computational 

methodologies employed to perform the EPR experiments and analyse the data, further 

details are reported in the material and methods sections of each paper.  

 

3.1 CW and pulsed EPR methods 

 

          EPR experiments can be carried out using CW and pulsed modes. In a CW EPR 

experiment the spectrum is recorded by putting a sample into a microwave (MW) irradiation 

field with constant frequency ν and sweeping the external magnetic field, 𝐵0 for a certain 

range until the resonance condition is fulfilled. In a pulsed EPR experiment, the spectrum is 

recorded by exciting a large frequency range simultaneously with a single high-power MW 

pulse of given frequency, ν at a constant 𝐵0. Experiments can be performed using different 

microwave frequencies that are denoted as S band (3.5 GHz), X band (9.4 GHz), K band (20 

GHz), Q band (34 GHz) and W band (94 GHz). 

          Both the techniques can be performed using samples at room temperature or in frozen 

state, however, pulsed EPR experiments are generally conducted using frozen solutions and 

typically based on the detection of the modulation of a spin echo. A Carr-Purcell echo (often 

mistakenly called “Hahn echo”) employes a π/2 pulse that brings the magnetization from the 

z axis to the x-y plane and causes the spins to presess at different rates, subsequently a second 

𝜋 pulse is applied that reverses the dephasing of the magnetization and refocuses the spins 

along the –x axis, creating an echo (this will be discussed in more detail in paragraph 3.1.2). 

Spin-echo modulation is characterized by a temporal evolution that is governed by effects of 

spin relaxation, electron–electron spin dipolar and exchange couplings, and (pseudo-secular) 

electron-nuclear hyperfine and nuclear quadrupole couplings. There are two distinct 

mechanisms for spin-echo modulation; the first is the ESEEM mechanism that is applied to 

coupled heterospins characterized by anisotropic interactions and is therefore restricted to 

solids or high viscosity liquids; the second mechanism is applied to pairs of homonuclear 

spins with comparable Larmor frequency that are coupled through exchange or dipole-dipole 

interaction; the mechanism is at the basis of the four-pulse DEER employed in this work for 

the distance measurements within the Aurora-A kinase. 
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3.1.1 Four-pulse DEER 

 

          The DEER experiment was developed in Russia during the 1980s by Milov et al. (24, 

25), subsequently a four-pulse version of the DEER was introduced by the group of Spiess 

(26) to alleviate issues related to the dead-time (time required to obtain the decay of the 

signal from high-power transmitter pulses to order to observe the echo signal) encountered in 

three-pulse DEER. More recently, a five-pulse sequence with suppression of nuclear spin 

diffusion has been published by the J. H. Freed group in order to suppress nuclear spin 

diffusion and extend the measurable range of distances. (48) The four-pulse DEER sequence 

employs detection microwave pulses at frequency (𝜔𝐴) that induces an electron spin echo 

(ESE) in the system that is followed by a pump pulse with frequency (𝜔𝐵).  

          In general, a two-pulse echo detected experiment is performed in order to set the pump 

and detection pulses before performing the DEER experiments. The echo-detected spectrum 

of a nitroxide spin label is the superposition of absorption spectra of x, y, z orientations 

(Figure 3.1.1.1).  
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Figure 3.1.1.1: (A) Simulations of the components of the hyperfine-tensor of the nitroxide spectrum
9
 (B) Echo 

detected field sweep spectrum of a nitroxide spin label measured at 9 GHz and 30 K. The spectral components x 

(pink lines), y (blue lines) and z (black lines) are shown below the spectrum. The arrows indicate the positions of 

the pump and detection (observe) pulses, their bandwidths are shown below the spectrum, the blue line is the 

bandwidth of the pump pulse and the grey line is the bandwidth of the detection pulse. 

 

 

          The unpaired electron has electron density delocalized between the oxygen and the 

nitrogen of the nitroxide group, the coupling between the unpaired electron and the nitrogen 

generates hyperfine splitting due to the 𝑚𝐼 = 0, ±1 states. Frozen solution spectra show 

                                                           
9
 This picture was adapted from the tutorial “Nitroxide Spectral Analysis” by E. Bordignon. 
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significant overlap of the three components of the hyperfine. In order to set up a DEER 

experiment, the bandwidths of the detection and pump pulses (indicated in Figure 3.1.1.1) 

must not overlap. There are different criteria to choose the experimental parameters in order 

to obtain the best experimental results. One criteria is based on the optimization of the DEER 

modulation depth in which the pump pulse is set on the  𝑚𝐼 = 0 component that coincides 

with the maximum of the field-swept nitroxide EPR spectrum (Figure 3.1.1.1) and allows the 

excitation of all orientations of the nitroxide with respect to the magnetic field. The 

detection/observer pulse is set on the 𝑚𝐼 = +1 component that coincides with the low field 

edge of the field-swept nitroxide EPR spectrum. The low field edge, is a good candidate since 

there is a higher signal intensity as compared to placement on the high field edge and there is 

a difference of about 65 MHz from the pump frequency, which fulfils the non-overlap 

criterion. The usual experiment set-up of the DEER experiment places the pump pulse at the 

centre of the resonator, where the MW power, utilizing the greater bandwidth, the detection 

pulse on the left edge (Figure 3.1.1.2). 
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Figure 3.1.1.2: Echo-detected field-swept EPR spectrum of a nitroxide bi-radical and resonator dip profile, 

showing the optimum observer and pump pulse settings in the four-pulse DEER experiment with a frequency 

separation is equal to 65 MHz in order to avoid the overlap of the detection (𝜈𝑎) and pump frequencies (𝜈𝑏). 

 

A nutation experiment is performed before the DEER experiment in order to set the length of 

the pump pulse. The pulse length obtained is normally shorter than the detection pulse length 

to maximise excitation with the available MW power. 
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3.1.2 Four-pulse DEER vector model 

 

           The four-pulse DEER experiment allows measurement of the electron-electron dipolar 

interaction 𝜔𝐴𝐵 between two electron spins A and B. The vector diagram of the four-pulse 

showing the evolution of the magnetization in the DEER experiment is shown in Figure 

3.1.2.1: 

 
  
Figure 3.1.2.1: (A) Scheme of the 4-pulse DEER sequence, where 𝜈𝑎 represents the observe frequency and 𝜈𝑏  is 

the pump frequency, Δν is the difference between them. 𝑡1 represents the delay between the first 
𝜋

2
 pulse (1-2) 

and the second π pulse (3-4), and the second π pulse and 𝑡0, while  𝑡2 is the time between 𝑡0 (5) and the second π 

pulse (8-9), and between the second π pulse (8-9) and the refocused echo (10). The inversion 𝜋 pulse (6-7) at the 

pump frequency 𝜔𝑏  is applied at a variable time t with respect to the first echo and it is varied from 𝑡0 

to 𝑡𝑚𝑎𝑥  (maximum dipolar evolution time) leading to the variation of the echo intensity. (B) Vector model of the 

DEER pulse sequence showing the evolution of the spins in the x-y plane after the pulses; a, b and c indicates 

the evolution of the spin after the 𝝿 pump pulse applied at frequency 𝜔𝑏 at increasing values of  t going from a 

to c. 
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In the first step of the experiment, spins A are excited with a 
𝜋

2
 microwave pulse with 

frequency 𝜈𝐴 along the y-axis which brings the spins into the x-y plane where they start 

precessing with angular rate of 𝜔𝐴. Spins are de-phased by the presence of magnetic field 

inhomogeneities and by different resonance fields and spins start processing with slightly 

different angular rates. The dipolar field due to the spins B add or subtract from angular rate a 

quantity equal to ±
1

2
𝜔𝐴𝐵 depending on the spin state of spins B. (49) The spins A continue to 

precess in the x-y plane, in order to extract the dipolar contribution from the total field 

experienced by A, a microwave pulse 𝜋 with frequency 𝜈𝐵 is applied at 𝑡0 = 0 to flip spins B 

and therefore reverses the dipolar contribution from + 
1

2
 𝜔𝐴𝐵 to - 

1

2
 𝜔𝐴𝐵, and vice versa 

(Figure 3.1.2.2). 

 

Figure 3.1.2.2: Energy level diagram, showing the 𝜋 pump pulse inverting the state of spin B coupled to spin A 

(observer spin). The inversion of the local field at spin A exchanges coherence between the two transitions of 

spin A that differ in frequency by 𝜔𝐴𝐵.  

 

The primary echo obtained has acquired a phase equal to 0° (Figure 3.1.2.1 B-a) with respect 

to the rotating frame at 𝜔𝐴 that corresponds to an echo with the maximum intensity. When 

the pumping pulse is moved from t = 0 to t = 
1

4𝑡2
 and then t = 

1

2𝑡2
, the phase lag is -30° (Figure 

3.1.2.1 B-b) and -60° (Figure 3.1.2.1 B-c), respectively. The time 𝑡0 is the time at which the 

dipolar evolution starts and co-insides with the time at which the the primary echo is 

generated and the dipolar phase at zero for all A spins. Shifting the starting point for dipolar 
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evolution away from the second pulse by 𝑡1 (as in three-pulse DEER) makes this pulse 

sequence dead-time-free with respect to dipolar evolution. The echo intensity is reduced to 

the cosine of the phase lag and the echo intensity oscillates with: 

 

                                                      I(t) = 𝐼0 cos[𝜔𝐴𝐵(𝑡1 − 𝑡)]                                  (Eq. 3.1.2.1) 

 

where 𝐼0 is the echo intensity in absence of the dipolar interactions, 𝜏 is the time between the 

𝜋

2
 and the first 𝜋 pulse, t is the time between 𝑡0 = 0 the and the ELDOR pulse (Figure 3.1.2.1). 

In the case of an homogeneous distributions of spins, such as a glass solution, equation 

3.1.2.1 becomes: 

 

                                                           I(t) = 𝑒−𝑘𝐶𝐹𝐵|𝑡1−𝑡|                                          (Eq. 3.1.2.2)  

where C is the concentration of spins A, 𝐹𝐵 is the fraction of spins B excited by the pump 

pulse and k = 
8𝜋2𝜇𝐵

2𝑔𝐴𝑔𝐵

9√3ℏ
.  The transverse relaxation of spin A (𝑇2,𝐴) and couplings to other 

electron spins that are excited by the observer pulses lead to echo attenuation by a 

factor 𝑒−2𝑘 (𝑡1+ 𝑡2), where k = 
1

𝑇2,𝐴
 + 𝐾𝐼𝐷 is the decay rate and 𝐾𝐼𝐷 = 𝐶𝐴 𝐾𝐴 is the instantaneous 

diffusion rate which is proportional to the concentration 𝐶𝐴 of A spins. 𝐾𝐴 is inversely 

proportional to the length of the observer π pulses and has an approximate value equal to 0.25 

mM
-1

 μs
-1

 for nitroxide spin labels  at 9.6 GHz with an observer π pulse of length equal to 32 

ns. (50) 

 

3.1.3 Calculation of the DEER signal 

 

          The ESE signal decay due to the dipolar coupling can be written as:  

 

                                                              V(t)  = 〈∏ 𝑉𝐴𝐵(2𝜏)
𝑛
𝐴=1
𝐴≠𝐵

〉𝐴𝐵                          (Eq. 3.1.3.1) 

 

where 𝑉𝐴𝐵 = 1- λ [1 − cos(𝜔𝐴𝐵, 𝑡)] is the contribution from the A spin to the ESE decay due 

to the coupling with the B spins, 〈… 〉𝐴𝐵 is the averaging over all the spatial spin distributions. 

Equation 3.1.3.1 assumes that the ESE is formed at 2𝑡1, 𝑡 is the t is the time between 𝑡0 = 0 

the pump pulse (as in Figure 3.1.2.1). The parameter λ corresponds to the fractions of spins A 
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excited by the pump pulse. Considering that in general λ << 1, equation 3.1.3.1 should 

include also include a (n-1) term, hence it is obtained: 

 

   V(t) = 〈1 − (𝑛 − 1)𝜆 + 𝜆∑ cos(𝜔𝐴𝐵, 𝑡)
𝑛
𝐴=1
𝐴≠𝐵

〉  1- (𝑛 − 1)𝜆 + 𝜆 〈∑ cos(𝜔𝐴𝐵, 𝑡)
𝑛
𝐴=1
𝐴≠𝐵

〉   

(Eq. 3.1.3.2) 

 

where the third gives information about the distance distributions between coupled spins and 

goes to zero as t increases. The DEER signal is given by two contributions arising from 

intermolecular interactions between pairs of spins, and intramolecular interactions between 

the same kind of spins, the modulation of the echo arises the observed spins experiencing a 

local magnetic field occurring from dipolar interactions of nearby spins. Therefore, the DEER 

signal, V(t) is composed by the form factor F(t) that contains the DEER oscillations and the 

background function, B(t): 

 

                                                                 V(t) = F(t) B(t)                                         (Eq. 3.1.3.3) 

 

where B(t) =  𝑒−𝑘 𝑡
𝑑
3  is the background function in which k is the density of the coupled spins 

and d is the dimensionality of distribution and is equal to 3 for homogeneous frozen 

solutions. This function refers to the intermolecular contribution that has to be separated from 

the intramolecular contribution. In general, it is more advisable to measure the experimental 

background that is achieved performing DEER measurements of singly-labelled samples that 

are fitted with polynomial functions that are then subtracted from the double-labelled sample. 

The form factor has the following expression F(t) = 
𝑉(𝑡)

𝑉(0)
, where V(0) is the signal observed in 

absence of the pumping pulse, an ideal form factor is shown in Figure 3.1.3.1:   
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Figure 3.1.3.1: Plot of the 
𝑉(𝑡)

𝑉(0)
 in function of the time, with modulation depth, Δ.

10
 

 

The modulation depth shown in Figure 3.1.3.1 is connected to the fraction of spins A excited 

by the pump pulse through the relation: 

                                                                              𝛥 = 1 - (1 − 𝜆)𝑛−1                               (Eq. 3.1.3.4) 

          In the case of doubly-labelled proteins n is equal to 2, therefore 𝛥 = λ, indicating a 

correlation between modulation depth and spin-labelling efficiency (f ) that is given by the 

ratio between the number of B spins and the number of possible B spin sites in the protein. 

This, can be defined such that the modulation depth is equal to λf. Measurements of 𝛥 can 

provide information about the number of coupled spins (N) through: 

 

                                                                       N = 1 - 
ln(1−𝛥)

ln(1−𝜆𝑓)
                                  (Eq. 3.1.3.5) 

 

The spin labelling efficiency is connected to the sensitivity that in turn depends on the 

concentration of the sample, the optimal concentration in a typical 9 GHz DEER experiment 

with an observer 𝜋 pulse length of 32 ns and pump pulse length of 12 ns is given by 
1.38

𝑓𝑡𝑚𝑎𝑥
 

and is equal to 50 μM considering a 𝑡𝑚𝑎𝑥 of 25 μs and a complete labelling (f =1). The choice 

of 𝑡𝑚𝑎𝑥 depends on the distance that needs to be measured and, experimentally is limited by 

𝑇2,𝐴. Improvements in the sensitivity are obtained with the extension of 𝑇2,𝐴, since the signal 

                                                           
10

 Figure adapted from: Jeschke, G. DEER Distance Measurements on Proteins. Annu. Rev. Phys. Chem. 2012, 

63, 419. 
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intensity decays exponentially with 
1

𝑇2,𝐴
. Therefore, DEER experiments are typically 

performed in at low temperatures to increase 𝑇2,𝐴, further improvements in the sensitivity are 

given by using deuterated buffers and/or protein that further prolongate 𝑇2,𝐴 and allow 

distance measurements to 10 nm and beyond. Another important factor connected to the 

sensitivity is the frequency of measurement, a drastic improvement in sensitivity is obtained 

from 9 GHz to 34 GHz. Modern 34 GHz spectrometers employ a high-power setup and a 

probe head that allows oversized samples. Further improvements are obtained at 94 GHz but 

the SNR decreases due to the reduction of the sample volume and due to the less favourable 

ratio between excitation bandwidth and spectral width that leads to dramatic loss in spin 

inversion efficiency (51) but this can be corrected using a larger MW power. [43] 

 

3.1.4 Analysis of the DEER traces 

 

          Distances between two spin labels are distributed into conformation distributions of the 

label and protein backbone, and this distribution can be characterized by its mean distance, 

width, and shape. Due to the dependence of inversion efficiency on the ratio between 

excitation bandwidth and on the dipole-dipole coupling, conformations with very short 

distances are underrepresented in the DEER signal. (52, 53) The reliability of the distance 

distribution depends very much on the maximum dipolar evolution time, in the case of      

𝑡𝑚𝑎𝑥 = 2 µs,  the shape of the distance distribution is reliable up to a distance of about 3 nm, 

the mean distance 〈𝑟〉 and the width 𝜎𝑟 are reliable up to a distance of 4 nm, whereas the 

mean distance, but not the width is reliable between 4 and 5 nm.  

         Therefore, the upper limit for obtaining an accurate mean distance can be approximated 

by rmax,<r> ~ 5 √𝑡𝑚𝑎𝑥 / (2 µs)
3

 nm, the width of the distance distribution is encoded in the 

decay rate of the dipolar oscillations in F(t). Accordingly, several oscillations must be 

observed for an accurate determination of the width, which puts the upper limit for such 

determination to rmax,𝜎𝑟  ~ 4 √𝑡𝑚𝑎𝑥 / (2 µs)
3

 nm. The extraction of the distance distribution 

from a dipolar evolution function V(t) is an ill-posed problem meaning that small variations 

in the input data related to the noise can cause large variations in the output data, therefore, 

the SNR has to be as good as possible. (54, 55) An elegant way to determine the distance 

distribution from the DEER trace is to use Tikhonov regularization, which is considered to 

give the best compromise between artefact suppression and resolution. This method is 

implemented in DeerAnalysis software. (56) The approach relies on the computation of a 

file:///C:/thesis_rev/MGC_thesis_2.docx%23_ENREF_43
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simulated time-domain signal S(t) that represents the intramolecular dipolar modulation 

function and is given by: 

 

                                                          S(t) =∫ 𝐾(𝑡, 𝑟) 𝑃(𝑟)
∞

0
 𝑑𝑟                               (Eq. 3.1.4.1) 

 

where K(t,r) is a kernel function that describes the average of the dipolar interaction and 

considers an “ideal” isotropic sample, and P(r) is the distance distribution probability density 

function (PDF) ( ∫drP (r )=1)that describes the conformational heterogeneity of the ensemble 

of spin-labelled protein molecules in the sample. The kernel function has the analytical 

expression equal to: 

 

                        K(t,r)= ∫ cos[(3𝑥2 − 1)𝜔𝐷𝐷𝑡]𝑑𝑥
1

0
 with  𝜔𝐷𝐷 = 

2𝜋 52.04 𝑀𝐻𝑧 𝑛𝑚−3

𝑟3
  (Eq. 3.1.4.2) 

This approach gives the best compromise between smoothness (artifact suppression) and 

resolution of the distance distribution and is quantified by a regularization parameter α. For a 

given 𝛼 the optimal distance distribution P(r) is given by the minimization of the following 

function: 

                                         𝐺𝛼 (P) = ‖𝑆(𝑡) − 𝐷(𝑡)‖2 + 𝛼‖
𝜕2

𝜕𝑟2
 𝑃(𝑟)‖

2

                    (Eq. 3.1.4.3) 

where the first term represents the mean square deviation between the simulated and 

experimental dipolar evolution function (characterized by the noise), while the second term is 

the regularization-parameter weighted square norm of the second derivative of P(r), which is 

a measure for the smoothness of P(r), the ‖…‖ indicates the Euclidean norm. The parameter 

𝛼 is adimensional and in general set at 10. Values set to 0.001 introduce noise and artefacts, 

and values >>100 lead to stronger broadening of peaks in the distance distribution. The 

correct value of 𝛼 is extracted from the L-curve that is a plot of  log 𝜂(𝛼) = ‖𝑆(𝑡) − 𝐷(𝑡)‖𝛼
2  

versus log 𝜌(𝛼) = ‖
𝜕2

𝜕𝑟2
 𝑃(𝑟)‖

𝛼

2

, where 𝜌(𝛼) quantifies the means square deviation and 𝜂(𝛼) 

is the smoothness. 
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3.2 Simulations of the CW EPR spectra  

 

          In order to simulate the CW EPR spectra of the Aurora-A kinase, the stochastic 

Liouville equation (SLE) in the Fokker-Planck (FP) form has been employed using the FP 

equation (57, 58) that is a partial differential equation. The theory describes the time 

evolution of the probability density 𝑃(𝑥 , �̂�, 𝑡) of systems at different orientations 𝑥  in 

different spin states �̂�. (59) This kind of theory is applied to systems outside the Redfield 

theory in which motions have long correlation times, 𝜏𝑅 >> 1 ns. It is derived from the 

Liouville-von Neumann equation that is a linear first-order partial differential equation that 

describes the dynamics of the density matrix �̂�(t) as function of the time and has the 

following expression: 

 

                                           
𝜕�̂�(𝑡)

𝜕𝑡
 = - i�̂̂��̂�(𝑡)   

𝜕�̂�(𝑡)

𝜕𝑡
 = - i (�̂̂�0 + �̂̂�1) �̂�(𝑡)                 (Eq. 3.2.1) 

where �̂̂� is the Hamiltonian superoperator that is given by �̂̂�0 and is the time‐independent 

part of �̂̂�, while �̂̂�1 is the time‐dependent part of �̂̂� that is modulated by random molecular 

motion. The first part of this section concerns about the derivation of the FP equation or SLE 

equation, while the second part (after Eq. 3.2.14) describes the relevant equations that are 

implemented in the Spinach software (60) for simulations of the CW EPR spectra. The scripts 

used for simulations are shown in the Appendix I. The description below was developed 

following the lecture II, Module VI in the Spin dynamics portal (61). 

          Considering the joint probability distribution 𝑃(𝑥 , �̂�, 𝑡) of a physical system in a point 

𝑥  and in spin state  �̂�, as function of the time, it is possible to find its dynamical equation 

assuming static spin dynamics and spatial probability density of molecules in a particular spin 

state evolving in accordance to some simple deterministic law: 

 

                                                             
𝜕𝑃(𝑥 ,�̂�,𝑡)

𝜕𝑡
|
�̂�

= �̂� 𝑃(𝑥 , �̂�, 𝑡)                                  (Eq. 3.2.2) 

 

where … |�̂� indicates static spin dynamics (spin variable static) and �̂� is the diffusion operator 

describing the spatial dynamics of the system and is equal to: 

                                                           �̂� = 
1

6 𝜏𝑅
 (�̂�𝑥

2  + �̂�𝑦
2+ �̂�𝑧

2)                                     (Eq. 3.2.3) 
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where 𝜏𝑅 is the rotational correlation time, �̂�𝑖
2 represents the angular momentum (not spin) 

operators acting in the lab space to generate spatial rotations of the spin system from the 

starting Cartesian coordinates. Eq. 3.2.2 indicates that spin does not affect space dynamics. 

Considering a step forward in time 𝛥t and fixing the space, it is possible to consider a step 

forward in time forward also for the density matrix �̂� ⟶𝑒(−𝑖�̂̂�𝛥𝑡)�̂�. The joint probability 

distribution becomes: 

                                                 𝑃(𝑥 , �̂�, 𝑡 + 𝛥t)|𝑥  = 𝑃 (𝑥 , 𝑒(−𝑖�̂̂�𝛥𝑡)�̂�, 𝑡)|
𝑥 
                    (Eq. 3.2.4) 

where … |𝑥   indicates space static, the differential equation for the spin dynamics is derived 

taking the Taylor expansion of 𝑃 (𝑥 , 𝑒(−𝑖�̂̂�𝛥𝑡)�̂�, 𝑡) respect to �̂�: 

𝑃 (𝑥 , 𝑒(−𝑖�̂̂�𝛥𝑡)�̂�, 𝑡) = 

                              = 𝑃(𝑥 , �̂�, 𝑡) + ⟨𝛻�̂� 𝑃(𝑥 , �̂�, 𝑡)|𝑒
(−𝑖�̂̂�𝛥𝑡)�̂� − �̂�⟩ + O (‖𝑒(−𝑖�̂̂�𝛥𝑡)�̂� − �̂�‖

2

)  

                                                                                                                                     (Eq. 3.2.5) 

where 𝛻�̂� is the gradient respect to �̂�, assuming a small time increment 𝛥𝑡 ⟶0, 

 𝑒(−𝑖�̂̂�𝛥𝑡)⟶ −𝑖�̂̂�: 

                                            𝑃(𝑥 , �̂�, 𝑡) + ⟨𝛻�̂� 𝑃(𝑥 , �̂�, 𝑡)|−𝑖�̂̂��̂�⟩ 𝛥𝑡 + O (𝛥𝑡2)              (Eq. 3.2.6) 

 

This is the only term that survives when the Taylor expansion of the second term in Eq. 3.2.6 

is taken respect to 𝛥t. In the case of an infinitesimal displacement forward in time with static 

space coordinates, the following expression is obtained: 

 

𝜕𝑃(𝑥 ,�̂�,𝑡)

𝜕𝑡
|
𝑥 
 = lim𝛥𝑡→0

𝑃(𝑥 ,�̂�,𝑡+𝛥𝑡) − 𝑃(𝑥 ,�̂�,𝑡)

𝛥𝑡
 

 

          = ⟨𝛻�̂� 𝑃(𝑥 , �̂�, 𝑡)|−𝑖�̂̂�𝛥𝑡⟩ 

Taking 𝛻�̂� out: 

                                          = ⟨𝛻�̂� |𝑃(𝑥 , �̂�, 𝑡)(−𝑖�̂̂�𝛥𝑡)⟩ − 𝑃(𝑥 , �̂�, 𝑡) ⟨𝛻�̂� |−𝑖�̂̂�𝛥𝑡⟩        (Eq. 3.2.7) 



61 
 

The term ⟨𝛻�̂� |−𝑖�̂̂�𝛥𝑡⟩ is zero
11

, recombining the derived equations to recompose the full 

partial differential equation gives: 

                                        
𝜕𝑃(𝑥 ,�̂�,𝑡)

𝜕𝑡
 = ⟨𝛻�̂� |𝑃(𝑥 , �̂�, 𝑡)(−𝑖�̂̂�𝛥𝑡)⟩ + �̂� 𝑃(𝑥 , �̂�, 𝑡)              (Eq. 3.2.8) 

In the case of an ensemble average density matrix that is an integral of the entire space 

weighted by the probability, gives:
 
 

                                                           �̂�(𝑥 , 𝑡)̅̅ ̅̅ ̅̅ ̅̅   = ∫ �̂� 𝑃(𝑥 , �̂�, 𝑡)𝑑𝑉𝑝                              (Eq. 3.2.9) 

where 𝑉𝑝 is the volume of the spin space, the equation of the motion of the ensemble average 

density matrix become: 

 

          
𝜕�̂�(𝑥 ,𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅ 

𝜕𝑡
 = ∫ �̂� (

𝜕𝑃(𝑥 ,�̂�,𝑡)

𝜕𝑡
)𝑑𝑉𝑝 = ∫ 〈⟨𝛻�̂� |𝑃(𝑥 , �̂�, 𝑡)(−𝑖�̂̂�𝛥𝑡)⟩ + �̂� 𝑃(𝑥 , �̂�, 𝑡)〉 �̂� 𝑑𝑉𝑝   

 (Eq. 3.2.10) 

The first integral in equation 3.2.10 is solved using multi‐dimensional integration by parts. 

The derivative of �̂�(𝑥 , 𝑡)̅̅ ̅̅ ̅̅ ̅̅  respect to time will give the equation of the motion of the ensample 

averaging,
12

 considering that the density matrix lives inside a restricted space like a sphere 

and is zero outside it, so the term ∮𝑓⟨𝑔 |𝑑𝑠⃗⃗⃗⃗ ⟩ is zero: 

∫⟨𝛻�̂� |𝑃(𝑥 , �̂�, 𝑡) (−𝑖�̂̂�𝛥𝑡)⟩ �̂� 𝑑𝑉𝑝 = 

                                      = −i�̂̂� ∫ �̂� 𝑃(𝑥 , �̂�, 𝑡)𝑑𝑉𝑝 + �̂� ∫ �̂� 𝑃(𝑥 , �̂�, 𝑡)𝑑𝑉𝑝  

                                                         = −𝑖 �̂̂� �̂�(𝑥 , 𝑡)̅̅ ̅̅ ̅̅ ̅̅   + �̂��̂�(𝑥 , 𝑡)̅̅ ̅̅ ̅̅ ̅̅                              (Eq. 3.2.11) 

Treating the density matrix as function of the spin and space; the spin operators will act on 

the spin part and the space operators will act on the space part. It is possible to obtain a joint 

density matrix that will take into account not only the distribution of the probability in the 

                                                           
11 ⟨𝛻�̂� |−𝑖�̂̂�𝛥𝑡⟩ = -i∑

𝜕

𝜕𝜌𝑘
 [�̂̂� �̂�]

𝑘
𝑘  expanding the scalar product, where k is linear index. 

                         = -i ∑
𝜕

𝜕𝜌𝑘
 ∑ 𝐻𝑘𝑚𝑚𝑘 𝜌𝑚   expanding the matrix vector product 

                         = -i∑ 𝐻𝑘𝑘𝑘 = 0 since spin Hamiltonian is traceless the sum is zero. 
12

 Integral over some volume: ∫𝑓⟨𝛻|𝑔 ⟩ dV = ∮ 𝑓⟨𝑔 |𝑑𝑠⃗⃗⃗⃗ ⟩ − ∫ 𝑓⟨𝑔 |𝛻𝑓⟩ dV. 



62 
 

spin state within the ensemble but also the distribution of the probability in the space. The 

second integral is easy to solve, while it is equal to: 

 

∫ �̂� 𝑃(𝑥 , �̂�, 𝑡) �̂� 𝑑𝑉𝑝 = �̂� ∫  𝑃(𝑥 , �̂�, 𝑡) �̂�𝑑𝑉𝑝 = 𝐷 ̂ �̂�(𝑥 , 𝑡)̅̅ ̅̅ ̅̅ ̅̅  

 

 (Eq. 3.2.12) 

Putting the two parts together and removing bars:  

 

                                                  
𝜕�̂�(𝑥 ,𝑡) 

𝜕𝑡
 = -i�̂̂�(𝑥 ) �̂�(𝑥 , 𝑡) + �̂� �̂�(𝑥 , 𝑡)                         (Eq. 3.2.13) 

 

Equation 3.2.13 is the FP or SLE equation that can be solved numerically with all the terms 

represented as matrices. The density matrix �̂�(𝑥 , 𝑡) and the spin Hamiltonian superoperator 

the �̂̂�(𝑥 ) have such a representation by construction, while the lab space operators (�̂�) may 

be converted into matrices by choosing either a discrete grid of points or a basis set of 

continuous functions. There are two general ways to solve equation Eq. 3.2.13; in the case of 

rotational diffusion, it is possible to assume that a system will diffuse between discretized 

points on a sphere under �̂� that is a matrix that will define density matrix at each point on the 

grid. So, there is a joint probability in spin and space and the total problem is a direct product 

of the space problem and spin problem. The second way to solve the equation, that describes 

the system as a continuous representation using basis sets in spin and space (eigenfunctions 

of the diffusion operator that are Wigner functions) instead of discretizing points on the 

sphere. Equation 3.2.12 can be also expressed in following form: 

 

                                             
𝜕�̂�(𝑥 ,𝑡) 

𝜕𝑡
 = -i�̂̂�(𝑥 , 𝑡) �̂�(𝑥 , 𝑡) + �̂� �̂�(𝑥 , 𝑡)                            (Eq. 3.2.14) 

 

where �̂̂�(𝑥 , 𝑡) is called the Liouvillian and it is responsible for spin dynamics and is equal to: 

 

                                                      �̂̂�(𝑥 , 𝑡) = �̂̂�(𝑥 , 𝑡) + i�̂̂� + i�̂̂�                                   (Eq. 3.2.15) 

 



63 
 

where terms �̂̂� and �̂̂� are the relaxation and kinetic superoperators, respectively.The spin 

Hamiltonian superoperator �̂̂�(𝑥 , 𝑡), in the case of a spin system composed by two spins S and 

L, the spin Hamiltonian is given by: 

 

                                �̂̂�(𝛼, 𝛽, 𝛾) = �̂̂�𝑖𝑠𝑜 + ∑ 𝐷𝑘,𝑚
(2) (𝛼, 𝛽, 𝛾)2

𝑘,𝑚=−2 �̂̂�𝑘,𝑚                     (Eq. 3.2.16)            

      

where 𝛼, 𝛽 and 𝛾 are the Euler angles, 𝐷𝑘𝑚
(2)

 is the second rank Wigren matrix and �̂̂�𝑘𝑚 is the 

rotational basis operator that is a linear combinations of irreducible spherical tensors 

corresponding to the interactions within the spin system. A full expression of the spin 

Hamiltonian superoperator is given by (Eq. 3.2.17): 

�̂̂�(𝑥 , 𝑡) = �̂�𝑖𝑠𝑜+  

+ ∑ 𝐷𝑘,𝑚
(2)

2

𝑘,𝑚=−2

[∑𝑎𝑚
(2)(𝐿)�̂�𝑘

(2)(𝐿) +∑𝑎𝑚
(2)(𝐿, 𝑆)�̂�𝑘

(2)(𝐿, 𝑆) +∑𝑎𝑚
(2)(𝑆, 𝑆)�̂�𝑘

(2)(𝑆, 𝑆) 

𝑆𝐿,𝑆𝐿

] 

                        (Eq. 3.2.17) 

where 𝑎𝑚
(𝑙)

 and 𝑇𝑚
(𝑙)

are the coefficients of the irreducible spherical tensors and spherical tensor 

operators, respectively, in which l is the rank and m are the 2(l+1) components of l. The term 

�̂�𝑖𝑠𝑜 represents the isotropic part of the Hamiltonian that contains the zero-rank terms 𝑎0
(0)

 

and 𝑇0
(0) related to the spin couplings, the other terms in the brackets correspond to linear, 

bilinear and quadratic couplings within the spin system and are represented by second-rank 

𝑎𝑚
(2)

 and 𝑇𝑚
(2)

 terms. The term �̂̂�𝑘𝑚 in the brackets, no matter how large and complicated the 

spin system, has always just 25 rotational basis operators. Equation 3.2.14 can be solved 

using a block‐tridiagonal system of differential equations with the standard numerical 

methods and has an analytical solution in terms of a continued fraction expansion. (62) This 

system is characterized by damping terms that grow quadratic with respect to that rank l, for 

spin system in liquid state the convergence is achieved around l =10. The dimension of the 

spatial basis grows cubically with l and exponentially with the number of spins in the system 

and matrices of astronomical dimensions are obtained that represents the primary practical 

problem for the calculation of the SLE equation, therefore, appropriate algorithms, such as 

the Lanczos algorithm (61) and appropriate work-stations are required to cope with these 
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calculations. This formalism was used for the simulations of the EPR spectra of the Aurora-A 

kinase, further details are reported in Chapters 5 and 6. 

 

3.3 Computational methods 

 

3.3.1 Density functional theory (DFT) 

           The DFT is a computational method for quantum mechanical calculations in order to 

investigate structural, magnetic and electronic properties of periodic systems that include 

molecules, materials, etc. Unlike the Hartree-Fock theory that deals directly with many-body 

wavefunctions, DFT theory is based on functional (a function of another function) of the 

electron density that in turn is a function of space and time. The advantages of the DFT over 

the Hartree-Fock theory is related to an approximate treatment of the correlated motions of 

electrons and to the employment of the electron density that significantly speeds up 

calculations since it is a function of only three variables x, y, z, while the many-body 

electronic wavefunction is a function of 3N variables (the coordinates of all N atoms in the 

system). The theoretical calculations that include geometry optimizations and calculations of 

the EPR parameters in the framework of the DFT are based on Kohn-Sham theory that in turn 

is based on the two Hohenberg-Kohn theorems: 

Theorem 1: The external potential, hence the total energy, is a unique functional of the 

electron density. 

Theorem 2: The ground state energy can be obtained variationally: the density that minimises 

the total energy is the exact ground state density. 

 

The Kohn-Sham (KS) equation is a specific solution of a one-particle Schrödinger wave 

equation. The resulting energy is composed by four contributions: 

 

                                                                 𝐻𝐾𝑆𝛹𝑖(r) = 𝐸𝑖𝛹𝑖(r)                                 (Eq. 3.3.1.1) 

 

where 𝐻𝐾𝑆 = −
1

2
 𝛻2 + 𝑣𝑉(𝑟) + 𝑣𝐽(𝑟) + 𝑣𝑋𝐶(𝑟) is the Kohn-Sham Hamiltonian, 𝛹𝑖(r) with  

i = 1, ... ,𝑛𝛼 are the eigenfunctions corresponding to orthonormal orbitals, and 𝐸𝑖  = 𝐸𝑇 +  𝐸𝑉 

+  𝐸𝐽 +  𝐸𝑋𝐶 that are the corresponding eigenvalues representing to energy levels. The terms 

of the Hamiltonian represent potentials corresponding to the electronic energy composed by 
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the kinetic energy (𝐸𝑇), the electron-nuclear interaction energy (𝐸𝑉), the Coulomb self-

interaction of the electron density (𝐸𝐽) and exchange-correlation energy that is part of the 

electron-electron repulsion (𝐸𝑋𝐶), that are all function of the electron density.  

          In the Kohn-Sham formulation of the DFT, the exchange-correlation functional 

includes terms accounting for the exchange and the electron correlation energies, the latter 

not being present in Hartree-Fock theory.  Within the DFT theory, the 𝐸𝑋𝐶can be calculated 

using to different methods, such as the local spin density approximation (LSDA) and the 

generalized gradient approximation (GGA), the former was developed to reproduce the 

exchange-correlation energy of a uniform electron gas and approximate the energy 

considering a constant local electron density, while the latter is based on the gradient-

corrected functionals, which depend not only on the electron density, 𝜌 but also on its 

gradient, ∇ρ leading to a large improvement to the LSDA results. There are also hybrid 

approximations for the exchange–hybrid correlation functional, such as the B3LYP 

functional that mix in a certain amount of the Hartree–Fock exchange energy (𝐸𝐻𝐹
𝑋 ) into the 

exchange and correlation obtained from the GGA. The resulting energy is given by: 

 

                                                   𝐸ℎ𝑦𝑏
𝑋𝐶  = a 𝐸𝐻𝐹

𝑋  + (1-a) 𝐸𝐺𝐺𝐴
𝑋  + 𝐸𝐺𝐺𝐴

𝐶                         (Eq. 3.3.1.2) 

 

where a is a constant that can be fitted empirically or estimated theoretically. Equation 

3.3.1.1 represents an eigenvalue problem and needs to be solved in a self-consistent way, 

following the scheme below:  

1) Choose a set of wave functions, 𝛹𝑖(r). 

2) Calculate the density, 𝜌(𝑟).  

3) Calculate the total energy, 𝐸𝑡𝑜𝑡 using Eq. 3.3.1.3, below: 

 

                 𝐸𝑡𝑜𝑡 [𝜌(𝑟)] = ∑ 𝑒𝑖 𝑖  = 𝐸𝐻 [𝜌(𝑟)] + 𝐸𝐽[𝜌(𝑟)] + 𝐸𝑋𝐶 [𝜌(𝑟)]                       (Eq. 3.3.1.3) 

 

The Kohn-Sham theory provides an approximate solution of the problem that is employed the 

practical DFT scheme. In order to perform DFT calculation, a representation of the wave 

functions is required. It is given the basis sets that are used to describe core and valence 

electrons in the KS orbitals of atoms and molecules and are used to perform calculations of 

structural, magnetic and electronic properties of periodic systems that include molecules, 
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materials, etc. The KS orbitals can be expressed as a linear combination of basis functions to 

form the orbitals: 

                                                                 𝛹𝑖(r) = ∑ 𝑐𝑘𝑘 𝜑𝑘 (𝑟)                               (Eq. 3.3.1.4) 

where 𝑐𝑘 are coefficients and 𝜑𝑘(𝑟) are basis functions that are composed of one or more 

primitive Gaussian functions or primitive Gaussian type orbitals (GTO) that have the 

following expression in Cartesian coordinates:  

                                               𝜑𝑘 (𝑥, 𝑦, 𝑧; 𝑙, 𝑚, 𝑛, 𝛼, 𝑓) = N 𝑥𝑙𝑦𝑚𝑧𝑛𝑒−𝛼𝑓
2𝑟2           (Eq. 3.3.1.5) 

where N is the normalization function, x, y and z represent the Cartesian coordinates, α is a 

constant that determines the size of the orbital (the radial extent) of the Gaussian function, f  

is a scaling factor. Exponents l, m and n are not quantum numbers, L = l+m+n is the angular 

momentum quantum number used to mark functions of s-type (L=0), p-type (L=1), d-type 

(L=2), etc. and are defined as: 

  

                                       L=0  {𝑒−𝛼𝑓
2𝑟2      to describe s orbitals                           (Eq. 3.3.1.6) 

                                       L=1 {
𝑥𝑒−𝛼𝑓

2𝑟2

𝑦𝑒−𝛼𝑓
2𝑟2

𝑧𝑒−𝛼𝑓
2𝑟2

     to describe p orbitals                         (Eq. 3.3.1.7) 

                                      L=2 

{
  
 

  
 𝑥

2𝑒−𝛼𝑓
2𝑟2

𝑦2𝑒−𝛼𝑓
2𝑟2

𝑧2𝑒−𝛼𝑓
2𝑟2

𝑥𝑦𝑒−𝛼𝑓
2𝑟2

𝑥𝑧𝑒−𝛼𝑓
2𝑟2

𝑧𝑦𝑒−𝛼𝑓
2𝑟2

      to describe d orbitals                        (Eq. 3.3.1.8) 

 

          Additional polarization functions with a higher angular momentum number are 

introduced to allow atomic orbitals to change shape but not size, while the diffuse functions 

allow orbitals to occupy larger regions of space and are used to describe electrons that are far 

away from the nucleus, such as lone pairs, anions or system with negative charge or in their 

excited states. Basis sets (or Pople style basis sets) are indicated as: 

 

k-nlm++G** or k-nlm++G(idf, ipd) 
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where k represents the number of primitives GTOs for the description of the core electrons, n 

for the for inner valence orbitals, l for the for medium valence orbitals and m for the outer 

valence orbitals, + means one set of p (sp) diffuse functions to be added to heavy atoms, ++ 

means one set of p (sp) diffuse functions added to heavy atoms and 1 set of p (sp) 

polarization functions added to H atom, * means 1 set of d polarization functions added to 

heavy atoms, ** means 1 set of d polarization functions added to heavy atoms and 1 set of p 

(sp) polarization functions added to H atom, idf, jpd means i d sets and 1 f set of polarization 

functions added to heavy atoms and j p sets and 1 d set of polarization functions added to H 

atom. Some basis sets contain only the nl numbers, these are called double-zeta basis sets, 

basis sets with all the three nlm numbers are called triple-zeta basis sets. In the case of the 

split-valence or valence-multiple basis sets, the core orbitals are represented by a single 

(contracted) basis function, while valence orbitals are split into arbitrarily many functions, for 

instance these are the 3-21G, 6-21G, 4-31G, 6-31G, and 6-311G basis sets. Another 

important kind of basis sets are the Slater-type orbital (STO) basis sets first introduced by 

Zener and Slater, which can provide the correct cusp behaviour in the vicinity of the nuclei, 

as well as the correct exponential decay at large distances considering𝑒−𝜁𝑟, where 𝜁 is the 

orbital exponent, instead of 𝑒−𝛼𝑓
2𝑟2of the GTOs, but this evaluation requires multicenter 

integrals that are difficult and expensive.  

          In this work the DFT was employed for geometry optimizations, the calculation of 

torsional profiles of the MTSL spin label and the calculation of the EPR magnetic parameters 

(g- and A-tensors). Geometry optimizations and torsional profiles were performed using the 

B3LYP hybrid functional (63, 64) and the 6-31G(d) basis set (40). This level of theory is 

commonly used to provide reliable reproductions of the equilibrium geometries. The 

magnetic parameters were calculated using the B3LYP hybrid functional with the N07D basis 

sets in order to obtain accurate equilibrium and vibrationally averaged hyperfine coupling 

constants (hcc) for the 
14

N nucleus. For accurate calculation of the EPR parameters, it is 

important to complete the core-valence s space with six d Gaussian functions that gives the   

6-31G basis set  (65-67). The EPRIII basis set employs only a set of five d Gaussian 

functions (68), while the N07D employs a set of six d functions and adds to the double-zeta 

description of valence orbitals a single sets of optimized core-valence s (on all atoms except 

H), diffuse p (on all atoms except H), polarization (on all atoms), and diffuse d (on O, F, Cl 

atoms) functions that improve its performance as compared with EPR II and EPR III.
 
(66) 

The N07D basis set was optimized for second- and third-row atoms and has already been 
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used with success for accurate calculation of the magnetic tensors (△gii = ±0.0005, △Aii = ±1 

G) in gas phase and in solution of nitroxide radicals at a reasonable computational cost and 

can be downloaded from the DREAMSLAB website. (69)  

 

3.3.2 Classical molecular dynamics (MD): 

 

          Classical molecular dynamics (MD) simulations are used for the characterization of the 

structure and dynamics of biological macromolecules, such as large proteins, cellular 

membranes, DNA etc. Using MD, it is possible to study thermodynamic properties and time-

dependent phenomena, such as kinetic and a wide range of dynamical processes that occur on 

different time-scale. The current developments in MD allows simulation of systems having 

~50,000 – 100,000 atoms, remarkable improvements in the performance of MD simulations 

are due to the use of high performance computing (HPC) and the development of the MD 

algorithms that include fine-tuning of energy calculations, parallelization, or the use of 

graphical processing units (GPUs).  

           In order to perform MD, the system has to be built and thereafter forces acting on each 

atom are calculated by deriving equations that compose the force-field, where potential 

energy is deduced from the molecular structure. Once the forces acting on individual atoms 

are obtained, MD are performed numerically integrating equations of the motion using the 

classical Newton’s law in order to calculate accelerations and velocities and to update the 

atom positions for a given system: 

 

                           𝐹𝑖(𝑟1, 𝑟2, … , 𝑟𝑁)= 𝑚𝑖𝑎𝑖 = 𝑚𝑖
𝜕𝑣𝑖

𝜕𝑡
= 𝑚𝑖

𝜕2𝑟𝑖

𝜕𝑡2
  with i= 1, 2, …, N  (Eq. 3.3.2.1) 

 

where 𝑟𝑖 are the position vectors and 𝐹𝑖 are the forces acting upon the N particles with mass 

(𝑚𝑖),  𝑎𝑖 and 𝑣𝑖 represent acceleration and velocity, respectively. The forces 𝐹𝑖 (𝑟𝑁) are 

derived from a potential energy 𝑉(�⃗� ) that is a function of atomic coordinates (�⃗� ) and is given 

by the sum intra-molecular terms (bond, angle, torsion angle and out-of-plane torsions
13

) and 

non-bonded terms (van der Waals and Coulomb interactions). The AMBER force field 

(ff14SB) (70), within the AMBER software,(71) used in this work has well-defined bond 

                                                           
13

 The out-of-plane angle coordinates are defined by an angle between the bond vector and the plane containing 

the other two bond vectors  
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length, bond angle, partial charge, and van der Waals parameters for all the common amino 

acids and nucleotides, the potential energy has the following expression: 

 

𝑉(�⃗� ) = ∑ 𝐾𝑏𝑏𝑜𝑛𝑑𝑠  (𝑟𝑖 − 𝑟0) 
2 + ∑ 𝐾𝜃𝑎𝑛𝑔𝑙𝑒𝑠  (𝜃𝑖 − 𝜃0)

2 + ∑
𝑉𝑛

2
[1 + cos(𝑛𝜑𝑖) − 𝛾]𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠  +                 

                                                       +∑ 4𝜖𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)
12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)
6

]𝑖,𝑗 +  ∑
1

4𝜋𝜀0

𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
𝑖𝑗             (Eq. 3.3.2.2) 

      

where 𝑟𝑖, 𝜃𝑖 and 𝜑𝑖 represent the values of the bond length, bond angle and torsion angle, 

while 𝑟0 and 𝜃0 are the equilibrium bond length and bond angle, respectively. The force 

constants 𝐾𝑏 , 𝐾𝜃 and 
𝑉𝑛

2
 depend on the strength of the bonds, n represents the periodicity and 

φ represent the shifts of the entire curve along the rotation angle axis. These terms can be 

obtained from ab initio quantum mechanical calculations using small model compounds and 

from comparisons to the geometry and vibrational spectra in the gas phase (IR and Raman 

spectroscopy). The last two sums represents the non-bonded interactions between couples of 

atoms i and j, the fourth term represents the pair potential, where 𝜎𝑖𝑗 and 𝜖𝑖𝑗 are the Lennard-

Jones parameters and 𝑟𝑖𝑗 is the distance between couples of atoms. The last term represents 

the Coulombic interactions between partial charges 𝑞𝑖 and 𝑞𝑗.  

          The current AMBER force field lacks parameters for the MTSL spin label, therefore in 

order to perform MD simulation, all the bond length, bond angle and torsion angle parameters 

for MTSL have to be generated. A general parameterization protocol for a non-standard 

residue, such as MTSL, for the extension of the AMBER force field was developed by 

Cotrnell et al. (72, 73) Therefore, the structure of the MTSL side chain was generated with 

GaussianView 5.0.9 and subsequently its geometry was optimized with the B3LYP hybrid 

functional using the 6-31G(d) basis set. In order to reproduce the electrostatic potential (ESP) 

and the hydrogen-bonding properties of the MTSL side chain the Hartree-Fock theory
 
(74, 

75) with the 6-31G(d) basis set. Finally, charges were produced by fitting the ESP using 

restrained electrostatic potential (RESP) following the procedure of Ciepllak et al. (14, 76) 

using the ANTECHAMBER module in the AMBER software, that generate the topology file 

with parameters of the MTSL side chain, the parameterisation of the MTSL determined in 

this work is reported in Appendix II. The MTSL was subsequently attached to the protein 

using the LEaP module AMBER, and the three steps, minimization, equilibration and 

production, of the MD simulation can be performed, details about these steps are given in 

Chapters 5 and 6. In the minimization step, the force field was assigned to the atoms in the 
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system, minima and stable points on the potential energy surface are determined in order to 

begin dynamics. In the equilibration step, MD solves the equations of motion for a system of 

atoms, the solution for the equations of motion of a molecule represents the time evolution of 

the molecular motions that is the MD trajectory. The initial velocities are assigned using a 

random number generator using the constraint of the Maxwell-Boltzmann distribution. 

In the production step, the MD data are collected, all the routines for the characterization of 

the structure and dynamics of the system, such as principal component and clustering (PCA) 

analysis and isotropic reorientational eigenmode (iRED) routine are performed on data from 

this step. All the scripts used in this work to perform the steps described above are reported in 

Appendix III. 

 

3.3.3 Principal component analysis (PCA) 

 

          PCA is a technique that can be used to transform a series of coordinated observations 

into a set of orthogonal vectors called principal components (PCs) that are used to explain the 

variance of the data in the MD trajectory. The correlated internal motion of a system with N 

atoms can be described by a covariance matrix, C, with elements, 𝑐𝑖𝑗:  

 

                                                              𝑐𝑖𝑗 = 〈(𝑟𝑖−〈𝑟𝑖〉)(𝑟𝑗−〈𝑟𝑗〉)〉                                     (Eq. 3.3.4.1) 

 

where 𝑟1,…, 𝑟3𝑁 are the mass-weighted Cartesian coordinates and 〈…〉 represents the average 

over all sampled conformations. Diagonalization of this covariance matrix results in 3N 

eigenvectors (𝑣𝑖 ) and eigenvalues (𝜆𝑖) which describe the modes of the collective motion and 

their respective amplitudes. The principal components, 𝑉𝑖: 

 

                                                                   𝑉𝑖 = 𝑣𝑖  r                                                (Eq. 3.3.4.1) 

 

are projections of the data r = (𝑟1,…, 𝑟3𝑁)𝑇 onto the eigenvectors, and can be used to describe 

the dynamics of the system. The eigenvectors are sorted such that their eigenvalues are in 

decreasing order, the eigenvector with the largest eigenvalue (the first PC) correspond to the 

highest proportion of variance within the data and to the predominant motion in the system. 

The second component is orthogonal to the first PC and corresponds to the second highest 

proportion of variance, and so on. 
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3.3.4 Clustering analysis 

 

          The cluster analysis is a technique for finding patterns within data and is based on 

clustering algorithms that group similar objects into subgroups, called clusters by minimizing 

intra-cluster and maximizing inter-cluster differences. (77) Clustering algorithms can be 

divided into partitional and hierarchical clustering approaches. (78) The partitional clustering 

approach is based on the K-means algorithm that places a predefined number of initial 

centroids (K) randomly and in the iterative process, K clusters are formed by assigning each 

data point to its closest centroid and a new centroid for each cluster is recomputed. These 

steps are repeated until the cluster membership is converged. The agglomerative hierarchical 

clustering is a collection of techniques that start with singleton clusters and proceeds to 

iteratively join the nearest cluster until all objects are grouped into one cluster. These 

techniques differ in the definition of cluster proximity and include the single-linkage 

algorithm that defines cluster proximity as the “closeness” between the nearest two objects 

that are in different clusters, the complete-linkage algorithm that considers the farthest two 

objects and average-linkage algorithm that uses the average pairwise proximities of all pairs 

of objects from different clusters.  

 

3.3.5  Isotropic reorientational eigenmode (iRED) approach  

 

          For each MD snapshot, a n(2L+1)-dimensional vector |𝑌(𝑡)⟩ can be constructed from 

spherical harmonics 𝑌𝐿𝑀(𝛺𝑗) evaluated at the n directions 𝛺𝑗(𝑡) = (𝜃𝑗(𝑡), 𝜑𝑗(𝑡)), j= 1, …, n 

of the inter-nuclear vectors (NH), where L is the rank of the spherical harmonics, 𝑀 is  the 

component of L. Therefore, |𝑌(𝑡)⟩ has the following expression: 

 

|𝑌(𝑡)⟩ 

=  |
𝑌𝐿,−𝑀(𝛺1), 𝑌𝐿,−𝑀+1(𝛺1),… , 𝑌𝐿,𝑀−1(𝛺1),  𝑌𝐿,𝑀(𝛺1),… ,  𝑌𝐿,−𝑀(𝛺𝑛),  𝑌𝐿,−𝑀+1(𝛺𝑛), … ,

 𝑌𝐿,𝑀−1(𝛺𝑛),  𝑌𝐿,𝑀(𝛺𝑛)
⟩ 

   (Eq. 3.3.3.1) 

 

Subsequently, a n(2L+1) ⨯ n(2L+1) covariance matrix P is constructed: 

 

                                                            P = |𝑌⟩⟨𝑌| ̅̅ ̅̅ ̅̅ ̅̅ ̅ - |𝑌⟩̅̅ ̅̅  - ⟨𝑌|̅̅ ̅̅                                    (Eq. 3.3.3.2) 
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where ⟨𝑌| is the complex-conjugate row vector of column vector |𝑌⟩ . The horizontal bar 

indicates an ensemble average over the N conformations or a time average over a trajectory, 

the term |𝑌⟩⟨𝑌|̅̅ ̅̅ ̅̅ ̅̅  represents the isotropic averaging that is obtained using the transformation 

properties of spherical harmonics under 3D rotation (demonstration omitted). This process 

generates a matrix M constructed by n⨯n elements: 

 

                                                         𝑀𝑘𝑙 = 𝑃𝐿(cos(𝛺𝑘 − 𝛺𝑗))̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅                                (Eq. 3.3.3.3) 

 

where 𝑃𝐿(𝑥) is Legendre polynomial of order L and 𝛺𝑘 − 𝛺𝑗  denotes the angle between 

directions 𝛺𝑘 and 𝛺𝑗. The reorientational eigenmodes and their amplitudes are the 

eigenvectors |𝑚⟩ (referring to N-H bonds in the protein backbone) and the eigenvalues 𝜆𝑚of 

M are obtained in order to fulfil M |𝑚⟩= 𝜆𝑚|𝑚⟩, respectively. The eigenmodes describe 

correlated modulations of different spin interactions and the eigenvalues are the amplitude 

fluctuations of the trajectory along each eigenmode. Therefore, in this approach, the 

eigenmodes and eigenvalues describing motions within the system are considered in terms of 

amplitudes and motional correlation effects experienced by the different spin interactions and 

no assumption about the existence of a molecular reference frame are taken into account. 

However, the matrix M contains no information on the motional correlation times associated 

to individual reorientational modes |𝑚⟩. This is obtained from correlation functions 

constructed projecting the vector |𝑌(𝑡)⟩ obtained from a snapshot at time t on the 

eigenvector |𝑞⟩ = |𝑚⟩ ⨂ |𝑒𝑗⟩, where |𝑒𝑗⟩  are the 2L+1-dimensional column vectors equal to 

|𝑒1⟩ = (1,0,… , 0)𝑇, |𝑒2⟩ = (0,1, … , 0)𝑇, …, |𝑒2𝐿+1⟩ = (0,0,… , 1)𝑇, in order to get: 

 

                                                                  𝑎𝑞(𝑡)= ⟨𝑞|𝑌(𝑡)⟩                                     (Eq. 3.3.3.4) 

 

and leads to a correlation function:  

 

                                             𝐶𝑞(𝑡)= 𝐶𝑚,𝑙(𝑡)= ∑ 〈𝑎𝑚,𝑙 ∗ (τ + t) · 𝑎𝑚,𝑙〉𝜏
𝐿
𝑙=−𝐿             (Eq. 3.3.3.5) 

 

where q = (2L+1)m+l-L with l=-L, …, L and 𝑎𝑚,𝑙 are the time-dependent amplitudes 

obtained by projecting MD snapshots on the respective eigenmodes.The average extends over 

snapshots sampled at times 𝜏 = 0⟶T-t. Correlation functions for M are obtained by summing 

up the 2L + 1 correlation functions, 𝐶𝑚,𝑙(𝑡): 
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                                                                𝐶𝑚(𝑡) =  ∑ 𝐶𝑚,𝑙(𝑡)
𝐿
𝑙=−𝐿                             (Eq. 3.3.3.6) 

 

that belongs to the 2L+1 degenerate modes q. If the 𝐶𝑚(𝑡) decays exponentially, the 

correlation time 𝜏𝑚associated with the mode |𝑚⟩ is determined by: 

                                        𝜏𝑚 ≅ 
1

[𝐶𝑚(0)−𝐶𝑚(𝑡→𝑇) ]
 ∫ [𝐶𝑚(0) − 𝐶𝑚(𝑡 → 𝑇) ]𝑑𝑡
𝑇

0
          (Eq. 3.3.3.7) 

 

where 𝐶𝑚(𝑡 → 𝑇) indicates the plateau value of 𝐶𝑚(𝑡): 

 

                               𝐶𝑚(𝑡 → 𝑇) = ∑ 𝐶𝑚,𝑙(𝑡 ⟶ 𝑇)𝐿
𝑙=−𝐿 ≅ ∑ |〈𝑎𝑚,𝑙(𝜏)〉|

2𝐿
𝑙=−𝐿                 (Eq. 3.3.3.8) 

 

for systems where internal and overall tumbling motions are separable, 𝐶𝑚,𝑙(𝑡) and 𝐶𝑚(𝑡)and 

their correlation times reflect both internal motions and overall motions.
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4. Paper 1: Density functional theory studies of MTSL nitroxide side chain 

conformations attached to an activation loop 
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Abstract  

A QM method rooted on DFT has been employed to determine conformations of the methane-

thiosulfonate spin label (MTSL) attached to a fragment extracted from the activation loop of 

Aurora-A kinase. The features of the calculated energy surface revealed low energy barriers 

between isoenergetic minima, and the system could be described in a population of 76 rotamers 

that can be also considered for other systems since it was found that the 𝜒3, 𝜒4 and 𝜒5 do not 

depend on the previous two dihedral angles. Conformational states obtained were seen to be 

comparable to those obtained in the α-helix systems studied previously, indicating that the protein 

backbone does not affect the torsional profiles significantly and suggesting the possibility to use 

determined conformations for other protein systems for further modelling studies. 
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4.1 Introduction 

 

         The most widely employed spin label for studies of the structure and dynamics of 

biomolecules   (1, 2), through electron paramagnetic resonance (EPR) spectroscopy, is the MTSL 

Figure 4.1.1. shows a model of MTSL attached to a fragment extracted from the activation loop of 

Aurora-A kinase, a serine/threonine protein kinase that regulates many cellular pathways and is 

overexpressed in a number of cancers (3, 4). 

 

 

Figure 4.1.1: Structure of the Aurora-A kinase domain with the MTSL side chain (black circle) attached at position 

288 within the activation loop which comprises residues 274–299 (grey). The unit peptide extracted for the DFT 

analysis is indicated by a blue arrow. All five dihedral angles of the MTSL side chain are enlarged and shown, with 

the pyrroline ring containing the nitroxide group highlighted in a red circle. 

 

The MTSL is endowed of high flexibility and the knowledge of the potential surface is required in 

order to model its internal dynamics (5-7). In this work, a QM method based on DFT was 

employed to determine

features of the energy surface of the five dihedral angles of MTSL. The DFT theory was employed 

since it induces the electron correlations effect, representing an appropriate method to reproduce 

short electrostatic interactions between sulphur atoms and backbone atoms (7). In the previous 

literature, similar approaches were adopted by Tombolato et al. (5) using the Hartree–Fock theory 

to study conformations of the MTSL in α-helix systems of the T4 Lysozyme protein (5-7) and in 

myoglobin (8), results obtained were used to complement subsequent MD studies (9, 10). 

Considering this system, the question arose whether the conformational states determined in the α-

helix are the same in the activation loop of a different protein. A conformational analysis of the 

potential energy surfaces of the MTSL side chain attached to a fragment extracted from activation 
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loop of Aurora-A kinase protein was performed with the purpose to characterize its geometrical 

parameters and describe the system in a limited number of rotamers. This work was carried out to 

establish a basis for more advanced modelling approaches involving MD simulations that require 

different initial starting conformations of the MTSL for appropriate statistical analyses.

            4.2. Material and methods 

 

4.2.1 QM calculations of the conformations of the MTSL 

 

        A short unit peptide was extracted from the X-ray crystal structure of the Aurora-A kinase 

domain (residues 122-403 C290A C393A; PDB 4CEG (11) with a resolution of 2.10 Å and R-

value of 0.202) obtained after minimization and equilibration processes performed using the 

AMBER 14 package (12) in conjunction with ff14SB protein force field (13) in order to clean the 

structure and to remove bad contacts. Subsequently, the protein was solvated using the Extended 

Simple Point Charge (SPC/E) water model (9721 water molecules) in a truncated octahedral box 

with a buffer of 12 Å between the protein atoms and the edge of the box. Afterwards, a short 

energy minimization was performed in two steps using the Simulated Annealing with NMR-

derived Energy Restraints (SANDER) module of AMBER. In the first stage, the water molecules 

and counter ions were relaxed with 200 cycles of minimization. In the second step, the entire 

system as a whole was relaxed with 1000 cycles of minimization. Subsequently, the system was 

heated at constant volume for 20 ps from 10 to 300 K with 10 kcal/mol weak restraints on the 

protein. This process was followed by two equilibration steps: the first was performed at constant 

pressure (1 atm) and

temperature (300 K) for 200 ps with no restraints and the second was performed in a 

microcanonical (NVE) ensemble for 1 ns. Relaxed scans were performed subsequently using 

subsystems shown in Figure 4.2.1.1 where the MTSL side chain was gradually built by adding 

atoms to the unit peptide extracted from the crystal structure of the Aurora-A kinase. 

 



82 
 

 

Figure 4.2.1.1: Subsystems considered for the calculations of the torsional energy profiles about the 𝜒1 (S1), 𝜒2 (S2), 

𝜒3 (S3), 𝜒4 (S4) and 𝜒5 (S5) dihedral angle. 

 

In order to provide reliable reproductions of the equilibrium geometries of the rotamers, the 

energy torsional profiles 𝑉𝑖 (𝜒𝑖) were calculated by performing relaxed scans in thirty-seven steps 

of 10° with the B3LYP hybrid functional (14, 15) and the 6-31G(d) basis set (16) in gas phase 

around each dihedral angle (𝜒1, 𝜒2, 𝜒3, 𝜒4 and 𝜒5) of the MTSL side chain. The same model 

system was used in previous work (5-7, 9, 10). The ab initio relaxed scans were performed in 37 

steps of 10° using the opt = mod redundant keyword in the Gaussian 09 software (17) that fixes 

coordinates but optimizes or relaxes the other atoms. These scans helped to identify the minima of 

the torsional energy profiles of all five dihedral angles. The Gibbs free energies were determined 

with the B3LYP hybrid functional and the 6-31G(d) basis set using the Freq = hindrot keyword. 

4.2.2 Experimental section 

        The expression construct for Aurora-A 122-403 T287A, T288C, C290A, C393A was 

produced in earlier work for recombinant expression of the protein in E. coli with a N-terminal 

TEV cleavable His6-tag. Expression and purification of the kinase was carried out as stated in 

Burgess & Bayliss (2015) with the following modifications. After TEV cleavage and affinity 

chromatography to remove the His6-tag and His6-tagged TEV, 5 mM DTT was added to Aurora-

A containing fractions and left to incubate overnight at 4 °C to ensure C288 was in the reduced 

form to allow subsequent modification with MTSL. The reducing agent was removed by desalting 

the protein on a HiPrep 26/10 Desalting column as per the manufacturer’s instructions (GE 

Healthcare) into 20 mM Tris pH 7.0, 0.2 M NaCl, 5 mM MgCl2 & 10 % (v/v) glycerol (EPR 

buffer).  10-fold excess MTSL was added to the kinase and incubated overnight at 4 °C in order to 

spin label the kinase. Any remaining impurities, aggregated protein and excess MTSL were 

removed by size-exclusion chromatography using a HiLoad 16/600 Superdex 200 pg column as 
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per the manufacturer’s instructions (GE Healthcare) into EPR buffer.   SDS-PAGE analysis was 

used to identify fractions of high purity MTSL-Aurora-A 122-403 T287A, T288C, C290A, 

C393A which were concentrated and flash-frozen for future experiments. 50 μM MTSL-Aurora-A 

122-403 T287A, T288C, C290A, C393A was used for CW EPR studies. The spin labelling 

efficiency was equal to 86% as measured following a published procedure. (18) 93.778 GHz CW 

measurements were performed on a Bruker E560 spectrometer. The magnetic field was calibrated 

using a Mn2+ power standard (0.02% MgO) and the procedure described by O. Burghaus et 

al.(19) The rigid limits experimental spectrum was recorded at 150 K. Dual-scan measurements 

were made in order to avoid hysteresis effects and a modulation frequency of 100 KHz and low 

microwave power (0.004800 mW) were used to avoid distortion of the lineshape. 

 

             4.3. Results and Discussion 

 

         The MTSL side chain was gradually built in by adding atoms to the Cα atom of the CH3–

CO–NH–Cα–CO–NH–CH3 fragment extracted from the minimized and equilibrated structure of 

the Aurora-A kinase domain in which the Cartesian coordinates of the peptide atoms 

were kept fixed in the configuration obtained after the previous scan. The relaxed scans were 

performed following the strategy shown in Figure 4.3.1. The energy minima of the 𝜒𝑖+1 dihedral 

angle were determined at the minima of the 𝜒𝑖  dihedral angle.
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Figure 4.3.1: Strategy used to find minima of the torsional energy profile around 𝜒1, 𝜒2, 𝜒3, 𝜒4 and 𝜒5 dihedral angles 

from the relaxed scans. The first relaxed scan was performed around 𝜒1, and three minima at −160°, −60° and +60° 

were found. Subsequently, the energy torsional profile was calculated around 𝜒2 at the minima of and two minima, 

one broad between −160° and −120° and another at +80°, were found for 𝜒1 = −160° and +60°. Three minima (−160°, 

−70° and +80°) were found for 𝜒1= −60°. The relaxed scan around 𝜒3 was performed at the minima of 𝜒2, and two 

minima ±90° for all the possible combination of 𝜒1and 𝜒2were found. Three minima ±70° and 180° were found in the 

torsional profiles of𝜒4. The torsional profile of𝜒5 showed minima depending on the values of 𝜒5. 

The first torsional energy profile of the dihedral angle, 𝜒1 ,was obtained by performing relaxed 

scans in the range from −180° to +180°, considering the rotation of the Cα–CβH2 group attached to 

the CH3–CO–NH–CαH–CO–NH–CH3 fragment. The torsional energy profile showed three 

minima at the values of −160° and ±60° (Figure 4.3.2A).

-120 , +80 -160 , -70 , +80 

 90 

-70 180 +70 

 90 -90 ,+30 -10 , +90 

-160 -60 +60 

-120 , +80 

Relaxed scan 
around 

Relaxed scan 
around 

Relaxed scan 
around 

Relaxed scan 
around 

Relaxed scan 
around 

Relaxed scan 
around 

Relaxed scan 
around 



85 
 

Figure 4.3.2: Energy torsional profiles about the five dihedral angles𝜒1, 𝜒2, 𝜒3, 𝜒4 and 𝜒5 of the MTSL side chain. 

(A) Energy torsional profile about the dihedral angle, 𝜒1 (B) Energy torsional profiles about the dihedral angle, 𝜒2, at 

the minima of 𝜒3. (C) Energy torsional profiles about the dihedral angle, 𝜒3, at the minima of 𝜒2. (D-F) Energy 

torsional profile about the dihedral angle, 𝜒4 was calculated at the minima indicated in the insert. (G) Energy torsional 

profile about the 𝜒5 dihedral angle, 𝜒5 when 𝜒4  is equal to 180°. (H) Energy torsional profile about the dihedral angle 

when𝜒4  is equal to −70°. (I) Energy torsional profile about the dihedral angle𝜒5 when𝜒4 is equal to +70. 

 

The high energy barriers corresponded to eclipsed configurations, while the lower energy barriers 

correlated to configurations in which the Sγ and Sδ atoms were interacting with the protein 

backbone. The first torsional profile (Figure 4.3.2 A) 𝑉(1)(𝜒1) showed three broad minima and 

two transitions between −160° ↔ −60° and −60° ↔ +60° that were separated by an energy barrier 

of ∼3 and ∼5 kcal/mol, respectively. These energy barriers are somewhat small, and transitions 

between them would be expected to occur frequently. Subsequently, the 𝑉(2)(𝜒2) torsional 
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profiles were calculated considering the rotation around the CβH2–Sγ group attached to the Cα 

atom of the CH3–NH–CO–CαH–NH–CO–CH3 fragment. The 𝜒1 dihedral angle was set at −160° 

and ±60° (minima in the previous scan). In the calculated 𝑉(2)(𝜒2)  torsional profiles (Figure 4.3.2 

B), energy barriers of  ∼1–2 kcal/mol between −120° ↔ +80° for  𝜒1 equal to −160° and +60°, 

and −160° ↔ −70° and 

−160° ↔ +80° for 𝜒1 equal to −60° were observed. These transitions would be expected to occur 

very frequently since they are separated by very small energy barriers, but are unlikely to do so 

considering the electrostatic interactions between the Sγ sulphur atom and the protein backbone. 

The torsional profiles about 𝜒3 were calculated at all these minima keeping the 𝜒1 and 𝜒2  dihedral 

angles fixed at the selected values shown in Figure 4.3.2C. For the calculation of the 𝑉(3)(𝜒3)  

torsional profiles, the rotation around the CβH2Sγ–SδCH2 group attached to the Cα atom of the 

CH3–NH–CO–CαH–NH–CO–CH3 fragment was considered. Similar energy torsional profiles and 

two minima at ± 90° separated by a higher energy barrier of ∼14 kcal/mol were found for 

𝑉(3)(𝜒3) for all seven possible combinations of the minima found for 𝜒1 and 𝜒2 (Figure 4.3.2 C). 

The energy minima corresponded to the structures stabilized by short electrostatic interactions 

between atoms of the MTSL side chain and the unit peptide model as shown in Figure 4.3.3:

Figure 4.3.3: Interactions between atoms of the MTSL side chain and the unit peptide model for different values 

of 𝜒1, 𝜒2 and 𝜒3 (red dashed lines). Note that two conformations of 𝜒3 are shown in each panel. (Q1) Conformation 

at 𝜒1 = -160°, 𝜒2 = -120° and 𝜒3 = ±90°. (Q2) Conformation at 𝜒1 = -160°, 𝜒2 = +80° and 𝜒3 = ±90°. (Q3) 

Conformation at 𝜒1 = -60°, 𝜒2 = -160° and 𝜒3 = ±90°. (Q4) Conformation at 𝜒1 = -60°, 𝜒2 = -70° and 𝜒3 = ±90. (Q5) 

Conformation at 𝜒1 = -60°, 𝜒2 = +80° and 𝜒3 = ±90°. (Q6) Conformation at 𝜒1 = +60°, 𝜒2 = -120° and 𝜒3 = ±90°. 

(Q7) Conformation at 𝜒1 = +60°, 𝜒2 = +80° and 𝜒3 = ±90°. 
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The Sγ atom interacts with the NH group for 𝜒1 = −160° at = −120° (Figure 4.3.3 Q1), +80° 

(Figure 4.3.3 Q2) and for 𝜒1= −60° at 𝜒2= −160° (Figure 4.3.3 Q3). The conformation at 

𝜒1= −60°, 𝜒2= −70° and 𝜒3 = + 90° was stabilized by two short electrostatic interactions 

between the Sδ atom of the MTSL chain and the CαH group in the fragment, and the CH2 

group and the CO group (Figure 4.3.3 Q4). The Sδ atom interacts with the NH group for 𝜒1 

= −60° and 𝜒2 = +80° (Figure 4.3.3 Q5). The conformation at 𝜒1= +60°, 𝜒2= −120° and +80° 

and 𝜒3= ±90° (Figure 4.3.3 Q6 and Q7) was stabilized by interactions between the Sγ atom of 

the MTSL and the NH group of the protein backbone. The remaining 𝑉(4)(𝜒4) and 𝑉(5)(𝜒5) 

torsional profiles (Figure 4.3.2 D-I) were calculated considering the rotations around the Sδ–

CH2 group (for 𝜒4) and Sδ–CH2 pyrroline nitroxide ring (for 𝜒5) with the previous dihedral 

angles kept fixed at the selected values. Like for 𝑉(3)(𝜒3), the 𝑉(4)(𝜒4) torsional profiles 

(Fig. 4.3.2 D-F) were found to be independent from the values of the previous dihedral 

angles, probably due to the distance from the protein backbone. Similar torsional profiles for 

𝑉(4)(𝜒4) and three minima (±70° and 180°) were observed for all possible combinations 

of 𝜒1, 𝜒2 and 𝜒3. Two low energy barriers of 1–2 kcal/mol were found between the minima at 

±70° and 180°, and one high energy barrier between –70° and +70° was found. The 𝑉(5)(𝜒5) 

torsional profile was measured at ±70° and 180°, and three different profiles were observed 

(Figure 4.3.2 G-I). The 𝑉(5)(𝜒5) profile at 𝜒4 = +70° was calculated between –90° and +90° 

due to a clash between one of the methyl groups of the pyrroline nitroxide ring and the Cβ 

carbon of the MTSL chain for angles over this range. The shape of the torsional profiles 

obtained in this work is similar to those seen in α-helices and values of the minima were 

found to be only slightly different (5-7, 9, 10), indicating the protein backbone does not 

significantly influence the torsional profiles. No relevant changes in the torsional profile of 

𝜒1 and 𝜒2were observed on extension of the atoms in the unit peptide (data not shown) but 

longer computational times. This was also observed for 𝜒3, 𝜒4 and 𝜒5. After calculation of 

the torsional energy profiles for all five dihedral angles in the unit peptide model, a 

population of 76 conformations was found at the minima of the torsional energy profiles. The 

torsional profiles showed low energy barriers from 1 to ~20 kcal/mol and isoenergetic 

minima in the potential energy surface, indicating that the rotamer population would be fully 

sampled at room temperature and conformational states are expected to be obtained in the 

same amount. Also, the Gibbs free energy of the different conformations were seen to be 

comparable and equal to −6,556,624, −6,556,624 and −6,556,623 kcal mol
−1

 for Q2, Q5 and 

Q7 (characterized by different 𝜒1), respectively. Similarly, it was observed for Q1 and Q2 
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(characterized by different 𝜒2) with Gibbs free energy equal to −6,556,624 and 

−6,556,622 kcal mol
−1

, and for conformations with 𝜒3 equal to +90° and +90° that have a free 

energy equal to −6,556,240 and −6,556,230 kcal mol
−1

. After having determined conformers 

of the MTSL side chain, we tested the effect of the geometric variation of the side chain on 

the magnetic parameters in order to exclude the contribution of the side chain to the EPR 

spectrum. Previous literature showed variations of Azz and gxx components upon geometrical 

variations (NO bond length and the CNOC out-of-plane dihedral angle) in the proxyl radical 

(20) and in aromatic radical rings (21). Hence, we tested the effect of the geometry of the 

MTSL side chain on the magnetic properties in order to exclude any contribution of the chain 

on the spectrum. Six conformations were selected at the minima of the torsional profiles 

(Fig. 4.3.2) with different values of the dihedral angles (Table 4.1 ESI in in electronic 

supporting information), and the magnetic parameters were computed at DFT level. 

Conformers showed comparable magnetic parameters, and minor changes were observed in 

the 94 GHz EPR spectra (Figure 4.1 ESI in electronic supporting information). This indicated 

that the addition of the side chain and variations of its geometry do not alter significantly the 

spin density and shape of the molecular orbital that remained well localized on the NO 

moiety, like observed in the case of the proxyl radical ring described in previous work (20). 

 

               4.4. Conclusions and future work 

 

          The conformational analysis of the MTSL side chain on a short fragment of the 

Aurora-A kinase activation loop revealed torsional profiles comparable to those observed in 

fragments of α-helix studied in previous work (5-7, 9, 10). This indicated that the backbone 

structure does not influence the torsional profiles significantly. A population of 76 

conformers was found at the minima of the torsional profiles, and in addition, it was observed 

that the 𝜒3, 𝜒4 and 𝜒5 do not depend on the previous two dihedral angles, suggesting that the 

determined set of rotamers can be considered also for other systems. This analysis can be 

used to determine some starting conformations for MD simulations of the MTSL spin-

labelled Aurora-A kinase or other systems. On the basis our own experience and previous 

work performed using MD of MTSL spin-labelled proteins (9, 10), it was observed that 

transitions of 𝜒4 and 𝜒5 are much faster than transitions of 𝜒1, 𝜒2 and 𝜒3, so the starting 

structures can be established fixing 𝜒1, 𝜒2 and 𝜒3. It was observed that conformers have 
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comparable potential and Gibbs free energy allowing the fixing of values 𝜒1= ±60°, −160°, 

𝜒2= +80° and 𝜒3= ±90° in order to perform more advanced modelling studies. 
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Electronic supporting information (ESI) 

 

Density functional theory studies of MTSL nitroxide side chain conformations attached to an 

activation loop 

 

 

        The EPR parameters were calculated using the Gauge-Independent Atomic Orbital (GIAO)
 

(22) method, the B3LYP hybrid functional and the polarized spilt-valence N07D basis sets (23, 

24) that provide values of the g- and A-tensors in a better agreement with the experimental values, 

as compared with the EPRII (25) and EPR III (26)
 
basis sets. EPR-II is a double-ζ basis set with a 

single set of polarization functions and an enhanced s part, EPR-III is a triple-ζ basis set including 

diffuse functions, double d-polarizations and a single set of f-polarization functions.  

In order to obtain accurate hyperfine coupling constants (hcc) for the 
14

N nucleus, it is important 

to complete the core-valence s space with six d Gaussian functions that gives the 6-31G basis set  

(23, 27, 28). The EPRIII basis set employes only a set of five d Gaussian functions (24), while the 

N07D employs a set of six d functions and adds to the double-zeta description of valence orbitals 

a single sets of optimized core-valence s (on all atoms except H), diffuse p (on all atoms except 

H), polarization (on all atoms), and diffuse d (on O, F, Cl atoms) functions that improve ist 

performance as compared with EPR II and EPR III.
 
(28) The N07D basis set was optimized for 

second- and third-row atoms and has already been used with success for accurate calculation of 

the magnetic tensors (△gii = ±0.0005, △Aii = ±1 G) in gas phase and in solution of nitroxide 

radicals at a reasonable computational cost and can be downloaded from the DREAMSLAB 

website. (29) The Polarizable Continuum Model (PCM) was used to describe solvation in water 

since the experimental EPR spectrum was measured in water.
 
(30)

 
All the EPR spectra were 

simulated using the open source Spinach software library (31), the Euler angles between frames 

were determined using Spinach GUI. (32)
 
 The static powder simulation of the W-band spectrum 

at 150 K was performed using the powder context with the Lebedev spherical grid rank 131. All 

the simulations were performed using one component and no line broadening parameters were 

included. Figure 4.1 ESI shows the comparison between experimental and simulated 94 GHz EPR 

spectra calculated using parameters magnetic parameters shown in Table 4.1 ESI. 
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Figure 4.1 ESI: Comparison between experimental and theoretical 94 GHz EPR spectra calculated using 

conformations C1–C6 described in Table C.1. The experimental spectrum was measured at 150 K. 
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Table 4.1 ESI: Torsional angles of conformations (C1 to C6) of MSTL and corresponding calculated g-tensor. All the 

simulations were performed considering a molecular reference frame that has the origin in the N atom of the nitroxide 

with the z axis parallel to the N-pz orbital and the x axis parallel to the NO bond, the g- and A-tensors collinear with it. 

α, β, γ are the Euler angles between the molecular frame and another frame that has origin in the Cα carbon with the z 

axis perpendicular to the plane N-Cα-CO and the x axis parallel to the Cα-Cb bond. Comparable values of the hyperfine 

A-tensor were obtained for the 6 conformations that are equal to Axx = 8 Gauss, Ayy = 7 Gauss and Azz = 34 Gauss.  

 

 

 

 

 

 

 

 

 

 

 

Simulated EPR spectra were seen to reproduce well the experimental powder 94 GHz EPR 

spectrum of the MTSL spin-labelled Aurora-A kinase, the frequency of measurement and 

experimental conditions were chosen since they provide high resolution of x, y and z principal 

components of the g- and hyperfine A-tensors. (33) This indicated that the system can be described 

as an isotropic distribution of conformations with different geometry, and the orientation of A- and 

g-tensors with respect to specific reference frame was considered lost.                                                                                      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 𝜒1(°) 𝜒2(°) 𝜒3(°) 𝜒4(°) 𝜒5(°) α β γ 𝑔𝑥𝑥 𝑔𝑦𝑦 𝑔𝑧𝑧 

C1 -160 180 -90 180 -90 0 0 0 85 62 20 

C2 -160 180 -90 180 +90 -60 0 0 86 61 20 

C3 -160 180 -90 -70 +90 +20 0 0 85 61 19 

C4 -160 180 +90 180 -90 +50 +150 +120 86 61 20 

C5 -160 +80 -90 180 -90 +35 +80 -30 86 60 19 

C6 -60 180 -90 180 -90 -30 +260 +10 86 62 19 
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Abstract  

Kinase structural studies are mostly based on protein crystallography, which is limited by the 

requirement to trap molecules within a crystal lattice. Therefore, characterisation of the 

conformational dynamics of the kinase activation loop in solution is important to enhance our 

understanding of molecular processes related to diseases and to support the discovery of small 

molecule kinase inhibitors. Herein, molecular dynamics (MD) simulations were used to 

exhaustively sample the conformational space of activation loop of Aurora-A kinase and of 

methane-thiosulfonate spin label (MTSL) attached to the loop. MD was used to determine 

structural fluctuations, order parameters and rotational correlation times of the motion of the 

activation loop and of the MTSL. The theoretical data obtained were used as input for the 

calculation of room temperature 9.4 GHz continuous-wave (CW) electron paramagnetic resonance 

(EPR) spectra of the MTSL labelled Aurora-A kinase in solution. Comparison between simulated 

and experimental spectra revealed that the motion of the protein and spin label occurred on 

comparable timescales. This work is a starting point for deeper experimental and theoretical 

studies of the rotational and translational diffusion properties of Aurora-A kinase related to its 

biological activity.
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5.1 Introduction  

 

      Site-directed spin labelling (SDSL) combined with EPR spectroscopy is a very powerful 

technique used widely for studying the structural properties and dynamical processes of 

biological systems. (1, 2) This has provided valuable information on many proteins such as 

T4 Lysozyme, (3)
 
lipoxygenase L-1, (4) -synuclein, (5)

 
bacteriorhodopsin,(6) SNARE (7)

 

and NavMs. (8) Studies on singly labelled proteins can reveal a wealth of information on the 

tumbling and diffusion properties of the target by analysis of the CW EPR lineshape. (3, 9) A 

spin label employed to study structural and dynamic properties of biomolecules by EPR 

spectroscopy is MTSL (Figure 5.1.1) that has been widely characterized in previous work   

(10, 11) and often the label of choice (12) in different biological systems.  

 

 

Figure 5.1.1: Structure of the MTSL side chain with five dihedral angles indicated. The nitrogen and the 

oxygen atoms of the nitroxide group (NO) are represented in blue and red, respectively.  

 

In order to provide an interpretation of the CW EPR spectrum of MTSL spin labelled proteins 

several different computational approaches to determine the conformational space and 

dynamics of spin label and subsequently simulate the EPR spectrum have been suggested by 

several groups. Some approaches are based on Brownian dynamics (BD), introduced by 

Robinson et al. (13)
 
and Steinhoff et al. (14) and MD methods introduced by Budil et al. (15) 

and Oganesyan (16-18) to generate stochastic dynamical trajectories of the spin labels and/or 

to derive diffusion parameters such as the rotational diffusion tensor, diffusion tilt angles and 

expansion coefficients of the orienting potentials. The parameters are then incorporated in the 

SLE equation for the calculation of the EPR spectrum. Other methods for the calculation of 

the EPR spectra include the stochastic Markov models
 
(19-21) and temperature scaling or 

replica exchange
 
methods, (15, 22) including simulated tempering (ST) and parallel tempering

 

(PT) that have been developed to improve sampling and kinetic information. There are also 

integrated computational approaches (ICA) that link a quantum mechanical (QM) method 
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rooted on the density functional theory (DFT) to the stochastic Liouville SLE equation in the 

Fokker-Planck form. A similar approach was used to calculate the CW EPR spectra of free 

radicals in their environments (23-25) and to study the structure and dynamics of the MTSL 

side chain in protein systems, such as T4 lysozyme. (26, 27)
 
The models produced were in 

good agreement with experimental data with a reasonable computational cost (28-30)
 
and 

consistent with data obtained by MD simulations. In these approaches QM methods were used 

to determine EPR parameters (g- and A-tensors), while coarse grained methods were used to 

produce a hydrodynamic model of the diffusion tensor (31) that are the input of the SLE 

equation for the calculation of the CW EPR spectra. (32) There are also computationally 

inexpensive approaches that can be used to predict the distribution of the conformations of the 

spin labels and distances between spin-labelled sites, such as Multiscale Modelling of 

Macromolecular System (MMM), (33) PRONOX (34) and MtsslWizard. (35)  There are also 

MATLAB (36) based EPR simulation software, such as EasySpin (37) and Spinach (38) that 

generate spectra in good agreement with those produced by software developed by J. H. 

Freed’s group implementing the microscopic-order-macroscopic-disorder (MOMD) (39) and 

slowly relaxing local structure (SRLS) (40) approaches based on the stochastic Liouville 

equation (SLE) developed by Kubo (41)
 
in the 1963 and then, adapted for EPR simulations by 

Freed and co-workers
 
for the calculation of slow motion and rigid limit spectra. (42-46)   

  In this work, we employed MD simulations to characterise the conformational dynamics of 

Aurora-A kinase’s activation loop in solution. A clustering analysis (47) and the principal 

component (PC) analysis (48) were performed to determine structure populations and 

dynamics of the system from MD. Structural fluctuations were characterized through the root 

mean square fluctuations (RMSFs) and order parameters (S
2
) calculated using the isotropic 

reorientational eigenmode (iRED) approach (49) that provided rotational correlation times, 

𝜏𝑅, related to the overall tumbling and reorientational motions of proteins. This approach can 

be applied only to N-H bonds within the protein backbone and is the only method to calculate 

order parameters values within the AMBER software and was used in this work to determine 

the mobility of residue 288 within the activation loop of the kinase, where the MTSL spin 

label was attached to perform. The 𝜏𝑅 values of MTSL were determined through the fit of the 

auto-correlation function related to the motion of vectors representing its bonds, as performed 

in previous work. (17, 50) MD were used to determine input parameters and 𝜏𝑅 for the 

simulation of the room temperature 9.4 GHz CW EPR spectra of spin labelled Aurora-A 

kinase.  
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      The purpose of this work is not to propose new methodologies, but to combine existing 

theoretical (using MD simulations  and QM methods) and experimental approaches (CW EPR 

spectroscopy) in order to characterize the conformational dynamics of the activation loop of 

Aurora-A kinase, which has never been studied in solution before using EPR spectroscopy. 

Our approach does not represent a simplification, since we found that the simulated 9.4 GHz 

and 94 GHz EPR spectra and information content obtained from our work are exactly the 

same as those obtained from the works cited above (16, 39, 51, 52).  

  The Aurora-A kinase is a serine/threonine protein kinase that regulates mitotic entry, 

centrosome maturation and bipolar spindle assembly and is overexpressed in a number of 

cancers including breast, colorectal, ovarian, and glioma (53, 54). Kinase activity is tightly 

regulated by conformational changes in a conserved region of the protein known as the 

activation loop upon phosphorylation of threonine residues at positions 287 and 288 and 

binding of the activator protein Targeting Protein for Xklp2 (Figure 5.1.2). (55, 56) 

 

 

Figure 5.1.2: Cartoon representation of the kinase domain of Aurora-A (PDB 1OL7
 
(55)).  The activation loop is 

coloured green (residues 274-299) with the phosphorylated threonine residues at position 287 and 288 shown as 

sticks. Cysteine residues are shown as blue sticks apart from Cys393, which is missing from the crystal structure. 

The adenosine diphosphate (ADP) is coloured grey with co-ordinated magnesium ions shown as magenta 

spheres. 

 

The conformation of the activation loop may also be influenced by the binding of inhibitors to 

the active site of Aurora-A and, in the case of the potent and selective inhibitor MLN8054, the 

position of the activation loop’s main chain is moved by up to 19 Å. (57) Our understanding 
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of kinase structure is mostly based on protein crystallography, which is limited by the 

requirement of the protein to form crystals and often can not resolve mobile structural regions. 

(58, 59) Therefore, studies of kinase activation, through characterisation of activation loop 

conformations in solution are important to enhance our understanding of conformational 

processes related to diseases and to support the discovery of small molecule kinase inhibitors. 

In this work, MTSL was introduced into the activation loop of Aurora-A kinase at residue 

288. To allow this modification, the wild-type threonine residue was mutated to cysteine, 

while the threonine at position 287 was mutated to alanine in order to observe conformational 

changes in a more dynamic activation loop. The solvent exposed cysteine residues at position 

290 and 393 were mutated to alanine to prevent labelling with MTSL.  

Exhaustively sampling the conformational space of the activation loop and MTSL using free 

MD simulations is a challenging task due to their weakly structured nature related to inherent 

flexibility. We also identified several limitations of theoretical approaches used in this work 

that can be a suggestion for future work on this topic.  

 

           5.2 Material and Methods 

 

5.2.1 Force field parameterization of the MTSL side chain and MD simulation details 

 

      The latest AMBER force field (60)
 
(ff14SB), recommended for the study of protein 

dynamics was extended in order to perform MD simulations with AMBER 2014. (61)
 
The 

structure of the MTSL side chain was first optimized with the B3LYP hybrid functional     

(62, 63) using the 6-31G(d) basis set (64). This level of theory was used as it provided 

accurate experimental geometries of the MTSL spin label (19) in previous work. 

Subsequently, in order to reproduce the electrostatic potential and hydrogen-bonding 

properties of the MTSL side chain, the atom-centred point charges were calculated with 

Hartree-Fock theory
 
(65, 66) and the 6-31G(d) basis set, these DFT calculations were 

performed using Gaussian 09 revision d.01. (67)
 
The electrostatic potential was calculated 

using the restrained electrostatic potential (RESP) procedure. (68) The atom charges 

determined to extend the AMBER force field to the MTSL side chain were comparable with 

those reported in literature and are shown in Table 5.1 in electronic supporting information 

(ESI). (19, 30, 69)
 
 In order to  parametrize the NO group, the bond angles, angle bending, 

regular torsions and non-bond interactions parameters were taken from Stendardo et al (30). 

MD simulations were carried out on MTSL spin labelled Aurora-A kinase, using the X-ray 
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crystal structure of the Aurora-A kinase domain (residues 122-403 C290A C393A; PDB 

4CEG (57) with a resolution of 2.10 Å and R-value of 0.202). The PDB file was edited in the 

website WHATIF (70)
 
to mutate the native Threonine-288 to cysteine. Alanine substitutions 

were made at residues T287, C290 and C393 in order to produce a structural model similar to 

the experimentally studied protein. The missing crystallographic hydrogens and MTSL were 

added using the LEaP module AMBER. The protein was solvated using the Extended Simple 

Point Charge (SPC/E) water model (11896 water molecules) in a truncated octahedral box 

with a buffer of 12 Å between the protein atoms and the edge of the box. This water model 

was used as it predicts viscosities and diffusion constants closer to the experimentally 

observed data and reproduces crystallographic water positions more accurately than the 

commonly used Transferable Intermolecular Potential 3 Point (TIP3P) water model. (2, 71, 

72) The initial configuration of the MTSL was determined fixing  𝜒1, 𝜒2 and 𝜒3 equal to -60⁰, 

+80⁰ and +90⁰, respectively. These values were determined at the minima of the torsional 

profiles calculated in a previous work (73). The MD simulation was performed in three main 

steps: minimization, equilibration and production. Firstly, a short energy minimization was 

performed in two steps in order to clean the structure and to remove bad contacts using the 

Simulated Annealing with NMR-derived Energy Restraints (SANDER) module of AMBER. 

Three chloride ions were used to neutralize the net charge. In the first stage, the water 

molecules and counter ions were relaxed with 200 cycles of minimization. In the second step, 

the entire system as a whole was relaxed with 1000 cycles of minimization. Subsequently, the 

system was heated at constant volume for 20 ps from 10 K to 300 K with 10 kcal/mol weak 

restraints on the protein. This process was followed by two equilibration steps, the first was 

performed at constant pressure (1 atm) and temperature (300 K) for 200 ps with no restraints 

and the second was performed in a microcanonical (NVE) ensemble for 1 ns. The production 

step was performed in the NVE ensemble in five steps up to 470 ns collecting time windows 

equal to 270 ns, 320 ns, 370 ns, 420 ns and 470 ns in order to obtain a good statistical 

sampling quality. The NVE ensemble was used since the interest of this work is on the 

dynamics of a system that would be perturbed by the use of a thermostat. This system is large 

enough (with 14000 atoms in total) that microcanonical and canonical ensemble are almost 

the same, the 𝛥𝑡 
between the initial and the final frame in the production trajectory was equal 

to 10 K. All the calculations were performed using 1 fs integration time step and coordinates 

were collected every 2 ps, a total of 235000 frames were collected. The dynamical long-range 

electrostatic interactions were treated using a particle mesh Ewald (PME) algorithm with 

https://en.wikipedia.org/wiki/Particle_mesh_Ewald
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default parameters and a 10 Å cut-off Lennard-Jones. A clustering analysis was performed to 

identify different conformational states sampled during the MD simulation by grouping 

molecular structures into subsets based on their conformational similarity. The clustering 

analysis was performed using a version of CPPTRAJ in the AMBER software clustering 5 PC 

projections by RMSD using the average-linkage algorithm with a sieve of 250 frames. All the 

MD simulations were performed using one NVidia GTX 980 GPU and with AMBER 

software optimized to run entirely on a CUDA enabled NVIDIA GPU using a mixed-

precision SPDP (single precision, double precision) model that is comparable with the double 

precision model on a central processing unit (CPU).(74) 

 

5.2.2 Calculation of EPR parameters (g- and A-tensors) and EPR spectra 

 

      The EPR parameters were calculated using the Gauge-Independent Atomic Orbital 

(GIAO)
 
(75) method, the B3LYP hybrid functional and the latest N07D basis set that has been 

used with success for accurate calculation of the magnetic tensors (△gii = ±0.0005, △Aii = ±1 

G) in gas phase and in solution of nitroxide radicals at a reasonable computational cost (28, 

29)
 
and

 
can be downloaded from the DREAMSLAB website

 
(76). The Polarizable Continuum 

Model (PCM) was used to describe solvation in water since the experimental EPR spectrum 

was measured in water
 
(77-79).  

  All the EPR spectra were simulated using the open source Spinach software library, version 

1.7.2996.(38)
 
The room temperature 9.4 GHz CW EPR spectrum was simulated

 
using

 
the 

gridfree context that uses Fokker-Planck formalism (80, 81) that generates spatial dynamics 

using lab space rotation generators for the three-dimensional rotational diffusion               

𝐷𝑅 = 
1

6𝜏𝑅
 (�̂�𝑥

2 + �̂�𝑦
2 + �̂�𝑧

2), where 𝜏𝑅 is the rotational correlation time and �̂�𝑖 represents the 

angular momentum (not spin) operators acting in the lab space to generate spatial rotations of 

the spin system from the starting Cartesian coordinates obtained from selected MD frames. 

The 9.4 GHz and 94 GHz EPR spectra, measured at 150 K, were simulated using Lebedev 

spherical powder grids with rank 131. 
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5.2.3 Experimental section 

 

      Spin-labelled Aurora-A 122-403 T287A, T288C, C290A, C393A was produced as stated 

in earlier work (82). 50 μM MTSL-Aurora-A 122-403 T287A, T288C, C290A, C393A was 

used for CW EPR studies.  9 GHz measurements were performed using  

a Bruker Micro EMX spectrometer at 298 K, the modulation frequency was set at 100 KHz 

and the microwave power at 2.0 mW. The spin labelling efficiency was equal to 86% as 

measured following a published procedure.
 
(83)

 
The

 
94 GHz CW measurements were 

performed on a Bruker E560 spectrometer. The magnetic field was calibrated using a Mn
2+

 

power standard (0.02% MgO) and the procedure described by O. Burghaus et al. (84) Dual-

scan measurements were made in order to avoid hysteresis effects.  

 

    5.3 Results and Discussion  

 

5.3.1 Characterization of the dynamics of the MTSL spin label  

 

      During the MD simulation the MTSL fully probed the space around the point of 

attachment and explored all the regions surrounding the loop. Figure 5.3.1.1 shows the plot of 

the transitions of the five dihedral angles over the time and a comparison between dihedral 

transitions and oscillations in the root mean square deviation (RMSD) of the activation loop 

and the protein. 
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Figure 5.3.1.1: Plots of the transitions of the 𝜒1, 𝜒2, 𝜒3, 𝜒4 and 𝜒5 dihedral angles and of RMSD of the protein 

and of the activation loop and over 470 ns. The RMSDs were calculated considering the Cα, C, N, O atoms and 

the reference frame was the first frame after the equilibration step.   

 

It was observed that the RMSDs of the activation loop and the protein reasonably converged 

at ~3-4 Å, indicating not a large variation from the initial X-ray crystal structure. The RMSD 

of the protein remained constant ~3 Å, while the RMSD of the activation loop was 

characterized by several fluctuations that corresponded to simultaneous transitions of 𝜒1 and 

 𝜒2 between 10 ns and 64 ns, and between 98 ns and 185 ns. After 250 ns, the RMSD of the 

activation loop became stable and less transitions of 𝜒1 and  𝜒2 were observed, this indicated 

a coupling between transitions of the dihedral angles and oscillations of the protein backbone. 

The coupling between transitions of dihedral angles close to each was also observed, e.g. the 
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simultaneous transitions of 𝜒1, 𝜒2 and 𝜒3 dihedral angles between 192 ns and 249 ns, and 

𝜒4 and 𝜒5 between 108 ns and 170 ns.  

   A comparison between the torsional energy profiles of the five dihedral angles calculated in 

previous work (73) and those obtained from MD (Figure 5.1 ESI) revealed that the values of 

the minima and the energy barriers, determined by QM calculations, were well reproduced by 

MD simulations. Three minima were found in the torsional profile of  𝜒1 corresponding to      

-160°,-60° and +60° and the same three minima were found in the plots of the energy 

torsional profiles determined from MD from which the minima of 𝜒2 were confirmed and so 

on for  𝜒3 and 𝜒4. The torsional profile of  𝜒5 had two minima at 0° and +90° in according to 

the conformation with  𝜒4 equal to -70° determined from the DFT. The plot of the transitions 

of the five dihedral angles over time showed slow transitions of 𝜒1 and  𝜒2  due to high energy 

barriers of 4-6 kcal mol
-1

 separating the conformational minima in the torsional energy 

profiles (Figure 5.1 ESI).Transitions of  𝜒3 were very slow and less frequent due to higher 

energy barriers of 10-20 kcal mol
-1

, while transitions of 𝜒4 and 𝜒5 were fast due to low energy 

barrier of 1-2 kcal mol
-1

. The Gibbs energy surfaces (Figure 5.2 in ESI) obtained from MD 

revealed a small difference of ~4.2 kcal mol
-1

 between high and low energy regions indicating 

that the rotamer population is expected to be fully sampled at room temperature and each 

conformation has the same overall orientational probability. In order to determine the 

dynamics of the MTSL, the auto-correlation functions of vectors connecting two atoms of the 

spin label (the full list is shown in Figure 5.3 and Table 5.2 in ESI) were calculated within the 

AMBER software using spherical harmonics with rank equal to 2, as described in (17, 85), 

corresponding to 〈𝐷00
2  (𝜃(0))𝐷00

2 (𝜃(𝑡))〉 with 𝐷00
2  = (3cos

2𝜃(𝑡)-1)/2 and 𝜃(𝑡) representing 

the variation in the time t of the direction of the vector. The auto-correlation functions showed 

a multi-exponential behaviour, indicating different time scales of the motional contributions 

and were fitted using a bi-exponential function from which two correlation times, 𝜏1 and 

𝜏2 were extracted. The fit to the auto-correlation function of the vector C𝛼-C3 was not 

feasible due to the trend of its curve and unreasonable results were obtained for the vector 

C3–S1. Values of 𝜏1 obtained for the vectors connecting atoms of the MTSL side chain were 

seen to be very different from each other and ranging between 10 ns and 57 ns. In the case of 

𝜏2, quite comparable 𝜏2 values were obtained that decreased from 3.7 ns for the vector C3–S1 

(close to the point of attachment of the spin label) to 2.7 ns for the vector C4-C5 (close to the 

pyrroline ring), in good agreement with the plots of the transitions of the dihedral angles that 

showed very slow motion about  𝜒3 and fast motions about  𝜒4 and  𝜒5. The fits to the auto-
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correlation functions of the vector related to the N-O group revealed values of 𝜏1 and 𝜏2 

smaller than those observed for the other vectors, indicating that the motion of the N-O in the 

pyrroline ring is uncoupled from the motion of the spin chain. The two different correlation 

times obtained from the auto-correlation function can represent slow and fast rotameric 

transitions of the MTSL spin label. MD revealed that both configurations of the MTSL were 

fully exposed to the solvent (Figure 5.3.1.2 A) and interacting with residues within the N- and 

C-lobes of the protein (Figure 5.3.1.2 B and C).
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Figure 5.3.1.2: (A) Distribution in the space of the MTSL spin label obtained from the MD simulation, (B) 

Configuration of MTSL interacting with the lysine 46 N-lobe of the protein. (C) Configuration of MTSL 

interacting with the glutamine 209 in the C-lobe of the protein. 

 

An isotropic and uniform distribution of conformations that remained constant in space and 

time was observed, similar results were obtained from the MMM rotamer library (Figure 5.4 

in ESI). Faster transitions can be associated to configurations of the spin label fully exposed 

to the solvent, while slower transitions can be explained considering interactions between 

atoms of the spin label and the residues of the protein, however, a large exposure to the 
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solvent was observed in all the possible configurations giving evidence of no restricted 

motions. 

 

5.3.2 Characterization of the conformational states and the activation loop of 

dynamics of Aurora-A  

 

          The clustering and PC analyses were performed to identify the conformational states 

and to determine the five most dominant modes of motions of the activation loop. The 

clustering analysis was performed on five different regions of the full MD trajectory, 

specifically between 0 ns and 270 ns, between 270 ns and 320 ns, between 320 ns and 370 ns 

and between 420 ns and 470 ns. Figure 5.3.2.1 A shows the representative structures obtained 

with lowest RMSD to the centroid in the ten most populated clusters determined in the five 

regions. 
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Figure 5.3.2.1: Comparison between conformational states of the Aurora-A kinase activation loop (from 

residues 274 to 299) obtained from the MD simulation. (A) Representative structures obtained from the 

clustering analysis at different time windows, (a) 270 ns, (b) 320 ns, (c) 370 ns, (d) 420 ns and (e) 470 ns. The 

position of residue 288 is indicated in red. (B) Comparison between the energy minimized X-ray structure of 

Aurora-A (green structure) and the 10 representative structures obtained after 470 ns (white structures). The 

green and the red arrows indicate the differences between the initial X-ray crystal structure and those obtained in 

the final region of the MD simulation. 

 

The activation loop was seen to adopt different conformational states in the time windows at 

270 ns, 320 ns and 370 ns, while no significant structural changes were observed in the time 

windows at 420 ns and 470 ns, indicating less dynamics on longer timescales. In the time 

window between 420 ns and 470 ns, high values of the pseudo F-Statistic (pFS) and the 

Davies-Bouldin Index (DBI) were obtained and equal to 1731 and 1.55, respectively, 

indicating a good quality of cluster analysis. Figure 5.3.2.1 B shows a comparison between 
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the ten calculated conformations of the activation loop observed in the last MD time window 

(420 ns - 470 ns) and the energy minimized X-ray structure. The average RMSD was equal to 

3.1 Å, indicating no significant changes from the starting structure. However, it was observed 

that residues from 289 to 295 moved inward toward the N-lobe of the protein, while residues 

from 288 to 282 moved toward regions more exposed to the solvent. Figure 5.3.2.2 shows 

five molecular structures obtained from the PC analysis performed in the last MD time 

window and the predominant modes of motion (indicated by the arrows) observed within the 

activation loop and the plot of the root mean squared fluctuations (RMSF) for each active 

mode.  
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Figure 5.3.2.2: Molecular structures of the activation loop of Aurora-A kinase obtained from the projected 

frames of the first, second, third, fourth and fifth PC mode. The arrows represent the direction of the motions of 

the activation loop and the length represents the magnitude of the oscillations. (B) Corresponding plots of the 

RMSFs for each active mode. 

 

  The five PCs corresponded to global protein bending motions going from the smaller 

fluctuations ~1.1 Å observed in Mode 1 to the wider fluctuations ~ 4.5 Å and 9.0 Å observed 

in Mode 4 and 5, respectively. The plots of the RMFSs (Figure 5.3.2.2 B) showed large 

fluctuations, indicated by sharp peaks, in the region between residues 284 and 294 within the 

activation loop, while much smaller fluctuations were observed for the other residues of the 

activation loop. Sharper peaks were observed at identical positions indicating concentred 

fluctuations within the modes. In order to measure how well the motions converged to each 

other, the histograms of the PC projections were determined and significant overlap was 

obtained (Figure 5.5 in ESI). Higher fluctuations were observed for modes 3, 4 and 5 
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indicating higher flexibility when compared with modes 1 and 2, mode 4 was the most 

flexible. In Figure 5.3.2.2 A, it is possible to observe that the residues of the activation loop 

fluctuated in the same direction for modes 1, 2, 3 and 4, while fluctuations in different 

directions were observed for mode 5.       

  In order to determine timescales of the motions within the activation loop, the iRED 

analysis (49) was performed along the full MD trajectory in order to determine eigenmodes 

and amplitudes corresponding to tumbling and reorientational motions of activation loop. 

This approach incorporates motional correlations between reorientations of backbone N-H 

bonds in the form of a covariance matrix analysis of internuclear vector orientations that were 

represented by spherical harmonics of rank 2. In the iRED analysis, the correlation times 

𝜏𝑚 of the loop motions, along the reorientational eigenmodes, can be estimated from the 

time-correlation function 𝐶𝑚,𝑙=〈𝑎𝑚,𝑙 ∗ (𝜏 + 𝑡)𝑎𝑚,𝑙(𝜏)〉𝜏 calculated for each mode, where 𝑎𝑚,𝑙 

are the time-dependent amplitudes obtained by projecting MD snapshots on the eigenmodes 

calculated from corresponding to iRED vectors that were set equal to 26, corresponding to 

the number of residues of the activation loop (the number of defined iRED vectors have to 

match the number of eigenmodes calculated). The corresponding 𝜏𝑚 values of these 

correlation functions can be determined by exponential fitting using the equation                     

𝜏𝑚 ≅ 
1

[𝐶𝑚(0)−𝐶𝑚(𝑡→𝑇) ]
 ∫ [𝐶𝑚(0) − 𝐶𝑚(𝑡 → 𝑇) ]𝑑𝑡

𝑇

0
, where 𝐶𝑚(𝑡 → 𝑇) indicates the plateau 

value of 𝐶𝑚(𝑡). The iRED approach was used also to calculate the order parameters S
2
 of 

each residue of the activation loop in order to determine the local rigidity. These values 

corresponded to the amplitude of motion within a cone formed by bond vectors (N-H bonds 

within the activation loop) such that with increasing rigidity, a smaller cone angle   would be 

produced. Site-specific values of S
2
 can range between 0 for a completely disordered bond-

vector, to 1 for a completely rigid bond-vector. (86) Figure 5.3.2.3 shows the 𝐶𝑚(𝑡), the 

corresponding 𝜏𝑚 calculated for each of the 26 modes and the order parameter of each 

residue of the activation loop calculated with S
2 

= 〈𝑃2(𝑐𝑜𝑠(𝛺𝑖 −−𝛺𝑗))〉𝑖𝑗, where 𝑃2 is the 

Legendre polynomial of rank 2 and 𝛺𝑖 − 𝛺𝑗 is the orientational change of the internuclear 

vector when going from snapshot i to snapshot j. 
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Figure 5.3.2.3: Results obtained from the iRED analysis performed along the full MD trajectory. (A) Time-

correlation function, 𝐶𝑚,𝑙 and corresponding correlation times, 𝜏𝑚 for each mode/ iRED vector. (B) Order 

parameters, 𝑆2 for each residue of the activation loop.  
 

The modes decay were in good approximation, monoexponentially, and corresponde to 

individual reorientational modes of motion and rotational tumbling. The extracted correlation 

times varied between 0.1 ns and 8 ns, indicating a wide distribution of motions within the 

activation loop and structural fluctuations dominated by slower time-scale events. The 

calculated S
2 

for the residues of the activation loop varied between 0.75 and 0.13. The less 

flexible regions were observed between residues 274 - 283 and 292 - 299 where S
2
 varied 

between ~0.85 and ~0.50. This is consistent with the plots of the RMSFs (Figure 5.3.2.2) that 

revealed higher flexibility between residues 284 and 292, where the most flexible residue is 

288 (S
2
 = 0.13) that corresponds to the point of attachment of the MTSL spin label and due to 

its length and flexibility increased the mobility of the residue.  

 

5.3.3 Description of the 9.4 GHz CW EPR spectra of Aurora-A kinase  

 

          The room temperature 9.4 GHz CW EPR spectrum of Aurora-A kinase showed a 

lineshape very common in EPR that has been described in previous work
 
as a superposition of 
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two components using two different rotational correlation times, one arising from 

configurations of the spin label in restricted states and the other arising from configuration of 

the spin label highly exposed to the solvent. (16, 39, 51, 52) This spectrum reflects a slow 

tumbling regime motion even at room temperature justifying the inutility of the higher 

frequencies for the study of this particular construct. In this work, the principal values of g- and 

A-tensors were determined from the simulation of the 9.4 GHz EPR spectrum                  

(Figure 5.3.3.1 A), measured at 150 K to freeze out all motion and were equal to 𝑔𝑥𝑥=2.0074, 

𝑔𝑦𝑦=2.0068, 𝑔𝑧𝑧=2.0028; 𝐴𝑥𝑥= 4 G, 𝐴𝑦𝑦= 6 G and 𝐴𝑧𝑧= 33 G. These values are in good 

agreement (Δg ~ ±0.0005 and ΔA ~ ±2 G) with those obtained from 94 GHz measurements 

(Figure 5.5 in ESI) and DFT calculations performed using an energy optimised structure of the 

MTSL as shown in Figure 5.3.3.1. The 9.4 GHz EPR spectrum of Aurora-A kinase         

(Figure 5.3.3.1 B) was fitted using two components in a 1:1 ratio. The two components were 

obtained with 𝜏𝑅= 3 ns and 𝜏𝑅= 11 ns, indicating that 50 % of the spin label exhibited slow 

dynamics and the remaining 50% exhibited fast dynamics. A low amount of free spin label 

equal to 14 % was added to the spectrum in Figure 5.3.3.1 B to reproduce the sharp component 

at 335 mT.  
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Figure 5.3.3.1: Comparison between experimental and simulated 9 GHz EPR spectra of  spin labelled Aurora-A 

kinase measured at 150 K (A) and at 298 K (B), respectively.

The 1:1 ratio can be explained looking at the plot of the transitions in Figure 5.3.1.1, where 

the transitions of 𝜒1, 𝜒2 and 𝜒4 that were slow in the range 10-60 ns, 100-234 ns and 350-219 

ns, that represent the 54% of the full MD trajectory. 

In this work the best fits were obtained using S
2
 equal to zero that is very close to the            

S
2 

= 0.13 determined by iRED analysis (Figure 5.3.2.3 B), indicating a low restriction of the 
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N-H bond and high flexibility of the residue 288. This was also observed in the plot of the 

RMSFs in Figure 5.3.2.2 B. However, remembering the definition of order parameter that 

corresponds to the amplitude of motion within a cone formed by a bond vector, an 

appropriate description of the restriction of the motion of the spin system would require the 

calculation of the order parameter for the N-O bond, the iRED approach within the AMBER 

software can be applied only to N-H bonds and therefore only qualitative descriptions of the 

EPR spectra can be provided. However, an attempt to apply this routine to the MTSL has 

been carried out in this work by selecting each bond of the spin label, but unreasonable high 

(~0.75, not suitable to fit the room temperature EPR spectrum) order parameters were 

obtained, in contraposition to observation in Figure 5.3.1.2 A that showed that the spin label 

is largely exposed to the solvent. A similar result was also obtained in the case of the order 

parameters calculated from the angle obtained from the cross product between C1-C2 and the 

N-O vectors along the full MD trajectory. Therefore, these data are not reported in this work. 

Figure 5.3.1.2 shows that the spin label is largely exposed to the solvent with no evidence of 

restriction. The fast motion observed in the EPR spectrum can arise from configurations of 

the spin label freely rotating in the solvent (Figure 5.3.1.2 A), while the slow motions can 

arise from configurations in which the motion is slowed down by interactions with the protein 

(Figure 5.3.1.2 B and C). Values of 𝜏1 equal to 15 ns and 𝜏2 equal to 1 ns determined from 

the auto-correlation function of the N-O vector were very close to those required to simulate 

the EPR spectrum, indicating that the EPR spectrum can arise from the single motion of the 

NO group. Also values of 𝜏2 between 2 ns and 3 ns (obtained for the dihedral angles 𝜒4 and 

𝜒5), determined for the vectors of the side chain, were in good agreement with that those 

required to simulate the fast component in the EPR spectrum, while values of 𝜏1 were much 

higher than those required. This indicated that the interpretation of the exponential decay of 

the auto-correlation function might not be valid to describe rotational diffusion in the case of 

restricted motion and other approaches have to be developed. However, a firm conclusion 

cannot be given due to the lack of literature of a similar analysis performed on all the vectors 

of the side chain and further investigations are required in future work.  

     Values of the correlation times of the reorientational motion of the activation loop, 

determined from the iRED analysis (Figure 5.3.2.3), were equal to 8.1 ns, 4.5 ns, 1.5 ns and 

0.1 ns, considering an average of 3.5 ns that is very close to correlation time of the motion of 

the MTSL spin label, we can conclude that the motion of the protein and spin label occur on 

the same timescale. The 11 ns needed to simulate the slow component of the EPR spectrum 
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can arise from a motion of the spin label slowed down by interactions with residues of the 

protein. However, a quantitative description of the effect of the protein environment on the 

spin label would require a description of the potential energy surface of the motions of the 

spin label in the protein environment that is a complicated function of space and time. Order 

parameters have to be determined both at the point of attachment of the tether and on its top 

in order to determine the degree of restriction of the N-O bond by the protein environment. 

This would require the development of a new approach that would extend the iRED routine 

to MTSL side chain in order to provide input parameters for the simulations of the EPR 

spectra; this can be a suggestion for future work. 

 

5.4 Conclusions 

 

          In this work we characterized the structural dynamics of the activation loop of the 

Aurora-A kinase, the clustering analysis revealed different conformational states between      

0.1 ns and 370 ns, after 370 ns conformational states converged to comparable structures 

indicating less dynamics on longer time scales. A comparison between conformations 

obtained from MD and the initial X-ray crystal structure revealed small differences, residues 

from 289 to 295 moved inward toward the N-lobe of the protein, while residues from 288 to 

282 moved toward regions more exposed to the solvent, providing new insight useful for the 

development of new kinase inhibitors. The PC analysis revealed the amplitude of the 

fluctuations of the residues of the activation loop, the most flexible region included residues 

between 284 and 292 where RMSFs oscillated between 1.1 Å and 9.0 Å. This result was 

confirmed by the iRED analysis that provided lower values of the ordering parameters in this 

region as compared with the other regions of the activation loop. 

  We also demonstrated that long MD simulations can provide exhaustive sampling of the 

MTSL rotamers, since multiple transitions of all the dihedral angles were observed, including 

those of the 𝜒3 dihedral angle that are not straightforward to obtain. The analysis of the auto-

correlation function was performed using different vectors within the MTSL spin label and 

revealed the presence of slower and faster motions corresponding to configurations of the 

spin label fully exposed to the solvent and other interacting with other residues of the protein. 

This result was consistent with the room temperature 9.4 GHz CW EPR spectrum that was 

simulated summing two components with two different correlation times equal to 3 ns and   

11 ns in good agreement with those determined from the auto-correlation function of the N-O 

bond, indicating the EPR spectrum strongly depends on the motion of the N-O group in the 



113 
 

MTSL side chain, as well as on the motion about the dihedral angle 𝜒4 and 𝜒5. Values of 𝜏2 

extracted from the auto-correlation function related to vectors of the side chain representing 

𝜒4 and 𝜒5 oscillated between 2 ns and 3 ns, while the values of 𝜏1 oscillating between 20 ns 

and 57 ns were seen to be too high to simulate the EPR spectra. This indicated that the auto-

correlation function might be not valid to describe rotational diffusion in the case of restricted 

motion and further investigations are required. The iRED revealed correlation times that 

ranged between 0.1 ns and 8 ns, indicating a wide distribution of motions within the 

activation loop and structural fluctuations dominated by events on a slower time-scale that 

was comparable to that related to the motion of the MTSL. In this work we provided an 

overview of the structure and dynamics of the Aurora-A kinase activation loop and a next 

step for the testing of inhibitors and binding partners using the 9.4 GHz CW EPR spectrum of 

Aurora-A kinase. 
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Characterization of the structural dynamics of the activation loop of Aurora-A kinase 
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Figure 5.1 ESI: Energy torsional profiles related to the five dihedral angles𝜒1, 𝜒2,𝜒3, 𝜒4 and 𝜒5 of the MTSL side 

chain obtained from the MD simulation. Vertical dotted bars indicate the relevant minima. 
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Figure 5.2 ESI: Plots of the Gibbs energy of the five 𝜒𝑖-𝜒𝑖+1 dihedral angles of the MTSL estimated from the bin 

populations using 𝐺𝑖= - 𝑘𝐵T ln (𝑁𝑖/𝑁𝑚𝑎𝑥), where 𝑘𝐵 is the Boltzmann’s constant, T is the temperature, 𝑁𝑖 is the 

population of the bin i and 𝑁𝑚𝑎𝑥  is the population of the most populated bin.  
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Figure 5.3 ESI: Auto-correlation functions of vectors corresponding to bonds between couple of atoms of the MTSL 

spin label (insert on the right). The fit (dashed lines) was performed using a bi-exponential function ( 𝑦 = 𝑦0 +

𝐴1𝑒
−𝑥/𝜏1 + 𝐴2𝑒

−𝑥/𝜏2) from which two correlation times were extracted and reported in Table 2. 
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Figure 5.4 ESI: Rotamer distribution produced by the MMM software.
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Figure 5.5 ESI: Histograms of the projections for the five most predominant modes of motions from the MD 

simulation. All protein residues were considered.  
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Figure 5.6 ESI: Comparison between experimental and simulated 94 GHz EPR spectra of spin labelled Aurora-A 

measured at 150 K. 
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Table 5.1 ESI: Partial charges determined to extend the AMBER force field to the MTSL side chain. 

 

 
 

 
 

 

Table 5.2 ESI: Values of 𝜏1 and 𝜏2 determined from the bi-exponential fitting of the auto-correlation functions 

showed in Figure 5.3 ESI for each vector representing bonds of the MTSL (structure shown in Figure 5.3 ESI). It 

was not possible to perform the fit of the auto-correlation function of C𝛼-C3 due to its trend and values are not 

reported. 

 

Vector 𝝉𝟏(ns) 𝝉𝟐(ns) 

C𝛼-C3 / / 

C3–S1 / 6.5 

S1-S2 53 3.7 

S2-C4 27 2.6 

C4-C5 58 2.7 

N-O 15 1.0 

 

                                                                                                                               

 

 

 

 

 

 

 

 

Atom type Partial charge 

C3 -0.178 
   C3H  0.154 

S1 -0.226 

S2 -0.124 
C4  0.154 
C5 -0.063 

C6 -0.275 
   C6H  0.188 

C1  0.355 

C2  0.362 
 CT -0.237 

   HCT    0.0655 

 NT  0.137 
 ON -0.435 
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6. Paper 3: Characterization of conformational states and dynamics of 

phosphorylated activation loops of the Aurora-A kinase  

Maria Grazia Concilio,
1*

 Alistair J. Fielding,
1*

 Richard Bayliss,
2
 and Selena G. Burgess

2 

 

Abstract  

The catalytic activity of most protein kinases is regulated through phosphorylation of a 

conserved region, known as the activation loop. Several studies using X-ray crystallography and 

mass spectrometry have been performed previously to characterize activity and regulation of 

Aurora-A kinase and a correlation between conformation and phosphorylation states has been 

found. However, a limited number of studies have been performed in solution. This work reports 

a combined study employing both MD simulations and CW EPR spectroscopy to characterize 

conformational states and dynamics of phosphorylated activation loops of Aurora-A kinase in 

solution. MD revealed that conformational states were in good agreement with the published X-

ray crystal structures and a comparison with the un-phosphorylated activation loop showed that 

the latter is more flexible due to the lack of interactions between phosphorylated threonine 

within the activation loop and surrounding residues. This result was consistent with experimental 

CW EPR data that revealed reduction of mobility of the MTSL-spin labelled phosphorylated 

activation loop. However, MD revealed that in both the cases the most flexible region was that 

localized between residues 282 and 294, which include residues 287 and 288 that are crucial for 

the catalytic activity of Aurora-A kinase.  
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6.1 Introduction 

 

          Aurora-A is a mitotic serine/threonine protein kinase that controls many cellular pathways 

and its activity is tightly regulated by changes of conformation upon phosphorylation of two 

regulatory phosphorylation sites on its activation loop, T287 and T288 within the catalytic 

domain of the protein. [1-3] The transfer of phosphate from ATP to residues T287 and T288, 

catalysed by Aurora-A itself, is required for activation of the kinase.  In turn, Aurora-A activity 

is crucial for correct mitotic progression. Abnormal Aurora-A activity is implicated in cancer. 

  The activation loop of Aurora-A kinase adopts specific conformational states due to the 

presence of phospho-threonine residues at positions 287 and 288 that interact with nearby 

residues leading to specific arrangements that can prevent substrate binding and a consequent 

reduction in the catalytic efficiency of Aurora-A. [2] Therefore, characterisation of the dynamics 

and conformational states of phosphorylated kinase activation loops in solution is important to 

enhance the understanding of molecular processes related to diseases and to support the 

discovery of small molecule kinase inhibitors. So far, the conformational states of Aurora-A 

kinase have been mainly determined using X-ray crystallography [1, 3, 4] and no information 

about structure and dynamics of the protein are available in solution. In this work, MD 

simulations were performed to determine the predominant conformational states and modes of 

motion of the phosphorylated activation loop, the X-ray crystal structures with PDB ID 4BN1 

[2] and 1OL5 [5] were used for the simulations. In order to further address the dynamics of the 

system, room temperatures CW EPR measurements were performed by introducing a common 

spin label, the methane-thiosulfonate spin label (MTSL), [6] into the activation loop of Aurora-A 

kinase at position 284. Opportune comparisons were made with the un-phosphorylated activation 

loop studied in previous work [7, 8] in which the spin label was introduced at position 288 and 

the phosphorylated threonine at 287 was mutated to alanine (Figure 6.1.1 A). Figure 6.1.1 shows 

the differences between the phosphorylated and un-phosphorylated structures investigated.   
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Figure 6.1.1: Energy minimized MTSL spin-labelled activation loops (residues 274 to 299) of Aurora-A using 

different X-ray crystal structures. (A) Structure 4CEG showing the un-phosphorylated activation loop with the 

MTSL attached at position 288, (B) structure 4BN1 showing a phosphorylated activation loop with the MTSL 

attached at 284, (C) structure 1OL5 showing a phosphorylated activation loop with the MTSL attached at 284. The 

labels ARG and HIS labels indicate arginine and histidine residues, respectively. 

 

  Figure 6.1.1 B and C shows MTSL attached at position 284 and the two phosphorylated 

threonine residues at positions 287 and 288, in structure 4BN1 the phosphate on residue 287 is 

rotated inward towards the activation loop and interacts with histidine 176 and arginine 180, 

while the phosphate on residue 288 is exposed to the solvent. In contrast, structure 1OL5, shows 

the phosphate group on residue 287 pointing outwards while, the phosphate on residue 288 

points inwards. Structural differences in the starting X-ray structure might corresponds to 

differences in structure and dynamics in solution, the lack of good NMR data encouraged the 

study of this system through MD simulations and EPR spectroscopy. The primary use of MD is 

to elucidate the dynamics of the MTSL spin-labelled Aurora-A, but also to determine 

configurations the MTSL spin labels for the interpretation of the experimental EPR data.   

 

6.2 Material and methods 

 

          Spin-labelled Aurora-A 122-403 S284C, C290A, C393A and Aurora-A 122-403 T287A, 

T288C, C290A, C393A were produced and the CW EPR measurements recorded as stated in 

earlier work [8-10]. The latest AMBER force field
 
(ff14SB) [11] was extended in order to carry 

out MD simulations on MTSL spin labelled Aurora-A kinase using the AMBER 14 software 

[12], following the procedure described in previous work [8]. Phosphorylation of Aurora-A   

122-403 S284C, C290A, C393A on Thr288 was confirmed by Western blotting using an anti-

phosphoT288 Aurora-A antibody. Details of the minimization and equilibration steps can be 



128 
 

found in the reference [8]. The production step was performed in the NVE ensemble in three 

stages up to 370 ns, collecting time windows equal to 270 ns, 320 ns and 370 ns. The 𝛥T 

between the initial and the final frame was equal to 10 K. A clustering analysis was performed 

on 5 principal components (PC) in each time window using the K-means algorithm [13, 14]. All 

EPR spectra were simulated using the open source Spinach software library [15], version 1.7. 

The CW EPR spectra were simulated using the gridfree context employing the Fokker-Planck 

formalism [16, 17].  

 

6.3 Results and discussion  

 

6.3.1 Characterization of the conformational states of the activation loop of Aurora-A 

kinase  

 

          The predominant conformational states adopted by the phosphorylated activation loop of 

Aurora-A kinase were determined by performing a clustering analysis in different regions of the 

full MD trajectory, specifically between 0 ns - 270 ns, 270 ns - 320 ns, and 320 ns – 370 ns. 

Figure 6.3.1.1 shows the representative structures obtained in each region of the MD simulation 

with the lowest RMSD to the centroid in the ten most populated clusters. Conformational states 

obtained for the phosphorylated activation loops (Figure 6.3.1.1 A and B) were then compared 

with conformations obtained from the un-phosphorylated activation loop studied in previous 

work [8] (Figure 6.3.1.1 C).  
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Figure 6.3.1.1: Comparison between conformational states of the Aurora-A kinase activation loop (from residues 

274 to 299) at different time windows, (a-a’) 270 ns, (b-b’) 320 ns and (c-c’) 370 ns. (A) Representative structures 

obtained using the X-ray structure, 1OL5. (B) Representative minima structures obtained using the X-ray structure, 
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4BN1. The position of residues 284 and 288 is indicated in red. (C) Representative structures obtained using the X-

ray structure, 4CEG.  

 

The clustering analysis revealed that both phosphorylated activation loops (using PDB ID 1OL5 

and PDB ID 4BN1 for simulation) adopted similar conformations in the three time windows as 

shown in Figure 6.3.1.1. This indicated less conformational movement in comparison with the 

un-phosphorylated activation loop which showed a wider distribution of conformational states 

between 0 ns and 420 ns [8] and similar conformational states after 420 ns (Figure 6.3.1.1 C). In 

this work, data over 420 ns were not reported since results were comparable to those observed in 

the time windows between 0 and 370 ns. Phosphorylated and un-phosphorylated activation loops 

adopted different conformations arising from specific inter-and intra-molecular interactions 

between residues within the activation loop and other residues of the protein (Figure 6.3.1.2).   
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Figure 6.3.1.2: Interactions between the activation loop and other residues of the protein obtained from the 

clustering analysis between 320 and 370 ns using the X-ray crystal structures, (A) PDB ID 4CEG, (B) PDB ID 

4BN1 and (C) PDB ID 1OL5 for simulations. The MTSL is attached at position 284 in Figures B and C. 

 

Phosphorylated activation loops adopted a similar shape which is different to that observed in 

4CEG (studied in previous work) due to the presence of inter- and intra-molecular interactions 

between the phosphorylated threonine residues at positions 287 and 288 and histidine and 

arginine residues of the protein. Figure 6.3.1.2 A shows the interactions between leucine 289 

with the tyrosine 334, the threonine 292 with the ascorbic acid 256 and tyrosine 295 with the 

glutamate 321. In Figure 6.3.1.2 B depicting the activation loop of 4BN1, it is possible to 

observe interactions between the phosphate group at position 287 and both histidine 176 and 

arginine 180 in the C-lobe of Aurora-A, and between the phosphate at 288 and both arginine 

residues at 286 and 285 within the activation loop in the X-ray crystal structure 4BN1. Similarly, 
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interactions between the phosphate at 287 and the arginine at position 286, and between the 

phosphate at 288 and the arginine at position 255 were observed in 1OL5 (Figure 6.3.1.2 C). 

Figures 6.3.1.2 B and C also show configurations of the MTSL spin label attached at residue 284 

fully exposed to the solvent. These interactions were comparable with those observed in the X-

ray crystal structure 4BN1 (Figure 6.3.1.3) that showed the phosphorylated threonine at 287 

oriented inward towards the activation loop and the phosphorylated threonine at 288 oriented 

outward towards the solvent, and vice versa in the crystal structure 1OL5. Figure 6.3.1.3 shows a 

comparison between the conformational states of the activation loop of Aurora-A kinase 

determined in the last time window (320 ns - 370 ns) of the MD simulation and the initial X-ray 

crystal structures 4BN1 and 1OL5 obtained after the minimization step. 
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Figure 6.3.1.3: Comparison between the energy minimized X-ray structure of Aurora-A (green) and the 10 

representative structures obtained from the MD simulation (white). (A) Structures obtained from the X-ray crystal 

structure 4NB1. The red arrows indicate the differences found between the initial X-ray crystal structure and the 

configurations obtained from the MD simulation. (B) Structures obtained from the X-ray crystal structure 1OL5. 

 

MD revealed an outward movement of residues 284 to 287 toward the solvent for structure 

4BN1 (as indicated by red arrows), while no significant changes were observed for structure 

1OL5. The RMSD between the initial X-ray crystal structure and the configurations obtained 

from the MD simulation were equal to 1.6 Å (4BN1) and 1.2 Å (1OL5), respectively. The 

convergence over the two full trajectories is shown in Figure 6.1 in ESI. The activation loop in 

the structure 1OL5 appeared to be more elongated and exposed to the solvent for residues 280 to 

286, as compared with the 4BN1 structure and the un-phosphorylated 4CEG structure 

investigated in previous work [8]. 
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6.3.2 Characterization of the main mode of Aurora-A kinase activation loop 

motion  

 

           A PC analysis was used to describe the flexibility of the phosphorylated activation loop. 

Figure 6.3.2.1 shows molecular structures and corresponding plots of the root-mean square 

fluctuations (RMSFs) obtained from each PC in the final region of the MD simulation (320 ns to 

370 ns) in order to determine the predominant modes of motions of the activation loop in the 

structures 4BN1 and 1OL5.  
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Figure 6.3.2.1: Molecular structures of the activation loop of Aurora-A kinase obtained from the projected frames 

of the first, second, third, fourth and fifth PC mode, respectively, and corresponding plots of the RMSFs for each 

active mode, going from the smaller fluctuations (mode 1) to the wider fluctuations (mode 5). Arrows represent the 

direction of the motions of the activation loop and the length represents the magnitude of the oscillations. (A) 

Representative structures obtained using the 4BN1 crystal structure. (B) Representative structures obtained using 

the 1OL5 crystal structure. 
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The five PCs corresponded to global protein bending motions in both 1OL5 and 4BN1. One 

difference between the two phosphorylated activation loops was the fluctuation of all residues of 

4BN1 in the same direction, while residues fluctuated in different directions in 1OL5 (see 

direction of arrows in Figure 6.3.2.1). Fluctuations observed in the structure 4BN1 were about 

one order of magnitude smaller than those observed in 1OL5 in the modes from 1 to 4 (Figure 

6.3.2.1). This can be explained considering that in structure 4BN1 more electrostatic interactions 

between the phosphate and the amino groups were observed than those observed in structure 

1OL5 (Figure 6.3.1.2 B and C). Both the phosphorylated activation loops showed fluctuations 

smaller than those observed in the un-phosphorylated activation loop (structure 4CEG) studied 

in previous work [8], probably due to stronger electrostatic interactions between phosphorylated 

threonine residues at positions 287 and 288 and the arginine residues within the activation loop. 

In the plots of the RMSFs for 4BN1, larger fluctuations (indicated by sharp peaks) were 

observed in the region between residues 284 and 298. The most flexible residue corresponded to 

the glycine at 291, while much smaller fluctuations were observed for the other residues of the 

activation loop. In the plots of the RMSFs for 1OL5, smaller distributions of larger fluctuations 

were observed and the shape depended on the modes of motion. Similar distributions were 

observed in modes 1, 2 and 5 between residues 280 and 290, with the largest fluctuation centred 

at residue 284 that is more mobile due to the high flexibility of the spin label. A similar effect 

was observed in previous work for the structure 4CEG [8]. In mode 3, the most flexible residue 

was 284, while in mode 4 larger fluctuations were observed in the regions between residues 274 

and 282, and 289 and 296, and smaller fluctuations were observed at residue 284. These motions 

arose from the presence of bending motions that pulled residue 284 outward from the activation 

loop and stretched the other residues in mode 3, the opposite was observed in mode 4. In order to 

determine timescales of the motions within the activation loop, the iRED approach [18] was 

employed to calculate correlation times (𝜏𝑚) of the loop motions and the order parameters 

(𝑆2) of each residue along the full MD trajectory. Through this approach, implemented in the 

AMBER software, the values of 𝜏𝑚, along the reorientational eigenmodes, can be estimated 

from the time-correlation functions 𝐶𝑚,𝑙 = 〈𝑎𝑚,𝑙 ∗ (𝜏 + 𝑡)𝑎𝑚,𝑙(𝜏)〉𝜏 calculated for each mode, 

where 𝑎𝑚,𝑙 are the time-dependent amplitudes obtained by projecting MD snapshots on the 

eigenmodes calculated from corresponding iRED vectors that were set equal to 26, 

corresponding to the number of N-H groups belonging to residues of the activation loop (the 

number of defined iRED vectors have to match the number of eigenmodes calculated). The 

corresponding 𝜏𝑚 values of these correlation functions can be determined by exponential fitting 
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using the equation 𝜏𝑚 ≅ 
1

[𝐶𝑚(0)−𝐶𝑚(𝑡→𝑇)]
 ∫ [𝐶𝑚(0) − 𝐶𝑚(𝑡 → 𝑇)] 𝑑𝑡

𝑇

0
, where 𝐶𝑚(𝑡 →

𝑇) indicates the plateau value of 𝐶𝑚(𝑡). All the data obtained from the iRED analysis are shown 

in Figures 6.2 and 6.3 in ESI, values of S
2 

observed for the phosphorylated activation loops were, 

for the most of the residues, higher than those observed for the un-phosphorylated activation 

loop, confirming higher rigidity. In the case of the structure 4BN1, the most flexible region (with 

the smallest S
2
) was that located between residues 284-292, that corresponded to the region in 

which the RMSFs were seen to be wider (Figure 6.3.2.1. A), and with highest intensity centered 

at 288 and 291.  These residues had S
2
 equal to 0.40 and 0.30, respectively. In the case of the 

structure 1OL5, the most flexible residues corresponded to 284 and 289, with S
2
 equal to 0.11 

and 0.37, respectively, that occur in the region between 283 and 289 in which wider fluctuations 

were observed.  

  The extracted correlation times (Figure 6.3 in ESI) for the phosphorylated structures (1OL5 and 

4BN1) varied between 0.1 ns and 8 ns, indicating a wide distribution of motions and structural 

fluctuations dominated by slower time-scale events, similarly observed in structure 4CEG. 

However, the mono-exponential decay went to zero slower in the phosphorylated structures, 

indicating slower motions.  

 

6.3.3 Description of the 9.4 GHz EPR spectrum of MTSL spin-labelled Aurora-A kinase at 

residue 284 

 

          The room temperature CW EPR spectra of MTSL spin-labelled Aurora-A kinase at 

residues 284 and 288 were compared in order to determine differences in dynamics between the 

phosphorylated and un-phosphorylated activation loops, respectively. The spectra of spin-

labelled Aurora-A 122-403 S284C, C290A, C393A (Figure 6.3.3.1 A) showed an increase in the 

resonances at 331 mT and 337 mT and a line broadening of 0.1 mT, indicating a lower mobility 

of the spin label. This was reflected in the simulated EPR spectra (Figure 6.3.3.1 B) as the 

rotational correlation time was increased from 11 ns to 17 ns. The lineshape resulted from a 

convolution of motions arising from configurations of the spin label whose motion is slowed 

down by interactions with residues of the protein and the other arising from configurations 

where the spin label is fully exposed to the solvent and completely free to rotate. Both the 

spectra (Figure 6.3.3.1 C and D) were simulated with values of g- and A-tensors equal to 

  𝑔𝑥𝑥 = 2.0071, 𝑔𝑦𝑦 = 2.0069, 𝑔𝑧𝑧 = 2.0028; 𝐴𝑥𝑥 =  8 G, 𝐴𝑦𝑦 =  7.5 G and 𝐴𝑧𝑧 =  37 G. 
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Figure 6.3.3.1: Comparison between experimental and simulated 9.4 GHz EPR spectra of MTSL spin-labelled 

Aurora-A at residues 288 and 284. (A) Experimental EPR spectra of MTSL spin-labelled Aurora-A at residues 288 

and 284, measured at 298 K. (B) Comparison simulated EPR spectra with different rotational correlation times, 𝜏𝑅 

and constant g- and A-tensors. (C) Comparison between simulated and experimental 9 GHz EPR spectra for Aurora-

A spin-labelled at 284. (D) Comparison between simulated and experimental 9 GHz EPR spectra for Aurora-A spin-

labelled at 288. 

 

The EPR spectra of Aurora-A kinase spin-labelled at 284 and 288 showed a lineshape that is 

quite common in EPR and is described in previous work as a superposition of two components 

[8, 19-22]. The EPR spectra of MTSL spin-labelled Aurora-A kinase at residue 284 (Figure 

6.3.3.2 C) was obtained by summing a 1:1 ratio of two spectra with 𝜏𝑅= 3 ns and 𝜏𝑅= 17 ns, 

respectively, while the EPR spectrum of Aurora-A kinase spin-labelled at residue 288 (Figure 

6.3.3.1 D) was obtained by summing a 1:1 ratio two of spectra with 𝜏𝑅= 3 ns and 𝜏𝑅= 11 ns, 

respectively. The analysis of spectra suggested that in both the spectra, 50 % of the spin label 

exhibited slow dynamics, while the remaining 50 % exhibited fast dynamics.   
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In order to provide an interpretation of the experimental EPR data from the MD data, the 

analysis of the auto-correlation function, corresponding to 〈𝐷00
2  (𝜃(0))𝐷00

2 (𝜃(𝑡))〉 with          

𝐷00
2  = (3cos

2𝜃(𝑡)-1)/2 and 𝜃(𝑡) representing the variation in the time t of the direction of the 

vector, was performed. In the previous work [8], it was observed that the fit to the auto-

correlation function of the vector related to the N-O group of the MTSL provided values of 𝜏1 

and 𝜏2 closer to the correlation times required to simulate the room temperature EPR spectrum 

of the un-phosphorylated Aurora-A. In this work, fits to the auto-correlation functions related to 

the phosphorylated structures provided values of 𝜏1 = 8.1 ns and 𝜏2= 0.49 ns for 4BN1, and 

values of 𝜏1 = 4.2 ns and 𝜏2= 0.24 ns for 1OL5, respectively, (Figure 6.4 ESI). These values 

were found to be smaller than those used to fit the EPR spectrum of the phosphorylated Aurora-

A. In the case of the structure 4BN1, the plot of the auto-correlation function was very noisy and 

the values extracted might not be accurate. In contrast, in the case of the structure 1OL5, 𝜏1 = 4.2 

ns was quite close to the correlation time representing the fast motion in the system. Considering 

previous results [8], discussed in Chapter 5, and those obtained from this work, it is possible to 

conclude that MD can partially provide information for the interpretation of the EPR spectrum of 

the Aurora-A kinase. The 1:1 ratio can be explained looking at the plot of the transitions in 

Figure 6.5 ESI, for the structure 4BN1 (likewise 1OL5, data not shown for sake of clarity), 

where the transitions of 𝜒1, 𝜒2 and 𝜒4 were faster in the range 190 ns 335 ns, and represent the 

~40% of the full MD trajectory. As stated above, the MD simulation was used to determine 

order parameters related to the flexibility of the protein backbone and determine configurations 

of MTSL spin label in the space. In both the 1OL5 and 4BN1 crystal structures, MD revealed 

configurations of the spin label exposed to the solvent (Figure 6.3.3.2 A) and interacting with 

residues of the protein (Figure 6.3.3.2 B and C).     
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Figure 6.3.3.2: (A) Distribution in the space of the MTSL spin label obtained from the MD simulation, (B) 

Configuration of MTSL interacting with serine 284 in the crystal structure 1OL5. (C) Configuration of MTSL 

interacting with phosphorylated threonine at position 288 and the arginine at position 220 in the crystal structure 

1OL5. Similar configurations were observed for the 4BN1 crystal structure.  

 

The experimental data were interpreted considering the fast motions arising from configurations 

of the spin label exposed to the solvent, while slow motions arising from the configurations of 

the spin label in which the motion is slowed down by interactions within the protein domain. 

Although the iRED approach can be applied only to N-H bonds within the protein backbone, it is 

also possible to conclude that results obtained from EPR were consistent with those obtained 

from MD that revealed the phosphorylated activation loop is less flexible than un-

phosphorylated activation loop. This confirmed previous results from X-ray crystallography that 

showed the rigidity of many phosphorylated activation loops in kinase proteins. [2] 
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6.4 Conclusions and future work 

 

        In this work, the main differences of conformation and dynamics between the phosphorylated 

and un-phosphorylated activation loops of Aurora-A kinase revealed by MD simulations were 

reported. Phosphorylated activation loops adopted similar conformations due to the presence of 

interactions between phosphorylated threonine residues at positions 287 and 288 and the other 

residues within and surrounding the activation loop. These conformations were seen to be different 

from those observed in the un-phosphorylated activation loop studied in previous work and 

involved phosphorylated threonine at 287 and 288 and histidine and arginine residues that arranged 

the activation loop in more constrained conformations reducing its mobility. Conformational states 

revealed from MD were consistent with those observed in the crystal structure 1OL5, while an 

outward movement of residues 284 to 287 toward the water exposed regions was observed in the 

crystal structure 4BN1. The amplitude of the RMSFs observed in both the phosphorylated structures 

4BN1 and 1OL5 were of about one order of magnitude smaller than those observed in the un-

phosphorylated activation loop. Values of the order parameters S
2
 in the phosphorylated structures 

oscillated between 0.10 - 0.30 and 0.70 in the region between residues 282 and 292, while were 

seen to be equal to 0.80 - 0.90 for the other residues. Phosphorylated activation loops were seen to 

be less flexible than un-phosphorylated activation loops, but in both the cases the most flexible was 

that between residues 282 - 290 that includes residues 287 and 288 that are crucial for Aurora-A 

kinase activity. Experimental CW EPR data revealed an increase of the rotational correlation time 

when the MTSL spin label is at 284 and residues 287 and 288 are phosphorylated, in accordance 

with MD data that revealed higher rigidity of the phosphorylated activation loops. This work can be 

used to support the research for the development of kinase inhibitors and binding partners, which 

may alter the conformation and dynamics of the activation loop. 
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Characterization of conformational states and dynamics of phosphorylated activation 

loops of the Aurora-A kinase  
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Figure 6.1 ESI: Plots of the root mean square deviation (RMSD) of the protein backbone considering the Cα, 

C, N, O atoms, the reference frame was the first frame after the equilibration step. The RMSD was seen 

reasonably converged to ~2.4 Å for 1OL5 and to ~2.8 Å for 4BN1. 
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Figure 6.2 ESI: Time-correlation function, 𝐶𝑚,𝑙 and corresponding correlation times for each mode/ iRED 

vector for structures 1OL5 and 4BN1. 

 

The modes decay mono-exponentially to zero in both the structures 1OL5 and 4BN1, and 

corresponded to individual reorientational modes of motion and rotational tumbling that are 

shown in Figure 6.3 ESI. 
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Figure 6.3 ESI: Results obtained from the iRED analysis performed along the full MD trajectory. (A) 

Comparison between rotational correlation times, 𝜏𝑚 for each mode/ iRED vector obtained for structures 1OL5, 

4BN1 (phosphorylated) and 4CEG (un-phosphorylated). (B) Order parameters, S2 for each residue of the 

activation loop for structures 1OL5, 4BN1 (phosphorylated) and 4CEG (un-phosphorylated). 
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Figure 6.4 ESI: Auto-correlation function of vector corresponding to the NO bond of the MTSL spin label in 

the X-ray structure 4BN1 (A) and X-ray structure 1OL5 (B). The fit (dashed lines) was performed using a bi-

exponential function ( 𝑦 = 𝑦0 + 𝐴1𝑒
−𝑥/𝜏1 + 𝐴2𝑒

−𝑥/𝜏2) from which two correlation times were extracted, they 

are reported in the insert. 
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 Figure 6.5 ESI: Plots of the transitions of the 𝜒1, 𝜒2 and 𝜒4 dihedral angles of the MTSL, from the X-ray 

crystal structure 4BN1.  
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Abstract  

Conformational movement of the kinase activation loop is thought to be crucial for regulation 

of its activity, but in many cases the position of the activation loop in solution is unknown. 

Protein kinases are an important class of therapeutic target and kinase inhibitors are classified 

by their effect on the activation loop. In this work, PELDOR spectroscopy and site-directed 

spin labelling were employed to monitor conformational changes through the insertion of 

MTSL on the dynamic activation loop and a stable site on the outer surface of the enzyme. 

The action of different ligands such as TPX2 and inhibitors could be discriminated as well as 

their ability to lock the activation loop in a fixed conformation. This study provides evidence 

for structural adaptations that could be used for drug design and a methodological approach 

that has potential to characterize inhibitors in development, 
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7.1 Introduction 

 

          Protein kinases are signalling enzymes that are regulated by molecular-switch 

mechanisms. (1, 2) Different protein kinases have very similar structures when active, but can 

adopt a variety of divergent conformations when inactive. One common mechanism of kinase 

activation is phosphorylation of the activation loop, a dynamic region that spans a consensus 

sequence from Asp–Phe–Gly (DFG) to Ala–Pro–Glu (APE). (3) Active kinases adopt a DFG-in 

conformation needed for the correct placement of a catalytic Asp residue and for the central 

region of the activation loop to form part of the binding site for protein and peptide substrates. 

Despite intensive studies of kinases by X-ray crystallography, (4, 5) there are few studies of 

conformational dynamics of the activation loops in solution. Protein kinases are frequently 

dysregulated in human disease and are a common target for the development of new 

therapeutics. Most protein kinase inhibitors (6) compete for the ATP binding site and are further 

classified as either Type I, which bind to the kinase in its active state, or Type II, which bind to 

an inactive DFG-out conformation of the kinase and occupy an additional hydrophobic pocket 

within the active site. However, validation of the effect of inhibitors requires determination of 

the kinase-inhibitor structure by X-ray crystallography, and some compounds that would be 

classified as Type I based on their chemical structures induce DFG-flipped conformations of the 

activation loop that resemble Type II (7-9) inhibitors. Methods for analysing the activation loop 

conformation in solution would be invaluable in the development and characterization of kinase 

inhibitors, enabling classification in the absence of crystal structures. (10-12) Aurora kinases 

constitute a family of serine–threonine protein kinases whose localization and activities are 

precisely choreographed as a cell progresses through mitosis.(13-15) They play a major role in 

cell cycle progression and map to a chromosome region that is frequently amplified in tumors. 

(16) Aurora-A is activated by phosphorylation on Thr-288 and by the TPX2. (17) Crystal 

structures suggest that this involves a lever-arm-like movement of the Aurora-A activation loop 

from a relatively mobile conformation to a conformation that is stabilized by being hooked onto 

a short helical region in TPX2 (Figures 7.1.1 A and B).  
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Figure 7.1.1: (A) Cartoon of Aurora-A kinase (PDB:1OL7) showing the MTSL labeling sites (Glu170, Thr288 and 

Ser284). (B) Cartoon of Aurora-A with TPX bound (PDB:1OL5). 

 

  However, this model has yet to be probed in solution. The application of SDSL and PELDOR 

spectroscopy (18, 19) was investigated to measure distances between pairs of spin labels 

attached to Aurora-A in the presence or absence of ligands and the TPX2 protein. PELDOR 

separates dipole–dipole coupling between spins, which is inversely proportional to the cube of 

their distance. It can measure distances between spin labels on the nanometer scale (1.5–10 nm) 

(20) Dipolar spectroscopy has been successfully employed to study kinases. (21-23) However, in 

the best of the knowledge of the author, this approach has not been applied to a kinase activation 

loop. 

 

7.2 Material and Methods 

 

          The expression constructs for Aurora-A 122-403 E170C, S284C, C290A, C393A and 

Aurora-A 122-403 E170C, T287A, T288C, C290A, C393A were produced by site-directed 

mutagenesis of the expression vector, pET30TEV Aurora-A 122-403 C290A, C393A produced 

in earlier work.(24) Expression and purification of the kinase was carried out as previously 

described. (25) The resulting protein was subject to buffer exchange into 20 mM Tris pH 7.0, 0.2 

M NaCl, 5 mM MgCl2 & 10% (v/v) glycerol made with deuterium oxide using a 5 ml Desalting 

HP column as per the manufacturer’s instructions (GE Healthcare). 70-100 μM MTSL-Aurora-A 

variant containing 30% glycerol/d6-glycerol was used for the PELDOR studies. The spin 

labelling efficiency was equal to 85-90% as measured following a previous published procedure. 
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(26) The S284C variant was shown to be phosphorylated on Thr288 by Western Blot analysis 

using a phosphospecific antibody (data not shown). PELDOR measurements were performed at 

50 K on a Bruker Elexsys 580 spectrometer operating at either 9.4 or 34 GHz. The four-pulse 

DEER sequence (27) π/2νobs−τ1−πνobs−t−πνpump−(τ1+τ2−t)−πνobs−τ2−echo was applied. Phase-

cycling was applied. Measurements at 9.4 GHz used: π/2 νobs pulse length of 16 ns, πνobs pulse 

length of 32 ns and πνpump pulse length of 32 ns. Pump pulses were applied at the maximum of 

the field sweep spectrum with the observe pulses 65 MHz lower. τ1 was varied by incrementing 

the first πνobs pulse position over eight steps of 8 ns and 56 ns for averaging of the proton and 

deuterium nuclear modulation, respectively. Measurements at 34 GHz used: π/2νobs pulse length 

of 20 ns, πνobs pulse length of 40 ns and πνpump pulse length of 50 ns. The separation between the 

pump and observe pulse was 55 MHz. The software DEERAnalysis2013 (28) was used to 

remove the background due to intermolecular interactions using an exponential background 

decay and to calculate the interspin distance distribution by Tikhonov regularization. 

Distributions were calculated using a rotamer library using MMM software.(29) 

 

7.3 Results and discussion 

 

          The structure of Aurora-A kinase to identify suitable pairs of sites for site-specific labeling 

was analyzed. Glu170 on the αB-helix of the kinase N-lobe was identified as a stable position 

that does not respond to inhibitors, and Ser284 and Thr288 were chosen on the activation loop 

were the MTSL was added. Using SDSL and PELDOR spectroscopy, distances were measured 

with and without the presence of a ligand, ADP and TPX2 (Figure 7.3.1). 
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Figure 7.3.1: Background-corrected PELDOR traces at 9.4 GHz for MTSL-labeled Aurora-A kinase variants 284 

and 288 with and without (black lines) a four-fold excess of ADP and TPX2 (left column). Form factor fits are 

given as a dashed line. Corresponding distance distributions (right columns) derived using Tikhonov regularization 

(α = 100). Rotamer library-derived distributions are given as dashed lines. All PELDOR traces before background 

correction are given in Figure 7.1 ESI in electronic supporting information.

The PELDOR traces for MTSL-labeled Aurora-A variants E170C/T284C and E170C/T288C 

showed a shallow oscillation, indicative of a wide distribution of conformational states. The 

extracted distance distribution showed a dominant mean distance at 28 Å. Based on the 

acquisition window, the data are of sufficient quality to establish from the distribution a reliable 

mean and width with approximate shape. The wide distribution suggests spatial disorder of the 

Aurora-A kinase activation loop, consistent with crystal structures, as well as multiple internal 

rotamers of the MTSL. (30) Comparison was made to the distribution created from a rotamer 

library (29) using PDB:1OL7. Although, a similar distribution width was found, the mean 

distance was offset in the case of the E170C/T288C variant, suggesting a difference in the 
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conformation of the activation loop in solution. CW EPR spectra showed no significant dipolar 

broadening of the EPR line width, indicating that distances <15 Å are not significantly populated 

(Figure 7.2 ESI in electronic supporting information). Little difference in the distance 

distributions was observed with and without the ADP (present in the crystal structures) for the 

E170C/T288C variant; however, the E170C/T284C variant showed a shift of the mean distance 

to 24 Å. The effect of TPX2 on the activation loop of Aurora-A phosphorylated on T288 was 

investigated with a PELDOR experiment on MTSL-labelled E170C/T284C Aurora-A, this 

resulted in a pronounced change in the distance distribution compared to Aurora-A without 

ADP, consistent with a different conformational state of the activation loop (Figure 7.3.1). There 

was a sharp peak in the distance distribution at 34 Å, which is in reasonable agreement with the 

conformational change observed in the crystal structure. Small-molecule inhibitors of Aurora 

kinases, such as compounds 1 and 5 (Figure 7.3.2 A), have been identified as potential cancer 

therapeutics, (31) and clinical trials are ongoing. (32) To validate the site-directed-labeling EPR 

approach, we tested imidazo [1,2-a] pyrazine-based (compounds 2 and 3) (33) and imidazo[4,5-

b] pyridine-based inhibitors (compounds 4 and 5), (34) which dock into the ATP binding site but 

do not affect the activation loop, as observed by X-ray crystallography (Figures 7.3.2 B and 7.3 

B ESI in electronic supporting information). (33, 34) The results showed little change in the 

mean and width of the distribution (Figure 7.3.2 C), indicating minimal perturbation of the 

activation loop, a distinct difference compared to TPX2.  
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Figure 7.3.2: (A) Chemical structures of compounds 1 and 5. (B) Cartoon of the Aurora-A binding site for 

compound 5 in PDB:2X6G. (C) Background-corrected PELDOR traces at 9.4 GHz for MTSL-labeled Aurora-A 

E170C/T288C with a four-fold excess of inhibitors (left column). Form factor fits are given as a dashed line. 

Distance distributions derived using Tikhonov regularization (𝛼=100) (right column). (D) Cartoon of the Aurora-A 

binding site of compound 1 in PDB: 2WTV. (E) Cartoon of the Aurora-A binding site of compound 1 in PDB: 

2WTW. (F) The same as (C) but with cpd 1, but at 34 GHz. (G) The same as (C) for Aurora-A E170C/S284C. 

Rotamer library-derived distributions are given as dashed lines. All PELDOR traces before background correction 

are given in Figure 7.4 ESI in electronic supporting information. 

 

  A crystal structure of compound 1 (35) bound to Aurora-A (PDB: 2WTV) showed that the 

drug induces an ordered and closed, inactive, conformation of the Aurora-A activation loop 

(Figure 7.3.2 D). (7) The conformational change in the activation loop moves the Cα of 

Val279 by approximately 19 Å compared with its position in the ADP-bound structure. 

However, other crystal structures (Figure 7.3.2  E) showed an alternative conformation of 
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Aurora-A bound to compound 1 (PDB codes: 2WTW and 2X81). (7, 36) The specific 

conformation induced by MLN8237, an Aurora-A inhibitor closely related to compound 1, 

might explain its activity in neuroblastoma cells. (37) The conformation of the kinase in 

solution in the presence of the compound is an open and important question. PELDOR 

experiments on MTSL-labelled E170C/T288C Aurora-A in the presence of compound 1 

revealed a clear change in the oscillation, reflected by a change in the major peak of the 

distance distribution (Figure 7.5 ESI in electronic supporting information). The distance 

distribution appears to narrow with the presence of compound 1 (absent with compounds 2–

5), suggesting a greater order of the conformation of the activation loop. Further experiments 

at 34 GHz (Figure 7.3.2 F) gave a well-defined oscillation and confirmed the result. The 

distribution is narrower and shifts to a shorter dominant distance of 25 Å, as compared to 

Aurora-A alone. Key measurements were repeated to evaluate changes in MTSL-labelled 

Aurora-A E170C/S284C on ligand binding (Figure 7.3.2 G). Upon addition of compound 1, a 

change in the mean distance and a narrowing of the distribution were observed, which is 

absent in the case of compound 5 (Figure 7.6 ESI in electronic supporting information). 

Interestingly, the rotamer library produced with PDB: 2WTV (Figure 7.3.2 G, grey dash) 

showed a significant difference with a mean distance of 42 Å, suggesting the conformation of 

the activation loop is more akin to the DFG-in state adopted in PDB: 2WTW, which differs 

from that induced by compounds 2–5, because the N and C lobes of the kinase are twisted. 

There is perhaps only a minor contribution from the DFG-up state in PDB: 2WTV. 

Subsequent addition of TPX2 caused a broad distance distribution profile, which is distinct 

from that of TPX2 and compound 1 alone, indicating a dynamic conformation that results 

from the opposing tendencies of TPX2 and compound 1 (Figure 7.7 ESI in electronic 

supporting information). Recently, the structures of a number of mammalian kinases bound to 

ligands and substrates have been solved using X-ray crystallography. Although structures for 

open and closed forms are available for certain kinases, it is becoming clear that they occupy 

several conformational states, and that our knowledge of these states in solution is poor. In 

particular, the dynamics of the activation loop and how it responds to ligands is poorly 

characterized. PELDOR is complementary to other biophysical methods used to study kinase 

activation loops and holds many advantages, such as the smaller size of their labels compared 

to Förster resonance energy transfer (FRET) and no issues with limitations of molecular 

weight or difficulties with chemical exchange in NMR. However, one weakness of methods 

such as PELDOR and FRET is that the measurements are of the synthetic modifications of 

the protein, not the main chains and side chains of the amino acids. Indeed, the full extent of 
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the movement of the activation loop will be understood through ongoing work by using 

molecular dynamics to implement the distance constraints provided by the PELDOR 

measurements to model the full conformational change of the activation loop. Inarguably, a 

combination of approaches will be required to solve this problem. 

                           

7.4 Conclusions and future work 

 

          The studies here provide key information on adaptations to inhibitor binding. These 

results confirm that PELDOR is a suitable approach to discriminate between different classes 

of ligand that do, or do not, influence the conformation of the kinase. Overall, the results 

suggest a correlation between the trends found for inhibitors and TPX2 with PELDOR 

spectroscopy and the observed conformational changes in the activation loop as judged by   

X-ray crystallography. Although the differences in the mean of the PELDOR distributions for 

the inhibitors are small, they show a clear trend and are able to discriminate whether or not 

inhibitor binding to the ATP site influences the activation loop. This work suggests that 

PELDOR spectroscopy could be a potential method to classify inhibitors by their effects on 

the conformation of the kinase activation loop as well as the study of native substrates in 

solution. Moreover, the method has sufficient sensitivity to detect the influence of TPX2 on 

the activation loop of Aurora-A in the absence of an inhibitor, and shows that this is altered in 

the presence of compound 1. The ultimate aim of this work is to exploit the information 

gleaned from these studies to generate plausible models of the structure and dynamics of 

human kinases. This may enable the development of inhibitors that exploit specific 

conformational states that are not accessible for study by other methods. 
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Electronic supporting information (ESI) 

 

Detection of Ligand-induced Conformational Changes in the Activation Loop of 

Aurora-A Kinase by PELDOR Spectroscopy 

 

 
 

Figure 7.1 ESI: Raw PELDOR traces at 9 GHz for MTSL labelled Aurora-A kinase variants and with 4-fold 

ADP and TPX2. The background is shown as a red line. 

 

 
 

Figure 7.2 ESI: GHz continuous-wave EPR spectra of singly MTSL labelled Aurora-A kinase at T288C (black) 

and doubly MTSL labelled Aurora-A kinase at positions E170C/ S284C (cyan) and E170C/S288C (orange). The 

spectra were recorded at 200 K using 0.1 mT modulation amplitude. All samples contained 30 % glycerol. 
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Figure 7.3 ESI: (A) Chemical structures of compounds used in this study. Compound 1 is MLN8054. (B) 

Crystal structures of Aurora-A/inhibitor complexes. In each case, the compound is shown as white spheres and 

the number relates to the compound number in panel A. From top to bottom, the PDB codes of the crystal 

structure shown are 2WTV, 2WTW and 2X6D. 
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Figure 7.4 ESI: (A/C) Raw PELDOR traces at 9 GHz for MTSL labelled Aurora-A kinase variants with 4-fold 

excess of inhibitors. (B) Raw PELDOR trace at 34 GHz for MTSL labelled Aurora-A kinase variant with 4-fold 

excess of inhibitor. The background is shown as a red line. 

 

 

 

Figure 7.5 ESI: (left) Raw PELDOR trace at 9 GHz for MTSL labelled Aurora-A kinase variant 170/288 with 

4-fold excess of cpd1. The background is shown as a red line. (middle) Background subtracted PELDOR trace. 

Form factor fits are given as a dashed line. (right) Distance distributions derived by Tikhonov regularization  

(𝛼 = 100). 

 

 

 

Figure 7.6 ESI: (left) Raw PELDOR trace at 9 GHz for MTSL labelled Aurora-A kinase variant 170/284 with 

4-fold excess of cpd5. The background is shown as a red line. (middle) Background subtracted PELDOR trace. 

Form factor fits are given as a dashed line. (right) Distance distributions derived by Tikhonov regularization (𝛼 

= 100). 
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Figure 7.7 ESI: (left) Raw PELDOR trace at 9 GHz for MTSL labelled Aurora-A kinase variant 170/284 with 

4-fold excess of cpd1 + TPX2. The background is shown as a red line. (middle) Background subtracted 

PELDOR trace. Form factor fits are given as a dashed line. (right) Distance distributions derived by Tikhonov 

regularization (𝛼 = 100). 
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8. Summary and suggestions for future work 

 

        In this project extensive computational and EPR studies were performed in order to 

characterize the conformational dynamics of the Aurora-A kinase protein’s activation loop. The 

full work was summarized in four papers. 

        The first paper describes a detailed conformational study using QM calculations, based on 

DFT, employed for the characterization of the conformational states of the MTSL side chain. This 

work has been performed in order to determine the effect of the side chain on the EPR parameters 

(g- and A-tensors) required for the simulations of the CW EPR spectra and to determine some 

starting conformations for the MD studies on the full spin-labelled system. A population of 76 

rotamers was found at the minima of the potential energy surfaces, simulated 94 GHz CW EPR 

spectra using conformers of the MTSL with different geometry were seen to be similar to each 

other and well-reproduced the experimental data, indicating that the side chain does not affect the 

spin density in the ring. 

        The second paper describes a computational study, based on classical MD simulations, 

performed in order to determine conformational states in which both the activation loop and spin 

label were engaged, as well as structural fluctuations, order parameters and rotational correlation 

times related to the motion of the full spin-labelled system. A comparison between conformations 

obtained from MD and the initial X-ray crystal structure revealed small differences, residues from 

289 to 295 moved inward toward the N-lobe of the protein, while residues from 288 to 282 moved 

toward regions more exposed to the solvent. The analysis of the auto-correlation function, using 

different vectors within the MTSL spin label, revealed the presence of slower and faster motions 

corresponding to configurations of the spin label fully exposed to the solvent and other interacting 

with residues of the protein. The room temperature CW EPR spectra were simulated using two 

correlation times equal 3 ns and 11 ns that were very close to the values extracted from the auto-

correlation function of the N-O nitroxide group, as well as to those related to the fast motions of 

the dihedral angles 𝜒4 and 𝜒5, indicating that the internal dynamics of the spin label arise 

predominantly from the motions around these bonds. Comparisons between simulated and 

experimental EPR spectra revealed that the motion of the protein and spin label occurred on a 

comparable timescale that ranged between 0.1 ns and 10 ns, indicating that the dynamics of the 

Aurora-A was dominated by events occurring on the nanosecond timescale.  

        The third paper describes a comparison between structure and dynamics in un-

phosphorylated and phosphorylated activation loops, using MD simulations. It was found that 

there were small differences between the un-phosphorylated structures obtained from MD and the 
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initial X-ray crystal structure, while no significant changes were found for the case of the 

phosphorylated structures. MD showed that the phosphorylated activation loop was characterized 

by less dynamics than the un-phosphorylated activation loop. In both cases the most flexible 

region was that localized between residues 282 and 294, which includes residues T287 and 288, 

which are crucial for the catalytic activity of Aurora-A kinase. The CW EPR spectra were 

simulated using rotational correlation times extracted from the analysis of the auto-correlation 

function analysis. In the case of the phosphorylated activation loop it was observed that 

correlation times related to the fast motions related of the N-O nitroxide group and 𝜒4 dihedral 

angle could simulate the EPR spectrum, confirming that the room temperature EPR spectra of 

Aurora-A kinase prevalently arise from the motion around these bonds. 

         The fourth paper describes experimental studies using PELDOR measurements in order to 

determine the average distances and distance distributions between spin-label pairs introduced in 

the C- and N-lobes of the protein. In this work two mutants were studied, the first was spin-

labelled at positions T284 (activation loop) and E170 (helix), and the second was spin-labelled at 

positions T288 (activation loop) and E170 (helix). In both cases, broad distance distributions and 

multiple populations were identified, indicating the high flexibility of the structures. The effect of 

a class of inhibitors on the distance distributions was tested, variations were observed only upon 

addition of the inhibitor MLN8054, ATP and TPX2 in the first mutant, while no significant 

changes were observed in the case of the second mutant. The addition of the inhibitor MLN8054 

and ATP decreased the values of the mean distance, while the addition of TPX2 increased it, 

confirming results obtained by X-ray crystallography that showed the inhibitor and ATP binding 

in the ATP binding pocket pulled closer the N- and the C-lobe, while the TPX2, pulled apart the 

N- and the C lobes. 

         In conclusion, MD simulations provided insights about structure and dynamics in solution of 

un-phosphorylated and phosphorylated activation loops there were consistent with those obtained 

by X-ray crystallography which showed that phosphorylated activation loops are more rigid that 

un-phosphorylated activation loops, while CW EPR studies gave insights into the overall 

dynamics of the spin-labelled system. This work revealed also the ability of the PELDOR 

experiment to classify inhibitors by their effects on the conformation of the kinase activation loop 

and provided substantial information about the structure and dynamics of the Aurora-A kinase 

protein and is the basis for further research for the development of classes of inhibitors. 

       Looking into the future, computationally, more sophisticated stochastic models, that combine 

directly EPR and MD simulation, could be developed in order to connect conformational states of 

the activation loop with the conformational states of the label that can allow quantitative 
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interpretation of the EPR spectra from MD simulation. This can be supported by more research for 

the development of spin labels that are more rigid than MTSL, such as 4-amino-1-oxyl-2,2,6,6-

tetramethyl-piperidine-4-carboxylic acid (TOAC), (79) and 4-(3,3,5,5-tetramethyl-2,6-dioxo-4-

oxylpiperazin-1-yl)-l-phenylglycine (TOPP), (80) etc. for easier characterization of the 

conformational dynamics.  

        A further suggestion is to use QM/MM MD models to provide a description of the potential 

that the spin labels experience from both neighbouring side groups and protein backbone. It is 

well-known that this is a complicated function of space and time and the order parameters have to 

be determined both at the point of attachment of the tether and on its ring in order to determine the 

degree of restriction of the N-O bond by the protein environment. This would be a new approach 

specialized for the characterization of the dynamics of nitroxide spin labels that can provide input 

parameters for simulations and quantitative interpretation of the EPR spectra. After several 

discussions within the EPR and computational communities and in the best of knowledge of the 

author of the thesis, similar approaches do not yet exist, but research is ongoing. 
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9. Appendices  

 

Appendix I 

 

Spinach scripts 

       Script used in the Spinach software to perform simulations of the 94 GHz and 9 GHz EPR 

spectra of the singly MTSL spin labelled Aurora-A kinase at 150 K shown in Figure 4.1 ESI in 

Chapter 4, Figure 5.3.3.1 A in Chapter 5 and Figure 5.6 ESI. 

 

% Isotopes  
sys.isotopes={'14N', 'E'};   

  
% Coordinates  
inter.coordinates={[-2.734793 0.644417 -0.224154]; 
                   [ ]};   
% Coupling Matrices 
inter.coupling.matrix=cell(2);   
inter.coupling.matrix{1, 2}=1e6*gauss2mhz([4e+000 -1.490e+000 -6.428e+000; -

1.490e+000 6e+000 5.524e+000; -6.428e+000 5.524e+000 3.3e+001]);  

  
% Scalar Couplings 
inter.coupling.scalar=cell(2);   

  
% Zeeman Interactions  
inter.zeeman.matrix=cell(1, 2);   
inter.zeeman.matrix{2}=[2.0074 -0.0010219 0.0015196; -0.0010219 2.0068 -

0.0013239; 0.0015196 -0.0013239 2.0028];  
 

% Magnet induction  

sys.magnet=0.3499;  

 
% Relazation theory 
inter.relaxation='damp';  

inter.damp_rate=5e7;  

 

% Basis set 
bas.formalism='sphten-liouv';  

bas.approximation='none';  

 

% Disable trajectory-level SSR algorithms  

sys.disable={'trajlevel'};  

 
% Spinach housekeeping  
spin_system=create(sys,inter);  

spin_system=basis(spin_system,bas);  

 
% Sequence parameters 
parameters.spins={'E'};  

parameters.rho0=state(spin_system,'L+','E'); 
parameters.coil=state(spin_system,'L+','E'); 
parameters.decouple={};  

parameters.offset=-0.15e8;  
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parameters.sweep=5.6e8;  

parameters.npoints=1650;  

parameters.zerofill=1650;  

parameters.axis_units='mT';  

parameters.grid='lebedev_ab_rank_131'; 
parameters.derivative=1;  

parameters.invert_axis=0;  

 
% Simulation 
fid=powder(spin_system,@acquire,parameters,'esr');  

 
% Fourier transform 
spectrum=fftshift(fft(fid,parameters.zerofill));  

 
% Plotting 
plot_1d(spin_system,real(spectrum),parameters); 

 

       Scripts used in the Spinach software to perform simulations of the CW EPR spectra of the 

singly MTSL spin labelled Aurora-A kinase protein measured at 298 K shown in Figure 5.3.3.1 B 

and Figure 6.3.3.1 in Chapter 6 are shown below. 

  

% Isotopes  
sys.isotopes={'14N', 'E'};   

  
% Coordinates  
inter.coordinates={[-2.734793 0.644417 -0.224154]; 
                   [ ]};   
% Coupling Matrices 
inter.coupling.matrix=cell(2);   
inter.coupling.matrix{1, 2}=1e6*gauss2mhz([4e+000 -1.490e+000 -6.428e+000; -

1.490e+000 6e+000 5.524e+000; -6.428e+000 5.524e+000 3.3e+001]);  

  
% Scalar Couplings 
inter.coupling.scalar=cell(2);   

  
% Zeeman Interactions  
inter.zeeman.matrix=cell(1, 2);   
inter.zeeman.matrix{2}=[2.0074 -0.0010219 0.0015196; -0.0010219 2.0068 -

0.0013239; 0.0015196 -0.0013239 2.0028];  

 
 % Magnet induction X-band  
sys.magnet=0.3499;  

  
% Basis set 
bas.formalism='sphten-liouv'; 
bas.approximation='none'; 

  
% SLE housekeeping 
spin_system=create(sys,inter); 
spin_system=basis(spin_system,bas); 

  
% SLE parameters 
parameters.max_rank=10; 
parameters.tau_c=17e-9; 
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parameters.rho0=state(spin_system,'L+','E'); 
parameters.coil=state(spin_system,'L+','E'); 
parameters.decouple={}; 
parameters.spins={'E'}; 
parameters.sweep=[-2.2e8 2e8]; 
parameters.npoints=1500; 
parameters.zerofill=1500; 
parameters.axis_units='mT'; 
parameters.invert_axis=0; 

 
% SLE simulation 
spectrum_sle=gridfree(spin_system,@slowpass,parameters,'esr'); 
spectrum_sle=fdvec(spectrum_sle,5,1); 

  
% SLE plotting 

plot_1d(spin_system,real(spectrum_sle),parameters); 
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Appendix II 

 

Force field parameterization of the MTSL spin label 

 

       Information related to extension of the AMBER force field (ff14SB) to the structure of the 

MTSL side chain shown in Figure I.1. 

 

 
 
Figure I.1: Structure of the MTSL side chain used for the extension of the AMBER force field (ff14SB). Atom types 

used in the tables from 1 to 5 are highlighted in red. CT indicates any sp
3
 carbons, CM indicates any sp

2
 carbons, HC 

indicates any hydrogens attached to sp
3
 carbons, HA indicates the hydrogen attached to the sp

2
 carbon and S indicates 

the sulphur atoms. The new atom types related to the nitroxide group (NO) are ON in the case of the oxygen and NT 

in the case of the nitrogen.  

 

The potential energy functions on which the AMBER force field used in this work is based on 

Equation 3.3.2.2. The first three summations represent stretch (Table I.1), bend (Table I.2) and 

torsion terms (Table I.3 and I.4). The final sum is referred to interactions for atoms (i and j) 

separated by more than three covalent bonds and represents van der Waals (Table I.5) and 

Coulomb (Table I.6) interactions.  
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Table I.1: Bond starching values calculated for the MTSL side chain. 𝑘𝑟 and 𝑟0 represent the force constant and 

the equilibrium bond length, respectively. 

 

Bond stretching 𝒌𝒓 / 𝒌𝒄𝒂𝒍 𝒎𝒐𝒍
−𝟏 Å−𝟐 𝒓𝟎 / Å 

NT-ON 360.00 1.26 

CT-NT 370.00 1.47 

CT-CT 310.10 1.54 

CT-HC 337.30  1.09  

CM-CM 447.30 1.43  

CT-CM 318.30  1.51  

CM-HA 367.00 1.087 

S-S 166.00 2.05  

CT-S 225.80 1.82 
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Table I.2: Angle bending values calculated for the MTSL side chain considered in this work. 𝑘𝜃 end 𝜃0 

represent the force constant and the equilibrium bond angle, respectively. 

 

Angle bending 𝒌𝜽 / 𝒌𝒄𝒂𝒍 𝒎𝒐𝒍−𝟏 

𝒓𝒂𝒅−𝟐 

𝜽𝟎 / ° 

CT-NT-ON  82.00  117.50  

CT-NT-CT 50.00 120.00 

NT-CT-CT  60.18  110.38 

CM-CT-NT 66.47 111.52  

CT-CM-CM  64.33 123.42 

CT-CM-CT 62.70 116.52 

CM-CM-HA 50.30 119.70 

HA-CM-CT 35.15 123.44 

CM-CT-CT 63.53 111.44 

HC-CT-CM 47.03 110.49 

S-CT-CM  63.62 104.97 

CT-S-S 68.34 103.10 

CT-CT-S 50.10 112.69 

CT-CT-CT  40.21 110.63 

CT-CT-HC 47.37 110.05 

HC-CT-HC 39.43 108.35 
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Table I.3: Dihedral angle values calculated for the MTSL side chain. 
𝑽𝒏

𝟐
 represents the amplitude of the curve, n 

represents the periodicity and φ represents shifts the entire curve along the rotation angle axis. 
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Table I.4: Improper torsion values calculated for the MTSL side chain considered in this work. 
𝑉𝑛

2
 represents the 

amplitude of the curve, n represents the periodicity and φ represents shifts the entire curve along the rotation 

angle axis. 
 

Improper torsion 𝑽𝒏

𝟐
 (𝒌𝒄𝒂𝒍 𝒎𝒐𝒍−𝟏) 𝝋 / ° n 

CM-CT-NT-CT  1.1 180.0 2  

CM-CT-CM-CT  1.1 180.0 2  

CM-CT-CM-HA  1.1 180.0 2 

 
 

 

Table I.5: Non-bonded interaction values calculated for the MTSL side chain. The A and B parameters control 

the depth and position of the potential energy well for a given pair of non-bonded interacting atoms. 

 

Non-bonded interactions 𝑹𝒂/ Å 𝜺𝒃/ 𝒌𝒄𝒂𝒍 𝒎𝒐𝒍−𝟏 

ON 1.6750 0.2445 

NT 1.9000 0.2600 

CT 1.9080 0.1094 

HC 1.4870 0.0157 

S 2.0000 0.2500 

CM 1.9080 0.0860 

HA 1.4870 0.0157 

𝑎  𝑅𝑖𝑗 = 𝑅𝑖 + 𝑅𝑗 𝑏 𝜀𝑖𝑗 = (𝜀𝑖𝜀𝑗)
1/2 Note that:  𝐴𝑖𝑗  = 𝜀𝑖𝑗 (𝑅𝑖𝑗)

12 

                 𝐵𝑖𝑗  = 2 𝜀𝑖𝑗 (𝑅𝑖𝑗)
6 
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Appendix III 

 

AMBER scripts 

 

1) The following script was written following AMBER manual and the online AMBER 

tutorials to build non-standard residue (the MTSL side chain) within the protein 

system 

 

#To calculate charges: 

p uhf/6-31g(d) geom=connectivity iop(6/33=2) pop=mk 

# Load Leap and AMBER force field: 

$AMBERHOME/bin/tleap -s -f $AMBERHOME/dat/leap/cmd/leaprc.ff14SB 

$AMBERHOME/bin/xleap -s -f $AMBERHOME/dat/leap/cmd/leaprc.ff14SB 

#Prepare .prepin files: 

$AMBERHOME/exe/antechamber -i  MTSL.out  -fi gout  -o  mts.prepin  -fo prepi  -c resp  -s 2  

-rn MTS -at amber  -nc -1 

#To convert MTS.prepin files to MTS.frcmod files:  

$AMBERHOME/exe/parmchk  -i  MTS.prepin  -f  prepi  -o  MTS.frcmod 

#To load frcmod files in Leap: 

loadamberparams  MTS.frcmod 

#To load .prepin files: 

loadamberprep MTS.prepin 

#To make .lib files in Leap: 

saveoff MTS  MTS.lib 

#To make MTS.prmtop  and MTS.inpcrd files in Leap: 

saveamberparm MTS MTS.prmtop   MTS.inpcrd 

#To fix head and tail: 

desc MTS  

set  MTS head MTS.MTS.N3 

set  MTS tail MTS.MTS.C6 

#To save to library: 

saveoff 4ceg_mtsl 4ceg_mtsl.lib 

#To load lib. File: 

loadoff 4ceg_mtsl.lib 

#To save pdb files: 

savepdb 4ceg_mtsl 4ceg_mtsl.pdb 

 

2) The following scripts were used to perform the three steps of the MD simulation: 

minimization, equilibration and production. 
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Minimizations: 

 Minimization with Cartesian restraints for the solute  

&cntrl  

 imin=1, maxcyc=200,  

 ntpr=5,  

 ntr=1,  

 &end  

 Group input for restrained atoms  

 100.0  

 RES 1 265 

 END  

END 

 Minimization of the entire system 

&cntrl 

 imin=1, maxcyc=200,  

 ntpr=5, 

&end 

Equilibrations: 

 Constant volume equilibration 

&cntrl 
  imin   = 0, 
  irest  = 0, 
  ntx    = 1, 
  ntb    = 1, 
  cut    = 10.0, 
  ntr    = 1, 
  ntc    = 2, 
  ntf    = 2, 
  tempi  = 0.0, 
  temp0  = 300.0, 
  ntt    = 3, 
  gamma_ln = 1.0, 
  nstlim = 20000, dt = 0.001 
  ntpr = 2000, ntwx = 2000, ntwr = 20000 
 / 
Keep protein fixed with weak restraints 
1.0 
RES 1 265 
END 
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END 
 
 
 Constant pressure and temperature equilibration with no restraints (200 ps): 

&cntrl 

imin = 0, irest = 1, ntx = 7, 

  ntb = 2, pres0 = 1.0, ntp = 1, 

  taup = 2.0, 

  cut = 10.0, ntr = 0, 

  ntc = 2, ntf = 2,  

  tempi = 300.0, temp0 = 300.0, 

  ntt = 3, gamma_ln = 1.0, 

  nstlim = 200000, dt = 0.001, 

  ntpr = 2000, ntwx = 2000, ntwr = 20000 

 / 

 Last equilibration in NVE ensemble (1 ns): 

&cntrl 

  imin = 0, irest = 1, ntx = 7, 

  ntb = 1,  

  ntt = 0, 

  cut = 9.0,  

  ntc = 2, ntf = 2, 

  tol = 0.0000005, 

  ntr = 0, 

  iwrap = 1, 

  nstlim = 1000000, dt = 0.001, 

  ntpr = 2000, ntwx = 2000, ntwr = 20000 

 / 

 

Production: 

 Production in NVE ensemble  

&cntrl 

  imin = 0, irest = 1, ntx = 7, 

  ntb = 1, 

  ntt = 0, 

  cut = 9.0, 

  ntc = 2, ntf = 2, 

  tol = 0.0000005, 

  ntr = 0, 

  iwrap = 1, 

  nstlim = 70000000, dt = 0.001, 

  ntpr = 2000, ntwx = 2000, ntwr = 20000 
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 / 

3) To perform analysis with CPPTRAJ from AmberTools 14: 

 
$AMBERHOME/bin/cpptraj 
 

 To load topology and trajectory files, respectively: 

 
parm 4ceg_mtsl.prmtop       
trajin 4ceg_mtsl.mdcrd  
 

 To calculate RMSD: 

 
rms ToFirst :1-265&!@H= first out rmsd1.agr mass 
run 
xmgrace rmsd .dat 
 

 To perform dihedral analysis 

 
dihedral “name_dihedral_angle” :residue_number@atom_type : 
residue_number@atom_type : residue_number@atom_type : 
residue_number@atom_type out name_dihedral_angle.dat 

 To perform the PCA  

 
rms first :1-265&!@H= out 4ceg_rmsd.dat 
run 
average crdset cpu-gpu-average 
run 
createcrd cpu-gpu-trajectories 
run 
crdaction cpu-gpu-trajectories rms ref cpu-gpu-average :1-265&!@H= 
run 
crdaction cpu-gpu-trajectories matrix covar \ 
name cpu-gpu-covar :1-265&!@H= 
run 
analysis diagmatrix cpu-gpu-covar out cpu-gpu-evecs.dat \ 
vecs 5 name myEvecs3 \ 
nmwiz nmwizvecs 5 nmwizfile dna_loop_4nb1.nmd nmwizmask :1-265&!@H= 
crdaction cpu-gpu-trajectories projection GPU modes myEvecs3 \ 
beg 1 end 5  :1-265&!@H= 
run 
hist GPU:1 bins 100 out cpu-gpu-hist.agr norm name GPU-1 
hist GPU:2 bins 100 out cpu-gpu-hist.agr norm name GPU-2 
hist GPU:3 bins 100 out cpu-gpu-hist.agr norm name GPU-3 
hist GPU:4 bins 100 out cpu-gpu-hist.agr norm name GPU-4 
hist GPU:5 bins 100 out cpu-gpu-hist.agr norm name GPU-5 
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 To perform the clustering analysis 

 
rms first :1-265@CA 
run 
average Avg.rst 
run 
createcrd crd1 
run 
# Fit to average structure, save fit coordinates. 
reference Avg.rst [avg]     
run                                           
crdaction crd1 rms ref [avg] :1-265@CA 
# Calculate eigenvalues/eigenvectors. 
crdaction crd1 matrix covar :1-265@CA name myCovar 
run 
analysis diagmatrix myCovar out evecs.dat vecs 5 name MyModes1 
# Project fit coordinates onto eigenvectors. 
crdaction crd1 projection P5 modes MyModes1 beg 1 end 5 :1-265@CA 
# Perform clustering using projections. 
runanalysis cluster C5data P5  :1-265 crdset crd1 \ 
 
In the case of the K-means algorithm: 

 
kmeans clusters 10 \ 
out cnumvtime.dat repout rep repfmt pdb \ 
summary summary.dat info info.dat cpopvtime cpop.agr normframe \ 
loadpairdist pairdist CpptrajPairDist \ 
singlerepout singlerep.nc singlerepfmt netcdf 
 
%average linkage algorithm 
runanalysis cluster C3data P3  :1-265 crdset crd1 \ 
hieragglo epsilon 5 averagelinkage \ 
sieve 250 out cnumvtime.dat repout rep repfmt pdb \ 
summary summary.dat info info.dat cpopvtime cpop.agr normframe \ 
loadpairdist pairdist CpptrajPairDist \ 
singlerepout singlerep.nc singlerepfmt netcdf 
#To determine lowest RMSD to centerid: 
parm rep.c4.pdb  
reference rep.c4.pdb parm rep.c4.pdb [c4] 
trajin 4ceg_mtsl.mdcrd 
rms c4 ref [c4] :1-265@CA out c4.arg 
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 To perform the iRED analysis 

 
vector v1 : residue_number@atom_type  ired : residue_number@atom_type 
vector v2 : residue_number@atom_type  ired : residue_number@atom_type 
... 
vector vn : residue_number@atom_type  ired : residue_number@atom_type 
matrix ired name matired order 2 
diagmatrix matired vecs “number of the vectors (n)” out ired.vec name ired.vec 
ired relax freq 500 order 2 tstep 1.0 tcorr “number of the vectors (n)” out output.out noefile 
noe modes ired.vec 
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