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Abstract

Fractures of the wrist are usually identified in Emergency Departments (ED) by doc-

tors examining lateral (LAT) and posterioanterior (PA) radiographs. Unfortunately

missing such fractures is one of the most common diagnostic errors in EDs, leading

to delayed treatment and more suffering for the patient. This is mainly because the

majority of patients attending EDs are seen by less experienced junior doctors. This

problem is widely acknowledged, so in many hospitals X-rays are reviewed by an ex-

pert radiologist at a later date - however this can lead to significant delays on missed

fractures which can have an impact on the eventual outcome. There is an urgent need

for automated methods to analyse radiographs of the wrist in order to identify abnor-

malities and thus prompt clinicians, hopefully reducing the number of errors. This

project developed the first fully automated system to analyse the wrist in the two

standard views (i.e. PA and LAT). The system achieves an encouraging fracture de-

tection rate, with an AUC of 0.93 from LAT view, of 0.95 from PA view, and of 0.96

from both views combined. The project also worked on improving the state-of-art

technique Random Forest Regression Voting Constrained Local Model (RFCLM)

in order to perform better on overlapping structures in radiographs and showed sig-

nificant performance improvements when segmenting the radius and ulna in wrist

radiographs, and femoral condyles in lateral knee radiographs.
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Chapter 1

Introduction

1.1 Motivation

Radiographs (X-rays) are one of the most widely used forms of medical images due

to their availability, low cost and modest radiation dose. They are used in Emergency

Departments (EDs) to diagnose bone fractures and by clinicians to look for signs of

joint diseases such as osteoarthritis and monitoring their progression. However, one

of the commonest diagnostic errors when people visit an ED unit, is that a fracture

which is visible on an X-ray is missed by the clinician on duty. That is mainly be-

cause extracting all available information from radiographs requires years of train-

ing and there is always the question of inter-observer reliability [2, 5, 99, 106]. This

problem is widely acknowledged, so in many hospitals X-rays are reviewed by an ex-

pert radiologist at a later date - however this can lead to significant delays in catching

missed fractures which can have an impact on the eventual outcome. For these rea-

sons developing computer-aided image interpretation techniques is highly interesting

from a clinical perspective. A system which prompts clinicians to look more carefully

at certain regions that might be fractured holds the promise of reducing the number of

fractures missed in the ED.
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1.2 Aims and Objectives

The main aim of the project was to create a system which can detect wrist fractures

automatically from radiographs. However, this end goal requires several developmen-

tal goals to be achieved throughout the project. The detailed objectives were to:

• Collect a dataset of wrist radiographs and associated clinical data about fracture

status. These should be verified by a clinical expert.

• Identify a suitable point annotation model to capture the shape of the distal

radius in plain PosteroAnterior (PA) and Lateral (LAT) wrist radiographs.

• Build a fully automatic system that accurately and robustly annotates the distal

radius in PA and LAT wrist radiographs of varying quality and resolution.

• Explore various feature extraction, selection, and learning methods to anal-

yse their suitability to capture the shape and texture variations due to fractures

compared to normals.

• Evaluate the performance of the developed system.

1.3 Contributions

The contributions of the thesis include:

• A novel fully automated wrist fracture detection system was developed using

combined information (shape and texture) from both views (plain PA and LAT

views) with random forest classifiers. We showed for the first time that frac-

tures can be better identified in the lateral view, and that combining information

from both views leads to an overall improvement in performance.
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• A novel deep-learning-based approach for automatically detecting wrist frac-

tures from plain PA and LAT X-rays. Previous work used transfer learning

and fine-tuning of off-the-shelf deep models, we train convolutional neural

networks from scratch on registered patches containing the target bone. The

same approach was also applied to the problem of diagnosing knee osteoarthri-

tis from PA radiographs and achieved results comparable to the state of the art.

• Our work highlighted the problem behind segmenting overlapping structures in

lateral radiographs. Limited constraints on how a patient is positioned result in

the local appearance around a point on one bone changing dramatically as other

bones move over it.

• We adapted a technique that has been used previously in [93] for facial point

tracking over a wide range of head angles on the task of tracking driver faces

to solve the problem of segmenting overlapping structures in LAT X-rays.

The technique improves Random Forest Regression Voting Constrained Local

Model (RFCLM) [74] by switching between different local models depending

on the current global shape.

• We introduced a multi-start initialisation scheme for RFCLM and a new variant

(Switched RFCLM).

1.4 Outline of the Thesis

The next chapter (Chapter 2) presents an overview of the relevant literature. The

review describes the problem of misdiagnosing fractures at EDs and its current so-

lutions, wrist fractures as one of the most commonly missed fractures, current im-

age analysis literature on detecting and classifying fractures, and an introduction to
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the state-of-the-art algorithm used to detect the wrist and localise the feature extrac-

tion/learning methods.

Chapter 3 describes the data used throughout the experiments (Chapters 4-6), the

methods for wrist detection and segmentation which were based on the RFCLM, the

feature extraction/learning methods and classifiers used, and the techniques used to

evaluate the classification performance.

Chapters 4 presents the experiments and results for automatic wrist segmentation in

the posterioanterior (PA) and lateral (LAT) wrist views, and the use of random forest

classifiers trained on the extracted features of shape, texture and appearance from

Chapter 3 on the task of fracture detection.

Chapters 5 presents and evaluates a novel deep-learning-based approach for auto-

matically detecting wrist fractures from plain PA and LAT X-rays. The same tech-

nique was further evaluated on another problem: Automatic diagnosis of knee Os-

teoarthritis (OA) in plain PA X-rays. We performed experiments on detecting OA

(OA vs Non-OA) and on classifying its severity according to Kellgren-Lawrence

Grading (KL) [64].

Chapter 6 presents work on improving Random Forest Regression Voting Con-

strained Local Model (RFCLM) in order to perform better on overlapping structures

in lateral radiographs, and shows how it improves the accuracy of segmenting (i) the

radius and ulna in wrist radiographs, and (ii) femoral condyles in lateral knee radio-

graphs.

Chapter 7 draws some conclusions from the work and outlines areas requiring future

developments.



Chapter 2

Literature Review

This chapter describes the structure, function, and characteristics of human bones,

and the literature relating to fractures missed in emergency departments. The chapter

also describes wrist anatomy and its radiographic examination, reviews the literature

related to the main image analysis techniques used for fracture detection and classi-

fication, and concludes with the best reported object detection/segmentation methods

as they are essential building blocks of any computer-aided fracture detection system.

2.1 Bones and Fractures

Bones are the elements of the human skeleton system shaping the body, providing

support and protection to the various organs of the body, and enabling mobility. They

also produce blood cells and store minerals. Bones have different shapes and sizes

with a complex internal and external structure and are mainly composed of approxi-

mately 70% minerals, 22% protein, and 8% water. There are 270 bones at birth but

some bones are fused together to become 206 by adulthood. There are two main

types of bone tissues, trabecular and cortical. Cortical tissues constitute 80% of the

28



CHAPTER 2. LITERATURE REVIEW 29

bone mass of the human body because they are dense and compact. Inside the cor-

tical envelope lies trabecular bone tissue which is a cancellous (mesh-like) structure

whose surface area-to-weight ratio is higher than that of the cortical tissue in order to

provide support for the skeleton, without the added weight that would be present with

a denser structure.

Figure 2.1: Bone tissues [61].

Despite appearances, bones are living tissues and are continuously being renewed in

a natural process called bone remodelling. It involves bone breakdown (resorption)

followed by formation of new bone tissue (ossification). Bone remodelling maintains

bone integrity and strength and reshapes bone architecture in response to the mechan-

ical forces placed on it. Imbalanced bone remodelling can result in bone disorders.

Although the hardest organs in the body, bones are vulnerable to being cracked and

fractured. In general the fractures can be caused by accidents of high force or pres-

sure or by pathological reasons (e.g osteoporosis). In practice, clinicians in Emer-

gency Departments (EDs) rely mainly on radiographs to detect fractures and to de-

termine their nature. However, the literature shows that the vast majority of the ED

diagnostic errors are missed fractures and the majority of them are in the peripheral

bones [52, 91]. In the next section, we will overview the literature related to miss-

ing abnormalities in EDs: causes, types, and current practice to reduce missing rates.
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This literature review along with meetings we held with ED consultants and radiolo-

gists from a local hospital was crucial for deciding on working on detection of wrist

fracture as a research problem for this PhD project.

2.2 Radiographic Examination in EDs

2.2.1 The current state of ED workload

There is an increasing demand on emergency departments’ services. In England

alone there were 22.3 million attendances recorded in 2014-2015, with an increase of

2.7% from the previous year and an increase of about 25% over the last decade [85].

29-50% of ED attendances are referred for radiographic examination [35, 86, 95].

The ED radiographs are initially interpreted by ED medical staff, however the accu-

racy of these interpretations has always been a source of concern.

The discrepancy in interpretation between emergency departments and radiology de-

partments ranges from 1.5 to 7.8% [12, 91, 104]. 0.3-2.8% of the Radiology’s inter-

pretations dictates a significant change in patient treatments [12, 50, 122]. In order

to reduce patient suffering and to avoid the potential of litigation all ED radiographs

should be reported by a senior radiologist [12] as a study showed that the discrepancy

rate between junior and senior radiologists’ reports is 6.3% (i.e similar to the discrep-

ancy rate between emergency departments and radiology departments) and two thirds

of these differences are clinically significant [101].

2.2.2 Causes of ED Diagnostic Errors and Current Solutions

Many of the discrepancies between emergency departments and radiology depart-

ments are caused by senior house officers (SHO). SHOs are “the most junior doctors
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working in EDs and often work in a 6-month stand-alone posts immediately follow-

ing their pre-registration house jobs, they are inexperienced and will not return fol-

lowing completion of the post” [126]. The fact that the majority of patients attending

EDs are seen by junior doctors [71, 81] makes ED a high-risk area of modern clini-

cal practice [71]. One study [118], in which SHOs were given only abnormal radio-

graphs, showed that ED junior doctors misread 35% of radiographic abnormalities,

39% of which have clinically significant consequences. Another study [81] showed

that SHOs failed to diagnose two thirds of significant trauma abnormalities on X-ray.

Among the strategies that have been suggested to reduce ED radiograph-related diag-

nostic errors are immediate radiology reporting, and involving radiographers in initial

assessment of radiographs before review by ED clinician [12, 13, 77].

It is clear that there are insufficient resources to apply immediate radiology reporting.

In many of UK radiology departments, all ED radiographs are routinely reported in

retrospect. They endeavor to report within one working day but it might take up to 3

days [55]. In general, there is an increasing workload on radiologists in the UK who

are basically in chronic shortage. Per million population there are 48 trained radiol-

ogists in the UK whereas there are 92 in Germany, 112 in Spain and 130 in France

[87]. In a survey amongst NHS trusts in England, it is found that almost 330,000 pa-

tients are waiting for more than a month for results of their X-rays [88]. One practical

solution was to involve radiographers (i.e. medical technologists who take X-rays) in

detecting abnormalities. A radiographer marks a radiograph as abnormal if she be-

lieves it shows an acute abnormality. This solution was introduced in 1980s for its

simplicity and the improved accuracy [13] and it is now known as Radiographer Ab-

normality Detection scheme (RAD) and implemented in 85%-90% of UK hospitals

[109]. However, the low compatibility of the current practice (i.e. flagging and re-

porting) with digital imaging technologies [23] and the lack of communication stan-

dardization could increase the risk of errors [109] instead of reducing it.
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Apart from patient suffering and the risk of loss of patients’ confidence in the health

provider, misinterpreting the radiograph at the first visit would lead to more visits

and therefore more costs, missed time at work, and the potential of litigation. This ur-

gent need of help in radiograph interpretation at EDs could be fulfilled by developing

algorithms and tools for more efficient interpretation of the imaging examination fo-

cusing on the commonly-missed abnormalities and therefore reducing ED diagnostic

errors.

2.2.3 Wrist Fractures in EDs

The literature suggests that a great deal of these diagnostic errors are missed fractures

and the majority of them are in the peripheral bones. A retrospective study [52] of

diagnostic errors over four years, in a busy district general hospital emergency de-

partment, reported that:

• 77.8% of the diagnostic errors were missing abnormalities seen on radiographs,

• 79.7% of the missed abnormalities were fractures,

• 17.5% of the missed fractures were wrist fractures,

• 85.3% of the errors were made by SHOs.

In another retrospective review [91] of all ED radiographs over nine-year period, it

was found that almost 56% of the missed bone abnormalities were fractures and dis-

locations. Taking into consideration that the annual fracture incidence in England is

3.6% [36] these error rates are worrying.

Another study [123] about missed extremity fractures at ED showed that: wrist frac-

tures are the most common among all extremity fractures (19.7% of total fractures)

with miss rate of 4.1%. Other studies estimated wrist fractures to be about 18% of the

fractures seen in ED in adults [27, 46] and of 25% of the fractures seen in children[46].
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There has been an increase in the incidence of wrist fractures in all age groups with

no clear reasons. Some put this increase down to lifestyle influence, osteoporosis,

child-obesity and sports-related activities [92].

Given the high incidence of wrist fractures and the rates at which they are mis-reported,

there is a clear need for the research in this project which aims to help clinicians

identify fractures.

2.3 The Wrist Joint

2.3.1 Wrist Structure

The wrist joint (shown in Figure 2.2) is one of the most complex joints in the body,

and comprises an articulation between: (1) the proximal row of the carpal bones (ex-

cept the pisiform) at the distal side of the wrist joint, and (2) both the distal radius

and the articular disk (fibrocartilaginous ligament) at the proximal side of the wrist

joint. The distal ulna is not part of the wrist joint as it does not articulate with the

carpal bones whereas the articular disk which lies over the distal ulna articulates in-

stead. The distal radius articulates with the distal ulna at the distal radioulnar joint

(DRUJ) and articulates with the proximal row of carpals with the radiocarpal joint

(RCJ).

Like all other synovial joints, the wrist joint is covered by a layer of synovium re-

sponsible for secretion of viscous fluid to provide strength and lubrication and allows

for movement along two axes, which means flexion, extension, adduction and abduc-

tion can all occur at the wrist joint.

Fractures of the carpal bones are usually referred to as carpal fractures, while frac-

tures of distal radius are referred to as wrist fractures. A wrist fracture is described as
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Figure 2.2: The wrist joint lies between (1) the proximal row of the carpal bones (in
green), and (2) both the distal radius (in yellow) and the articular disk (in blue) [61].

intraarticular if it involves the radiocarpal joint, distal radioulnar joint, or both, oth-

erwise it is extraarticular. It can be also described in terms of the distal component

displacement in relation to the proximal component (i.e. volarly-displaced, dorsally-

displaced, or non-displaced).

Fractures, in general, can be described as simple or comminuted (i.e. consists of more

than two fragments). Simple fractures can be either transverse (i.e. bone breaks at a

right angle to the bone’s axis) or oblique (i.e. bone breaks diagonally).

2.3.2 Wrist Radiographic Views and Measurements

There are two standard wrist radiographic views: Posterioanterior (PA) view and Lat-

eral (LAT) view (see Figure 2.3).

On these standard views there are three main measurements (shown in Figure 2.4) are

usually taken to quantify wrist deformities [46]. These measurements are defined as

follows [46]:

1. Radial length (height) It is measured on the posteroanterior (PA) radiograph as

the vertical distance between a line perpendicular to the long axis of the radius

and passing through the distal tip of the sigmoid notch (point C in Figure 2.4)
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(a) Posterioanterior (PA) (b) Lateral (LAT)

Figure 2.3: The Two Standard X-ray Wrist Views.

and the distal tip of the radial styloid (point D in Figure 2.4). Its normal mea-

sure is between 10 - 13 mm.

2. Radial inclination (angle) It is measured on the PA radiograph as the angle be-

tween two lines: one passing through both the distal tip of the sigmoid notch

and the distal tip of the radial styloid, the other is perpendicular to the long axis

of the radius and passing through the distal tip of the sigmoid notch. Normally

it measures between 21−25◦.

3. Volar (palmar) tilt It is measured on the lateral (LAT) radiograph as the angle

between two lines: the first is passing through the most distal points of the pos-

terior and anterior rims of the distal articular surface of the radius, the second is
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Schematic PA View [46] Schematic Lateral View [46]

Figure 2.4: Wrist Radiographic Measurements. In PA View: Radial length is the
shortest distance between points D and E, Radial inclination in the angle DCE. In
Lateral View: Volar tilt is the angle Z

perpendicular to the long axis of the radius. Both lines crossing the perpendicu-

lar at the same point. Its normal measure averages 11◦ and with range between

2−20◦.

In clinical practice, eponyms are commonly used to describe common patterns wrist

fractures take [46] such as Colles fractures, Smith fractures, Barton fractures, and

Hutchinson fractures.



CHAPTER 2. LITERATURE REVIEW 37

2.4 Fracture Detection

Early work on fracture detection used non-visual techniques: analysing mechanical

vibration by a neural network model [57], analysing acoustic waves traveling along

the bone [97], or by measuring electrical conductivity [107]. There are few papers

published related on computer-aided radiographic fracture detection. This section

summarises the literature for detection of fractures in different bone regions.

2.4.1 Hip and Wrist Fractures

The first published work on detecting fractures in X-ray images was that by Tian et

al. [116] for femur fractures. The method consists of three steps. The first involves

extraction of the femur contour, the second involves the measurement of the neck-

shaft angle NSA (see Figure 2.5 ), and the third is a classification of femur fracture

based on measured angle. Extraction of the femur contour is not described in detail,

but is said to be performed using Canny edge detection, Hough Transform, and active

snake contours [62] with the Gradient Vector Flow (GVF) method [127]. To measure

Figure 2.5: Femoral neck-shaft angle (NSA)[116]

the angle the axes of neck and shaft were required. The shaft axis was recovered by

drawing normals (called level lines) to the almost-parallel shaft contour lines from

one side of the shaft to the opposite side. The shaft axis passes through the midpoints

of the shaft level lines. Shaft level lines were differentiated from other level lines by

the fact that they were shorter and located in the lower part of the image (see Figure
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2.6). To estimate the neck axis, they first clustered level lines within the head and

neck areas into bundles according to their lengths and proximity of their midpoints.

The mean direction in the cluster containing the largest number of long level lines

gave an initial estimate of the neck axis, which was fed to an optimisation algorithm

computing the neck axis as the best-fitting axis of symmetry of the head-neck con-

tour. Finally, a threshold on the angle value was learnt from the training set and used

for classification. The method was able only to detect severe fractures that cause sig-

nificant change of neck-shaft angle but not those that cause local disruptions of the

texture without displacing or rotating the head.

Figure 2.6: Level lines found in the femur contour (left). Mid-points of the level lines
at the shaft are oriented along the shaft axis (right). [116]

To overcome this shortcoming, a complementary method performing texture analysis

of the femoral trabecular pattern was proposed by Yap et al. [128]. The method also

consisted of three stages, the first of which extracted the femur contour using active

shape model [25] and active appearance models [26], the second analysed trabecu-

lar texture by extracting an orientation grid for the femur’s upper extremity, and the

third performed classification using both a Bayesian classifier and a Support Vector

Machine (SVM). The extracted orientation grid (examples shown in Figure 2.7) had

a fixed number of sampling locations. At each of them the orientation of the texture

was calculated by a set of eight Gabor filters and was set to be the orientation of the

Gabor filter whose response was the largest. The resulting vector map was converted
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to a scalar one, for sake of classification convenience, by calculating the difference

between it and the mean orientations of healthy training examples. The femoral neck

was classified as fractured if either of the two classifiers or the NSA [116] method

classified it as fractured. This combination of methods yielded a fracture detection

rate of 84.6% compared to 61.5% for the NSA method [116] alone.

Figure 2.7: Orientation maps of healthy femur (left) and fractured femur (right). The
short lines indicate trabecular orientations. [128]

Lim et al. [73] further improved the work in [128] by extending the feature extrac-

tion stage to include extracting texture feature maps of Markov Random Field (MRF)

[30] and intensity gradients (IG) in addition to Gabor maps and the neck-shaft angle

from [116]. The segmentation stage remained the same as in [128]. Six different clas-

sifiers were trained: neck-shaft angle with thresholding, Gabor maps with Bayesian

classifier and SVM, intensity gradient maps with Bayesian classifier and SVM, and

Markov Random Field texture with SVM. They showed that individual classifiers

have low fracture detection rate but each of them can detect some fractures that are

missed by the other classifiers so they can be used to complement each other. The

bone was classified as fractured if any two of the six classification methods were pos-

itive. This produced an improved femur fracture detection rate of 92.2%, with a false

positive rate of 1% on testing set containing 13 fractured examples out of 108 exam-

ples. The method was preliminarily tested on PA radiographs of the wrist (only 23

fractured examples in test set of total 74 examples). The method produced a fracture

detection rate of 82.6% with a false positive rate of 17.6%. A further refinement of
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these methods was undertaken by Lum et al. [79], who used same features with dif-

ferent probabilistic rules of combining classifiers [68] such as max, min, sum, prod-

uct, majority vote and the simple m-of-n. They concluded that the OR rule (1-of-n)

had the highest sensitivity and comparable accuracy.

Motivated by the success of learning feature representations using CNNs in many im-

age processing and medical imaging analysis, instead of hand-crafting features, Kim

et al. [66] showed that transfer learning from a deep convolutional neural network

pre-trained on non-medical images can be applied to analyse X-rays. They re-trained

the top layer (i.e. classifier layer) of Inception v3 network [112] to detect fractures

in wrist lateral views from features previously-learned from non-radiological images

(ImageNet [96]). This was the first work to use deep learning in the task of detect-

ing wrist fractures. The system was tested on 100 images (half of which fractured)

and reported an area under Receiver Operating Characteristic curve (AUC) of 95.4%.

However, they excluded images where lateral projection was inconclusive for the

presence or absence of fracture from both training and testing sets. This might be

seen as a contradiction to the purpose of developing such systems (i.e. helping clini-

cians with difficult usually-missed fractures).

The current state-of-the-art for detecting hip fracture from frontal pelvis X-rays is

also deep-learning-based. Gale et al. [43] used 172 layer-deep DenseNet [56] archi-

tecture optimising two loss functions: the first related to fracture detection (healthy vs

fractured), and the second was more specific (intra-capsular fractured, extra-capsular

fractured, or healthy). They collected a dataset of total 53,278 images from a teach-

ing hospital over a decade, randomly split it into (training: 45,492 images, validation:

4,432 images, and test: 3,354 images containing 348 fractured), with no patient over-

lapping. The test set was labelled manually by a consultant radiologist using all of

the available sources of information (i.e. the orthopaedic surgical unit records, and

findings from the radiology report archive). They also trained other CNNs for tiding
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up the dataset: a small CNN to filter out any non frontal pelvis X-rays, a regression-

based CNN to localise the hip, and another CNN to filter out the hips with metal-

works. They reported area under ROC curve of 0.994 which is claimed to be the

highest level ever reported for automated diagnosis in any large-scale medical task,

not just in radiology [43].

2.4.2 Diaphyseal Fractures

Injuries in bones like humerus, radius, ulna, femur, tibia, and fibula are usually re-

ferred as long-bone fractures. Each long-bone has three regions: proximal, distal (two

extremities), and diaphyseal (shaft). This section summarises the work on detecting

fractures on the middle part (diaphyseal) of long bones.

Jia and Jiang [59] worked on fractures of the arm shaft by developing a geodesic ac-

tive contour segmentation model with a shape prior as a global constraint. The model

evolved toward the desired shape by deforming the curve until the mutual informa-

tion between the curve and the shape prior was maximized. This segmentation step

was followed by a bone alignment calculation step for which no details were pro-

vided within the text. They reported that they had tested their algorithm on “more

than 10 cases”, and that their results showed that their algorithm is “robust and accu-

rate”. However, they have not reported any quantitative results to support their claim.

Donnelley et al. [37] proposed a computer aided diagnosis system for detecting the

mid-shaft fractures of long bones. First the middle part (diaphysis) of the long bone

was semi-automatically segmented by scale-space approach with the Hough trans-

form to detect edges (straight lines). Fracture detection was done by gradient analysis

by assuming large gradients occurring at angles not orthogonal to the bone edges are

indicative of fractures. This assumption caused a high false positive rate (98%) as the

algorithm detected bone overlap and biological phenomena not related to fractures as
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fractures. They also reported that 83% of the diaphysis segmentation boundaries in

the test set were correctly identified, and 83% of the fractures within those segmented

regions were also detected correctly.

Chai et al. [21] also worked on the shaft of long bones. They first performed differ-

ent image preprocessing steps: binary conversion by thresholding, Laplacian edge

detection, and suppressing isolated noise by the median filter before using K-means

clustering algorithm to separate (segment) the femur shaft area from non-shaft area

(K = 2). For fracture detection four grey level co-occurrence matrices (GLCMs) [54],

each sampled in a different direction, were calculated. A GLCM, in short, is a ma-

trix whose element [i, j] contains the frequency of a pixel with intensity value i adja-

cent to a pixel with intensity value j and normalised so that each element represents

a probability of intensity i is found adjacent to intensity j. A GLCM is widely used

as a statistical way to express texture structure. They [21] calculated four statistics

per each GLCM, (energy, contrast, correlation, and homogeneity), and then averaged

them to provide a total number of four statistics. A threshold was set on the values of

these statistics to classify the area as fractured or not. They tested on 30 images, half

of which fractured and reported accuracy of 86.67%.

Fuadah et al. [41] proposed a system to detect diaphyseal fractures by first applying

image enhancement, edge detection, and filtering to remove noise and extract clean

edges, then finding the maximum value of the difference distance from the right and

left border margin of object for each scan line. The maximum value of scan line is

then used as a threshold to classify normal cases or fracture cases. They tested on 70

images (40 of which were fractured) and reported specificity of 100% and sensitivity

of 90%.

Bandyopadhyay et al. [6–8] developed an entropy-based segmentation technique

[10] and integrated it with their adaptive thresholding approach [9] to improve the
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segmentation quality before calculating geometrical indexes (concavity [8] and rela-

tive concavity [6]) along the contour line and monitor their changes to detect/classify

fractures in the shaft of the long bone.

2.4.3 Pelvis Fractures

The only work in the literature we could find on detecting pelvis fractures from ra-

diographs is that of Smith et al. [108]. They used an Active Shape model [25] to seg-

ment the pelvic ring and pubis. The resulting segmentation was used to measure the

horizontal and vertical displacements between the left and right pubis as quantitative

measurements mimicking the approach used by radiologists. Furthermore, the seg-

mented pelvic ring is divided into overlapping windows based on the shape model

landmarks. For a window 2-D Discrete Wavelet Transform (DWT) was performed

for line detection. The choice of the right DWT coefficient that best detected the bone

boundary was determined by the location of the window around the pelvis ring. The

location was determined by landmark number. The last step was edge tracing so in

case of fracture a window will contain multiple boundaries depending on the types

and number of fractures. Their test set was very limited (10 radiographs, 3 of which

contain fractured rings). All fractures were detected and the overall accuracy was

86.7%.

2.4.4 Fractures From Multiple Anatomical Regions

All the previous work on detecting fractures in X-ray images addressed one anatom-

ical region at a time. Cao et al. [18] developed the first learning method with the aim

to identify different kinds of fractures over different anatomical parts at the same

time. The motivation behind the work was to develop a technique to extract a fea-

ture representation, for a patch, that can capture different types of fractures and then
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fuse the different feature types in a way that prevents the classifier from being biased

to the feature type with the highest dimensionality, which is the case when differ-

ent feature-type vectors of different lengths are simply concatenated. The method

uses a multi-layer classifier. Each layer contains a number of random forests. The

classifier in the first layer calculates different feature representations for the training

patches. Each representation is a vector of one feature type. They used three feature

types: Schmid texture features [100] to capture orientation-invariant textures repre-

senting comminuted fractures, Gabor texture features to mimic the functionality of

the mammal visual cortex, and forward Contextual-Intensity (CI) as an additional de-

scriptor of edge and texture. Each random forest in the first layer was trained on one

feature type. Each decision tree would provide a probability distribution of the two

classes: fracture, healthy. For a training patch, concatenating such distributions pro-

vides the feature fusion representation for the sample, which was used to repeatedly

train new layers of random forests in the same fashion. The random forest of the last

layer gives the probability distribution for a patch to be in either of two classes. A

score map for an image is composed, by scanning patches along it and feeding them

to the stacked random forests, and passed to Subwindow Search algorithm [69] to ob-

tain fracture bounding boxes. They achieved sensitivity ≈81%, and precision ≈25%

from the top seven detected bounding boxes.

Olczak et al. [89] re-trained five common deep networks from Caffe library [60] on

dataset of 256,000 wrist, hand, and ankle radiographs, of which 56% of the images

contained fractures. The dataset was split (70% training, 20% validation, and 10%

testing) and used to train the networks for the tasks of detecting fractures, determin-

ing which exam view, body part, and laterality (left or right). Labels were extracted

by automatically mining reports and DICOMs. The networks’ inputs varied between

squares of 224 pixels width to 227 pixels. The images were rescaled to 256 x 256 and

then cropped into a subsection of the original image with the network’s input size.
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The pre-processing causes image distortion but they justified that as the nature of

tasks does not need non-distorted images. The networks were pretrained on the Ima-

geNet dataset [96] and then their top layers (i.e. classifier layer) were replaced with

fully connected layers suitable for each task. The best performing network (VGG 16

[132]) achieved a fracture detection accuracy of 83% without reporting a false posi-

tive rate. The model deals with various views independently but it does not combine

them for a decision. When comparing the network with two senior orthopedic sur-

geons on 400 images at the same resolution as the network, they found that the net-

work performed on par with the humans (kappa = 0.76) with accuracy of 69%. The

two human observers agreed with each other with kappa = 0.8. Another related work

[94] used a DenseNet model (169 trainable layers) for abnormality detection from

raw radiographs. Images were labeled as normal or abnormal, where abnormal did

not always mean ‘fractured’-it sometimes meant there was metalwork present. Their

dataset contains metal hardware in both categories (normal and abnormal) and also

contains different age groups. This makes the definition of abnormality rather unclear

as what is considered abnormal for a certain group can be seen as normal for another

group and vice versa.

All the literature on computer-aided radiographic fracture detection reviewed in this

section is summarised in Table 5.11.



CHAPTER 2. LITERATURE REVIEW 46

Ta
bl

e
2.

1:
Su

m
m

ar
y

of
lit

er
at

ur
e

on
co

m
pu

te
r-

ai
de

d
ra

di
og

ra
ph

ic
fr

ac
tu

re
de

te
ct

io
n.

B
on

e
R

ef
er

en
ce

D
at

as
et

in
nu

m
be

ro
fr

ad
io

gr
ap

hs
:

To
ta

ln
um

be
r(

ra
di

og
ra

ph
s

co
nt

ai
ni

ng
fr

ac
tu

re
s

F)
Se

gm
en

ta
tio

n
Te

ch
ni

qu
e

D
et

ec
tio

n
Te

ch
ni

qu
e

Pe
rf

or
m

an
ce

H
ip

Ti
an

et
al

.[
11

6]
Tr

ai
ni

ng
:1

26
(1

9
F)

Te
st

in
g:

32
0

(3
3

F)

C
an

ny
ed

ge
de

te
ct

io
n

H
ou

gh
Tr

an
sf

or
m

A
ct

iv
e

Sn
ak

e
[6

2]
G

ra
di

en
tV

ec
to

rF
lo

w
[1

27
]

T
hr

es
ho

ld
in

g
A

cc
ur

ac
y:

92
.5

%

H
ip

Y
ap

et
al

.[
12

8]
Tr

ai
ni

ng
:3

24
(3

9
F)

Te
st

in
g:

10
8

(1
3

F)
A

ct
iv

e
Sh

ap
e

M
od

el
[2

5]
A

ct
iv

e
A

pp
ea

ra
nc

e
M

od
el

s
[2

6]

T
hr

es
ho

ld
in

g
[1

16
],

SV
M

&
B

ay
es

ia
n

cl
as

si
fie

r
w

ith
G

ab
or

m
ap

s.
A

cc
ur

ac
y:

84
.6

%

H
ip

&
w

ri
st

L
im

et
al

.[
73

]

Fo
rh

ip
:

Tr
ai

ni
ng

:3
24

(3
9

F)
Te

st
in

g:
10

8
(1

3
F)

Fo
rw

ri
st

:
Tr

ai
ni

ng
:7

1
(2

1
F)

Te
st

in
g:

74
(2

3
F)

A
ct

iv
e

Sh
ap

e
M

od
el

[2
5]

A
ct

iv
e

A
pp

ea
ra

nc
e

M
od

el
s

[2
6]

T
hr

es
ho

ld
in

g
[1

16
].

SV
M

&
B

ay
es

ia
n

cl
as

si
fie

r
w

ith
G

ab
or

m
ap

s,
in

te
ns

ity
gr

ad
ie

nt
m

ap
s,

an
d

M
ar

ko
v

R
an

do
m

Fi
el

d
te

xt
ur

e.
H

ip
A

cc
ur

ac
y:

92
.2

%
W

ri
st

A
cc

ur
ac

y:
82

.6
%

W
ri

st
K

im
et

al
.[

66
]

Tr
ai

ni
ng

:1
,3

89
(6

95
F)

V
al

id
at

io
n:

10
%

of
tr

ai
ni

ng
se

t
A

ug
m

en
ta

tio
n

us
ed

.
Te

st
in

g:
10

0
(5

0
F)

-
R

e-
tr

ai
ni

ng
th

e
to

p
la

ye
ro

f
In

ce
pt

io
n

v3
ne

tw
or

k
[1

12
]

A
U

C
:0

.9
54

H
ip

G
al

e
et

al
.[

43
]

Tr
ai

ni
ng

:4
5,

49
2

V
al

id
at

io
n:

4,
43

2
Te

st
in

g:
3,

35
4

(3
48

F)
C

N
N

-b
as

ed
lo

ca
lis

at
io

n
D

en
se

N
et

[5
6]

A
U

C
:0

.9
94

A
rm

sh
af

t
Ji

a
an

d
Ji

an
g

[5
9]

-
G

eo
de

si
c

A
ct

iv
e

C
on

to
ur

B
on

e
al

ig
nm

en
tc

al
cu

la
tio

n
-

L
on

g
bo

ne
sh

af
t

D
on

ne
lle

y
et

al
.[

37
]

Tr
ai

ni
ng

:6
(6

F)
Te

st
in

g:
44

(3
8

F)
Se

m
i-

au
to

sc
al

e-
sp

ac
e

ap
pr

oa
ch

w
ith

H
ou

gh
Tr

an
sf

or
m

G
ra

di
en

ta
na

ly
si

s
A

cc
ur

ac
y:

83
%

L
on

g
bo

ne
sh

af
t

C
ha

ie
ta

l.
[2

1]
Tr

ai
ni

ng
:-

Te
st

in
g:

30
(1

5
F)

L
ap

la
ci

an
ed

ge
de

te
ct

io
n

K
-m

ea
ns

T
hr

es
ho

ld
in

g
on

a
st

at
is

tic
ca

lc
ul

at
ed

fr
om

G
L

C
M

s
[5

4]
A

cc
ur

ac
y:

86
.6

7%

L
on

g
bo

ne
sh

af
t

Fu
ad

ah
et

al
.[

41
]

Tr
ai

ni
ng

:-
Te

st
in

g:
70

(4
0

F)
E

dg
e

de
te

ct
io

n
N

oi
se

fil
te

ri
ng

T
hr

es
ho

ld
in

g
on

th
e

m
ax

im
um

di
st

an
ce

be
tw

ee
n

th
e

ri
gh

ta
nd

le
ft

bo
rd

er
lin

es
Sp

ec
ifi

ci
ty

:1
00

%
Se

ns
iti

vi
ty

:9
0%

L
on

g
bo

ne
sh

af
t

B
an

dy
op

ad
hy

ay
et

al
.[

6–
8]

Tr
ai

ni
ng

:-
Te

st
in

g:
30

(2
1

F)
E

nt
ro

py
-b

as
ed

[1
0]

w
ith

ad
ap

tiv
e

th
re

sh
ol

di
ng

[9
]

M
on

ito
ri

ng
ch

an
ge

s
in

ge
om

et
ri

ca
li

nd
ex

es
(i

.e
.c

on
ca

vi
ty

[8
]a

nd
re

la
tiv

e
co

nc
av

ity
[6

])
A

cc
ur

ac
y:

10
0%

Pe
lv

is
Sm

ith
et

al
.[

10
8]

Tr
ai

ni
ng

:-
Te

st
in

g:
10

(3
F)

A
ct

iv
e

Sh
ap

e
M

od
el

[2
5]

L
in

e
de

te
ct

io
n

w
ith

D
is

cr
et

e
W

av
el

et
Tr

an
sf

or
m

fo
llo

w
ed

by
ed

ge
tr

ac
in

g
A

cc
ur

ac
y:

86
.7

%

M
ul

tip
le

bo
ne

s
C

ao
et

al
.[

18
]

14
5

(1
45

F)
sp

lit
in

to
:

80
%

tr
ai

ni
ng

20
%

te
st

in
g

-
Pa

tc
h-

w
is

e
fr

ac
tu

re
de

te
ct

io
n

us
in

g
St

ac
ke

d
R

an
do

m
Fo

re
st

s
Se

ns
iti

vi
ty

:8
1%

Pr
ec

is
io

n:
25

%

M
ul

tip
le

bo
ne

s
O

lc
za

k
et

al
.[

89
]

25
6,

00
0

(1
43

,3
60

F)
sp

lit
in

to
:

70
%

tr
ai

ni
ng

20
%

va
lid

at
io

n
10

%
te

st
in

g
-

R
e-

tr
ai

ni
ng

th
e

to
p

la
ye

ro
f

V
G

G
16

ne
tw

or
k[

13
2]

A
cc

ur
ac

y:
83

%

M
ul

tip
le

bo
ne

s
R

aj
pu

rk
ar

et
al

.[
94

]

Tr
ai

ni
ng

:3
7,

11
1

V
al

id
at

io
n:

3,
22

5
Te

st
in

g:
55

9
39

%
of

th
e

da
ta

se
tc

on
ta

in
fr

ac
tu

re
s

-
D

en
se

N
et

C
oh

en
s

ka
pp

a
st

at
is

tic
:0

.7
49



CHAPTER 2. LITERATURE REVIEW 47

2.5 Fracture Classification

Fracture Classification is the first step in fracture treatment and it involves determin-

ing the fracture location, its characteristics, and level. Medical literature has different

methods to classify fractures depending on either the morphology of the fracture, de-

gree of fracturing, or the severity of the damage to the soft tissue. The most widely

used method is Muller AO classification based on the shape of fracture. Developing

tools for fracture classification is useful because it would serve as a “second opinion”

providing analytic justifications for diagnosis taking into consideration it is a rather

difficult process for a physician to remember all 117 fracture types [11]. Automated

image analysis literature has very limited work related to fracture classification. The

first work [42] was an initial model considering the classification process as a tree

traversal problem in which a series of questions are answered regarding the fracture

to finally land at a leaf node. Implementing the whole system means implementing

appropriate algorithms answering the questions at each node. The model implementa-

tion was left as an open research problem.

Wei et al. [124, 125] proposed methods to automatically classify the fracture type

[125] and interpret the fracture site in the femur [124] (i.e. whether proximal, mid-

dle, or distal) by converting the problem to a shape detection problem since the three

regions have different shapes. Proximal and distal regions have bumps in different di-

rections while the middle region has a more uniform width. The algorithm segmented

the bone to obtain the edges of different objects and then filled the areas inside each

segmented objects. To identify each object a thinning operation was performed on the

image into a single pixel-width. The Hough Transform was used to find the number

of potential lines in the thinned image with their angles. Angles were used to classify

fractures and their sites. It is hard to comment on their techniques as there were only

two examples in their results.



CHAPTER 2. LITERATURE REVIEW 48

A more comprehensive classification work by Bayram et al. [11] proposed an inte-

grated system for classifying diaphyseal femur fractures automatically in nine dif-

ferent classes according to the Muller AO classification system [84]. For segmenting

bone fragments Niblack thresholding was used for its ability to keep the information

related to the fracture region compared to other techniques [11]. However, this was

found to produce a lot of noise. For this reason the study proposed a method called

SVM-based sensitive noise remover in which 11 different features are presented to

SVM classifier in order to differentiate noise and bone segments. The extracted fea-

tures ranged from basic (e.g. particle area) to more complex ones (e.g. fullness ratio,

roughness). They reported a differentiation success of 93.7% between bone segments

and noise generated by segmentation process. Finally the fracture classification was

done by a SVM classifier with 8 designed features (e.g. number of fragments, an-

gle of fracture ends). They reported an accuracy of 90% for 196 radiographs of frac-

tured bones in ten-fold cross validation experiments. To avoid the need to segment

the bone and extract high-level features such as number of fragments which might be

prone-to-errors Kazi et al. [63] proposed a CNN-based method to classify hip (i.e.

proximal femur) fractures according to the Muller AO 6-class classification standard

[84]. For the tasks of femur localization and classification they adapted the spatial

transformer (ST) [58], which implies unsupervised learning of region of interest and

a classifier, both trained end-to-end. Their original 1221-image clinical dataset was

class-unbalanced (some classes contained as few as 15 images while others as many

as 195 images) so they used image augmentation leading to 195 images per class.

They trained on 900 images and tested on a separate set of 270 images. They reported

average accuracy of 89% and 68% for precision and recall.

Fracture image retrieval is a closely-related topic to fracture classification as it looks

at the similarity between cases and allows access to visually-similar previous cases
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for consulting. Zhou et al. [133] presented a case-based retrieval algorithm for im-

ages with fractures. The algorithm combines multi-image queries to search an image

dataset of 2690 cases. The cases in the dataset were represented by a bag of visual

keywords and a local scale-invariant feature transform SIFT [78] descriptor. Retrieval

was achieved by calculating the similarity of every image in the query case with ev-

ery image in the dataset to find the set of most similar images and therefore cases.

2.6 Bone Segmentation

In order to build an automated system for assessing radiographs, one needs to find a

way to detect and identify regions of interest. This task, in general, is challenging be-

cause of (1) the high variability in image quality due to different types of X-ray sys-

tems, (2) the variation in imaging positioning, and (3) the presence of non-anatomical

objects in the radiographs such as tags, bracelets, and implants. Any segmentation

algorithm should be able to handle the differences in resolution, sharpness, contrast,

different orientations, and noise in order to be robust to all above mentioned variabili-

ties.

Another challenge is the the natural shape and appearance variability of anatomical

structures across the population as a result of: anatomical variations between indi-

viduals, differences in clinical variables such as age and gender, or most importantly

variations caused by abnormalities such as diseases or fractures.

There is a wide range of literature on automating the segmentation of structures in

radiographs ranging from thresholding [98], edge detection [17], template match-

ing, atlas-based techniques, deformable models and recently deep learning. These

methods can be seen as two different paradigms: Model-based methods, and Non-

model-based methods. Model-based methods, as the name suggests, try to match

the evidence in the image to what it is expected to be a legitimate instance of the
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object according to a prior model. In contrary, non-model-based methods look for

local structures,(i.e. edges, regions), to assembly in an object without the use of any

prior model of shape. The non-model-based methods are more prone to failure for the

lack of shape information whereas the model-based methods may be more prone to

bias (e.g. a method with a strictly enforced shape constraint cannot properly fit any

examples that fall outside the learned shape model, which is a particular problem in

medical applications where the pathological examples are of more interest.)

Model-based methods can use rigid or deformable models of the object. Rigid mod-

els are fixed templates of the object shape and are matched by measuring the corre-

lation and similarity between the template and the object in the image. Although this

approach might work well with geometrical objects, it does not work for anatomical

structures due to the natural variability mentioned earlier. For a model to work well,

it has to capture the key characteristics of the object including expected in shape and

appearance.

Different segmentation techniques were used in the literature to segment healthy/frac-

tured bones (see Section 2.4) as a first step before detecting fractures. As a segmen-

tation algorithm for our fully automated system we decided to use Statistical Shape

Models (SSMs) [25] with their matching algorithm Constrained Local Model with

Random Forest Regression Voting (RFCLM) [24]. Human anatomy has strong shape

priors which led to the wide use of statistical shape models in medical image anal-

ysis. Statistical Shape Models are deformable models providing a way to incorpo-

rate object geometric information which were shown to be affected by fractures in

Section 2.3.2. Fractures might be seen as random and irregular so that they can not

be represented with statistical shape models. However the medical literature shows

that there are patterns according to which a bone fractures (see Section 2.3.2). We

adopted these patterns as variants of normal shape. Such statistical shape models will

not only be useful for detecting obvious fractures but also for detecting more subtle
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fractures. Fractures cause deformities that are quantified in radiographic assessments

in terms of measurements of bone geometry (i.e. angles, lengths). Slight deformities

might not be noticeable by eye. For this reason we do not only use shape models to

segment the targeted bones, as Lim et al. [73] did, but also for capturing these defor-

mities in shape parameters and use them as features for classifiers. Statistical shape

models and their matching algorithms will be discussed in the next sections.

2.6.1 Statistical Shape Models (SSMs)

Shape is the geometric information invariant to translation, rotation, and scaling of

an object [65]. Statistical Shape Models [25] are deformable models assuming all

legitimate shapes of an object to be deformations from an average shape. These de-

formations are learned from the training set and used as some linear combinations of

modes of variations to the mean shape.

SSMs can be built for objects where a correspondence across examples can be de-

fined, which is the case for many anatomical structures. The shape of an object is

captured by a series of model points along the object’s contour. A model point (also

known as feature point, landmark, or contour point) is chosen to adequately cover the

morphology of the object and to be found consistently. The mean shape of the object

class and its modes of variations are learned from the training dataset. The process of

finding the object in a new image became an optimisation process for finding the best

combinations of these modes that best describe the object in the image.

Principle Component Analysis (PCA) [1] provides the functionality needed to learn

modes of variations and help formulate the process of model matching mathemati-

cally as follows:
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Building Statistical Shape Models

Given a set of training images, each training image is manually annotated with n

points which are object landmarks (such as high curvature points, T junction, or

anatomical landmarks) and evenly-spaced points along the contour. A point i in an

image is represented by (xi, yi) which results in a vector x of length 2n representing

all points as an object.

x = (x1, .....,xn,y1, ......,yn)
T (2.1)

Shapes from all training images are aligned first with Generalised Procrustes Anal-

ysis (GPA) [49] to remove the variations that come from different scaling, rotation,

and translation. GPA applies similarity transformations to all shape vectors so that the

distance between each shape and the mean shape (|Tθ(x̄)−x)|2) is minimised.

A shape instance x is represented as:

x≈ Tθ(x̄+Pb : θ) (2.2)

where x̄ is the mean shape in the reference frame, P is the set of the orthogonal eigen-

vectors corresponding to the t highest eigenvalues λ j where j = 1, .., t of the covari-

ance matrix of the training data, b is the vector of shape parameters and T (. : θ) ap-

plies a similarity transformation (i.e. scaling, rotation, and translation) with param-

eters θ between the reference frame and the image frame. The number of the used

eigenvectors t is chosen to represent some proportion p (e.g. p= 0.95) of the total

variance and calculated as: (
∑

t
j=1 λ j

∑
2∗n
j=1 λ j

)
≥ p (2.3)

The shape vector b can be calculated from x by applying:

b = PT (T−1
θ

(x)− x̄) (2.4)
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The variance of each shape parameter, b j, is given by the eigenvalue λ j. This model

makes it possible to generate legitimate instances of the object and also to check

whether an object instance is a legitimate one. A shape x may be called plausible if

the shape parameters, b, are within some squared Mahalanobis distance Mt chosen

from the χ2 distribution. (
t

∑
j=1

b2
j

λ j

)
≤Mt (2.5)

Statistical shape models (SSMs) describe the shape of an object with a limited num-

ber of parameters providing a way to study a class of object and eliminating the need

to carry geometric measurements on its instances. However, manual annotation is

time-consuming and prone to inconsistency and subjectivity of annotators. Some

techniques try to predict the parameters of the shape model without the need for an-

notating new images [34, 131]. Other techniques studied automating the annotation

process and they will be addressed briefly in the next section.

Automating Annotations

A body of research has studied methods to automate the process of annotating objects

in images, and methods can be divided into two categories: point-detection-based

methods and registration-based methods. Point-detection-based methods estimate

the position of each feature point and regularize the estimates with some shape con-

straint. This means a point might be shifted from its best texture-wise position and

placed in a less good position in order to make an acceptable overall shape in the im-

age. Registration-based methods [111] align the images into same reference frame

before annotating them using a single annotated reference image. The alignment pro-

cess can be guided by few manually-annotated points (semi-automated). There are

other methods [53, 130] combined the two approaches of point detection and image

registration.
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Different point-detection-based algorithms have been developed to match statistical

shape models to new images such as the Active Shape Model (ASM) [25], the Active

Appearance Model (AAM) [26], the Constrained Local Models (CLM) [29], and its

robust variant Random Forest Regression-Voting Constrained Local Model (RFCLM)

[24]. All these algorithms are semi-automatic and in need of a good landmark ini-

tialisation to start the search. Some initiate the search by predicting the positions of

landmarks directly from the whole image while others use object detection methods.

In Section 2.7 we will provide details on the object detection methods used to fully

automate statistical shape matching algorithms. Before that, we will introduce CLM

as a statistical shape model matching framework on top of which the robust RFCLM

is built.

2.6.2 Constrained Local Model (CLM)

The Constrained Local Model (CLM) [29] is an algorithm for fitting the points of a

statistical shape model to a new image. The CLM requires a local texture model built

for every feature point independently. A local texture model should be able to gener-

ate a response image over a region indicating the cost of having the feature point at

each position in the region. During search, the CLM finds the shape and pose param-

eters ρ = {b,θ,r} that lead to the lowest cost subject to the constraints of the shape

model by minimizing:

Q(ρ) =
n

∑
j=1

C j(Tθ(x̄ j +P jb+ r j))

s.t. bT S−1
b b 6 Mt and

∣∣r j
∣∣< rt

(2.6)

where: C j is a cost image for the feature point j, Sb is the covariance matrix of model

parameters b, Mt is a threshold on the Mahalanobis distance which is set using the
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cumulative distribution function (CDF) of the χ2 distribution so that 99% of the train-

ing examples lay within it, and rt is a threshold on the residuals to allow some small

deviations from the model.

Early CLM frameworks [29] used normalised correlation as a texture model. Later

works in [24] incorporated regression-based voting into the CLM framework result-

ing in Random Forest Regression-Voting Constrained Local Model (RFCLM) and

achieved excellent performance on a range of facial and medical datasets. Lindner

et al. [75] showed that RFCLM outperformed all other matching algorithms with a

mean point-to-curve error of 0.9mm for 99% of the images on the task of detecting

the outlines of proximal femur from 839 radiographs. The accuracy and robustness of

the RFCLM algorithm has lead to its use in many similar problems, such as segment-

ing knees [82, 114], vertebrae [15], and skull [121]. RFCLM was used throughout the

project as it is the state of the art algorithm for matching SSMs, which can deal with

the geometric information in the problem. RFCLM [24] and its local texture models

(Random Forest Regression-Voting RFRV) will be explained in detail in Chapter 3.

2.7 Object Detection

For fully automated annotation statistical shape models need to be proceeded with

some kind of object detection mechanism in order to provide them with initial es-

timates of position, orientation and scale of the object’s bounding box. This can be

done with building a template of the object and scanning the whole search image at a

range of scales and orientations searching for the most similar patch to the template.

This sliding window approach has been adapted to use machine learning techniques

resulting in classification-based [32, 40, 44, 119], regression-based [75], and hybrid

[28] object detection methods. In general, machine-learning-based object detection
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methods outperform template matching as they are more able to tackle high intra-

class variations, occlusions, and presence of noise. Compared to classification-based

methods, regression-based methods (which predict the pose of the target given nearby

image information) have the advantage of: (1) not requiring pre-determined selection

of positive and negative examples for the training of classifiers which is not always

easy, (2) integrating evidence from various image regions not necessarily only the

patches centered at the target point, and (3) having the ability to perform significant

subsampling without compromising accuracy which means less computations [74].

Moreover due to consistency of skeletal anatomy across individuals, any part of the

image can predict the required area removing the need to label patches and perform

classification. For these reasons we chose to use a regression-based method called

Random Forest Regression Voting (RFRV) first used by Cootes et al. [24] for both

object detection and CLM-based contour extraction (RFCLM). RFRV trains class-

independent regression forests to cast votes from all image structures for finding the

position, orientation, and scale of the object’s bounding box. The use of random for-

est regression voting for detecting the object and for extracting its contour yielded a

robust and fully automatic segmentation system for many anatomical structures in ra-

diographs [15, 74–76, 82, 114]. We will describe RFRV in detail in Chapter 3 as the

chosen object detection method throughout the project.

Recently, deep learning approaches claim state-of-the-art landmark localisation per-

formance. Payer et al. [90] detected multiple landmarks by regressing a heatmap

for all landmarks simultaneously. A heatmap is a new image with a Gaussian blob

around each predicted landmark position. They trained a novel CNN (named Spa-

tial Configuration Net) end-to-end and showed it was able to learn local features

and imposed constraints on the spatial configuration of landmarks on experiments

to detect 37 landmarks in hand X-rays and 28 in hand MRI images. Their technique

achieved the same accuracy of RFCLM localised by RFRV on the 2D dataset. Sofka
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et al. [110] used a fully convolutional network (FCN) to regress point locations. The

regressed locations are mapped at the last convolutional layer into a location using

a new center-of-mass (CoM) layer, which computes the mean position of the pre-

diction. Spatial context is modeled with Convolutional Long-Short Term Memory

(CLSTM) cells. Unlike direct heatmap regression, this approach could predict sub-

pixel values and its objective function could penalise measurement length differences

from the ground truth. Zhang et al. [129] proposed a two-stage deep CNN model.

They first used millions of image patches to train a patch-based CNN regression

model to predict 3D displacements to the target landmarks. The same architecture

and network weights were used after adding extra layers to predict the coordinates

of multiple landmarks jointly, with an entire image as input and the landmark co-

ordinates as output. They predicted 1200 landmarks in 3D MRI brain scans and 7

landmarks from 3D tomography images of prostates.

2.8 Summary
Fractures of the wrist have high incidence rate and they are usually identified in Emer-

gency Departments (EDs) by doctors examining lateral (LAT) and posterioanterior

(PA) radiographs. Unfortunately missing such fractures is one of the most common

diagnostic errors in EDs which constitute a clear need for this research. Few auto-

mated methods have been developed to detect and classify fractures in different bone

regions. One of the first issues to tackle when designing these methods is to accu-

rately extract bone contours in radiographs; the work of Lindner et al. [75] on seg-

menting proximal hips from radiographs has shown accuracy and robustness of the

RFCLM algorithm and led to its use in many similar problems. In the remainder of

the thesis we use: (1) RFCLM as our segmentation algorithm of choice, (2) shape and

texture features found in the literature to detect wrist fractures. Data and methods are

introduced in the next chapter.



Chapter 3

Data and Methods

The chapter is split into four parts describing (i) the data used throughout the project;

(ii) object segmentation, to find the wrist in the image; (iii) extracting features to de-

scribe the object’s shape and texture; (iv) and classification methods. The choice of

the methods was following the key analyses from the literature in Chapter 2.

3.1 Data

To analyse fracture features and evaluate the accuracy of our methods, we collected

a clinical wrist dataset containing 1010 pairs of wrist radiographs (i.e. PA, and LAT)

for 1010 adult patients (half of whom had fractures). No other matching of fracture/non-

fracture (e.g. sex, age) was done. The clinical images vary in resolution and in aspect

ratios. None of the images contain any plaster casts or metalware in order to ensure

the detection is targeting signs of fractures not signs of hardware. Radiographs for

787 patients (378 of whom had fractures) were gathered from two local emergency

departments (EDs), revised and anonymised by a clinician while the rest were gath-

ered from the MURA dataset [94] with fractures as abnormality. MURA is a dataset

of clinical musculoskeletal radiographs containing 40,561 images for different body

58
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parts (elbow, fingers, forearm, hand, humerus, shoulder, and wrist) labeled as either

normal or abnormal. Abnormalities in MURA are of various types ranging from frac-

tures, hardware, degenerative joint diseases, and other miscellaneous abnormalities,

including lesions and subluxations. Table 6.1 shows the distribution of the collected

dataset.

Table 3.1: Different sources of the dataset used for fracture detection with their sizes
in number of adult patients.

Source Normal Fractured Total

ED 1 211 193 404

ED 2 198 185 383

MURA 96 127 223

Σ 505 505 1010

3.2 Image Annotation

A sample of radiographs were studied to understand the geometry of the bones (i.e.

radius, ulna) and the variations in shape and orientation of the wrist. As a result of

this investigation a set of points were placed to describe the key shape characteris-

tics of the radius and ulna such as the corner of the two bones, the sigmoid notch, the

ulnar styloid process, and the radial styloid process. The sample dataset (containing

50 adult patients, 15 of which with fractures) was used to test different annotations.

The annotations were optimised several times by trying different landmarks and dif-

ferent numbers of points. Building models from one half of the sample dataset and

testing on the other half and vice versa. The evaluation metric was the point-to-curve

error. Annotating the dislocated fractured bones was done by trying to contain the

bone as a whole and not exactly following the contour. The annotation process was
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done in two rounds. In the first round the set of points describing the key characteris-

tics, such as corners and minimal points on curves, was placed. In the second round

curves between these points were connected with a set of equally-spaced points. The

final set of points (see Figure 3.1), on average, took 7 minutes to annotate by hand

on each image and contains 93 points for PA view and 112 points for LAT view. All

annotations were performed on the left wrist. All images containing right wrists were

reflected. The manually annotated points were used for training segmentation models

and also as ground-truth for testing.

(a) PA view (b) LAT view

Figure 3.1: Wrist Annotation with curves.

3.3 Wrist Detection and Segmentation

In this project the methods used for wrist detection and segmentation were based on

an RFCLM [24]. This was chosen because of the high accuracy in analysing similar

2D bone shapes [15] [76] [75] [74] [114] [82]. The fully-automated system com-

prised a global search detecting the bones and a local search segmenting the bone
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contours. The global search is performed by Random Forest Regression-Voting (RFRV)

while the local search is performed by Random Forest Regression-Voting Constrained

Local Model (RFCLM). RFRV and RFCLM are described in detail below before

demonstrating how the two techniques were combined to build a fully-automated

segmentation system.

3.3.1 Random Forest Regression-Voting RFRV

For a model point x j a random forest [14] regressor Fj is trained to estimate the rela-

tive position of the point to an image patch. Training patches (see Fig. 3.2) are sam-

pled at many random displacements between [-dmax, +dmax] in x and y from the true

position of the point. Random perturbations in scale and orientation are also consid-

ered to compensate for inaccuracies in initial point estimate during matching. Haar

features [119] fi extracted from each training patch i with its corresponding displace-

ment vector di are used to build a random forest regressor whose decision trees are

trained on different bootstrap samples of training patches. When training a tree the

aim is to increase the compactness of samples reaching the branches. So the set of

pairs {(fi,di)} are split at each tree node by selecting a threshold value t on a feature

f so that the split entropy GT is minimised. The split entropy is defined as:

GT (t) = G({di : fi < t})+G({di : fi >= t})

and G({di}) = Nlog|Σ|
(3.1)

where N is number of displacements {di} ended in the branch, and Σ is their covari-

ance matrix. The splitting continues until reaching maximum tree depth or a mini-

mum number of examples per node. Each tree leaf stores the mean displacement and

the standard deviation of all the training examples which landed at that leaf node. Al-

gorithm 1 demonstrates the training process.
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Figure 3.2: Patches sampled at random displacements {di}.

Data: Training pairs T = {(fi,di)} of features and displacements representing
patches sampled around the feature point x j from different training
images, minimum number of examples nmin to split a node.

Result: Random Forest regressor Fj. Each node contains a feature f , a
threshold t, and two child nodes: LeftChild, RightChild.

for Each tree in Forest Fj do
Sample a bootstrap T’ from T
BuildNode(T’, rootNode)

end
Function BuildNode(Training pairs S, node):

if |S|< nmin then
Store mean displacement (dx,dy) and standard deviations: σx,σy of the
examples reached this leaf.

return
end
Choose a random subset of the features
Choose feature f and threshold t for which the split entropy is minimum
and store in node

BuildNode ((S | f > t), LeftChild)
BuildNode((S | f ≤ t), RightChild)

End Function
Algorithm 1: Training RF Regressor Fj to predict the displacement to point x j.

To search a new image for point x j the regressor Fj scans the region around the cur-

rent estimate of the point position and each tree in the forest votes for the point po-

sition. Different voting styles were explored in [74] and the most accurate and cost

efficient style was found to be a single vote per tree (w = 1) at the mean displace-

ment although weighted voting (w = 1√
σxσy

) was reported to perform equally well.
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The votes from different trees are accumulated in a response image Vj() where the

most likely position of the feature point x j has the highest number of votes (or lowest

cost in a cost image C j(x,y) = −Vj(x,y)). Algorithm 2 demonstrates the process of

constructing the response image Vj for point x j.

Data: Region of interest ROI around the current estimate of x j;

RF Regressor Fj

Result: Response Image Vj

Set Response Image Vj to zeros;

for Each x in ROI do

for Each y in ROI do

Extract Haar features f for the patch centered on (x,y);

for Each Tree in Regressor Fj do

(dx,dy, w) = Tree(f) ;

Vj(x+dx,y+dy) = Vj(x+dx,y+dy)+ w.

end

end

end
Algorithm 2: RF Regressor Fj constructing response image Vj for point x j.

In the RFCLM framework, the response images {Vj()} of all model points, result-

ing from their associated RF regressors {Fj}, are regularised by the statistical shape

model learned from training data iteratively. This optimization process finds the most

likely (highly-voted) point positions to form a likely shape (see below).
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3.3.2 Random Forest Regression-Voting Constrained Local Model

RFCLM

RFCLM applies Random Forest Regression-Voting (RFRV) in the Constrained Local

Model (CLM) framework. The local search for a point position is done by RFRV

for each feature point separately and all approximate locations are regulated by the

statistical shape model to ensure forming a plausible shape.

Building an RFCLM

Given a set of training images, each annotated with points, we first build a shape

model as described in Section 2.6.1. A reference frame of width fw is defined and

the mean shape is scaled to fit within it. All training images are re-sampled into the

reference frame by applying the inverse of pose parameter θ found from minimizing

the distance (|(Tθ(x̄)− x)|2). Training an RFCLM implies building a Random For-

est Regressor for each model point in the reference frame as previously described in

Section 3.3.1.

Shape Model Matching With RFCLM

Starting from the initial estimates of shape parameters b and object pose θ the region

of interest in a new image is sampled to a reference frame of width fw. In the refer-

ence frame, each local model Fj is used to search the area around its corresponding

feature point x j separately and to generate a response image Vj as explained in Al-

gorithm 2. The search area is within the range of [-dsearch, +dsearch] in x and y. The

problem of finding good candidates for feature points becomes an optimisation prob-

lem of shifting the current point estimates towards the ones having largest votes while
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keeping the resulting shape plausible. The aim is to optimise the cost function:

Q(b,θ) =
n

∑
j=1

Vj(Tθ(x̄ j +P jb))

sub ject to shape constraints bT S−1
b b < Mt

(3.2)

One search iteration is shown in Algorithm 3. The quality of fit QoF is defined as the

mean displacement to the best individual point estimates from the current estimates:

QoF(x) =
1
n

n

∑
j=1
|Fj(x j)| (3.3)
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Data: I,b,θ,model,{Fj}

Result: x, cost

Function SearchIteration(I,b,θ,model,{Fj}):

foreach landmark j do

S← sampleSearchAreaOfLandmark(I, j)

V j ←getResponseImage(S,Fj)

end

V←
⋃n

j=1 V j

x← fitModelToResponseImages(V,model)

cost ← QoF(x)

update the points in the image frame as:

x← T−1
θ

(x)

return x,cost;

End Function

Function fitModelToResponseImages(V,model):

radius← dsearch

while radius > rmin do

Pick the best points within radius

Estimate the shape b and pose θre f for the selected points.

if bT S−1
b b > Mt then

move b to the nearest valid point in the ellipsoid

end

update the points in the reference frame as:

x← Tθre f (x̄+Pb)

reduce radius

end

return x

End Function
Algorithm 3: RFCLM algorithm matching Shape Model model to a new image I

starting from initial shape b and pose θ using local models {Fj}.
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3.3.3 The Fully-Automated Wrist Segmentation System

After describing the two main techniques (i.e. RFRV and RFCLM) at the core of the

fully-automated segmentation system used in our project, we describe the system and

its two components: global search (detection) and local search (segmentation).

Global Search

The global search finds the approximate global pose parameters of the wrist (i.e. po-

sition, scale and orientation) using a Random Forest regression-voting technique

(described in Section 3.3.1). During training two anatomical landmarks are used to

define the horizontal axis of the reference frame (bounding box) so that their posi-

tions are fixed within the reference frame and will be used to approximate the frame

pose (i.e. position, scale, orientation). For each training image, a number of training

patches are cropped at a number of random displacements {di} (in scale, position,

and angle) from the center of bounding box. A displacement gives the difference

in x and y in the reference frame coordinate system. A random forest regressor RF

is trained on the pairs {(fi, di)} where fi are the Haar features of the patch with dis-

placement di . When searching a new image, the image is scanned in a sliding win-

dow approach by the RF to cast votes {(dx,dy, w)} at each position and to construct

a response image. The scanning is repeated at a set of angles and scales. A response

image is constructed for every angle-scale combination. The maxima of all response

images (each response image associated with a different angle-scale combination)

are ordered according to their votes and the highest is picked resulting in the most

likely center, scale and orientation of the bounding box. From this the approximate

positions of the two landmarks are calculated.



CHAPTER 3. DATA AND METHODS 68

Local Search

The bounding box estimated by the global searcher is used to initialise the local

searcher to segment the contours. A local searcher is a sequence of RFCLM mod-

els of increasing resolution. Bones are usually modeled together at first stages of a

local search and then a separate RFCLM-based sequence of models for each bone can

used to refine the search even further.

The sections below cover the methods used to extract shape and texture information

guided by the annotation found by the fully-automated segmentation system. This

information is used to train classifiers to detect fractures.

3.4 Feature Extraction

Feature extraction is the process of combining a set of features in order to come up

with a new set of features in a lower dimensional space. Predictive models built us-

ing the high-dimensional feature space tend to overfit the data which results in poor

model interpretability, and can be computationally expensive. For feature extraction,

once the object annotation across the dataset is available (either manually or automat-

ically), statistical shape models (SSM) [25] and statistical appearance models (SAM)

[26] can be constructed and used to study the shape and texture of the object. These

two techniques have been widely used to improve diagnosis and treatment of muscu-

loskeletal disorders, such as osteoporosis [20, 47] and osteoarthritis [19, 51, 80, 120],

and are thus suitable for the task of detecting wrist fractures as musculoskeletal dis-

eases and fractures both involve disruption in intensity patterns and bone shape.

The parameters derived from these models are intended to be informative and non-

redundant (i.e. as they are built using PCA which is a popular feature-extracting /

dimensionality-reduction technique). This section describes three types of SSM- and
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SAM-based features used in the project:

3.4.1 Shape Features

Statistical shape models describe the geometry of an object with limited number of

parameters b (see Equation 2.2) and eliminate the need to carry out geometric mea-

surements. Clinically, wrist deformities are quantified by predefined measurements

such as lengths and angles (see Section 2.3.2). Shape features implicitly capture these

measurements and therefore can be useful in detecting fractures.

3.4.2 Texture Features

Texture of an object is its intensity appearance. The variations of a bone’s texture

across a population may be due to the anatomical variation between individuals,

different image acquisition protocols/machines, disease progression, or fractures.

In order to compare the textures of two instances of the same object, sampling tex-

ture needs to be done at the same scale, orientation and location (i.e. in a shape-

normalised frame). This problem is solved by warping the objects’ textures to the

mean shape first (using a triangulation algorithm). Similar to shape models, statisti-

cal texture models [26] are built by applying PCA to vectors of normalised intensity

(g) sampled from the regions defined by the points of the mean shape in a reference

frame of width fw. The linear texture model has the form:

g = ḡ+Pgbg (3.4)

where ḡ is the mean normalised grey-level texture vector, Pg is a set of orthogonal

modes of variation and bg is a set of grey-level texture parameters.
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3.4.3 Appearance Features

Because shape and texture variations are often correlated, learning this correlation

leads to more compact models. Cootes et al. [26] applied PCA to the concatenation

of the shape parameters b and texture parameters bg to extract modes of variation of

both shape and texture Pc . The concatenation is performed in a weighted form to

compensate for the difference in units:

ba =

Wb

bg

 (3.5)

where W is a diagonal matrix of weights for each shape parameters. W is chosen to

balance the total variance in shape and texture:

W = (
TotalVar(texture)
TotalVar(shape)

)
1
2 I (3.6)

where I is an identity matrix. Applying PCA on the concatenated vectors giving the

model:

ba = Pcc (3.7)

where Pc are the eignvectors and c is the resulting appearance vector.

Shape parameters b (in equation 2.2), texture parameters bg (in equation 3.4), and ap-

pearance parameters c (in equation 3.7) were used in the project as features on which

classifiers are trained to distinguish between normal and fractured bones.
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3.5 Feature Learning

Engineering features is time-consuming, needs an expert knowledge, and might not

generalize well. Instead of manually designing features such as those described in

the previous section, features can be learned using Convolutional Neural Networks

(CNNs) in a supervised manner. CNNs are trained at a specific task (using the fea-

tures) while learning the features themselves. CNNs will be described in detail in

Section 3.6.1.

3.6 Classification

A classifier is a supervised machine-learning algorithm that determines the class of

an input element given a set of features based on a knowledge acquired from a train-

ing set whose elements have known classes. In this project we used Convolutional

Neural Networks (CNNs) and Random Forest classifiers (RFs) to separate the data

into discrete classes (Normal/Fractured) in cross-validation experiments with the area

under Receiver Operating Characteristic as an evaluation metric.

3.6.1 Convolutional Neural Networks (CNNs)

Convolutional Neural Networks (CNNs) [70] are a class of deep feed-forward arti-

ficial neural networks for processing data that has a known grid-like topology. They

emerged from the study of the brain’s visual cortex and benefited from the recent in-

crease in the computational power and the amount of available training data.

A typical CNN (as in Figure 3.3) stacks a few convolutional layers, then followed

by a subsampling layer (Pooling layer), then another few convolutional layers, then

another pooling layer, and so on. At the top of the stack fully-connected layers are

added outputing a prediction (e.g. estimated class probabilities). This layer-wise
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fashion allows CNNs to combine low-level features to form higher-level features (see

Figure 3.4), learning features and eliminating the need for hand crafted feature ex-

tractors. In addition, the learned features are translation invariant, incorporating the

2D spatial structure of images which contributed to CNNs achieving state-of-the-art

results in image-related tasks.

Figure 3.3: A CNN-based classifier applied to a single-channel input image. Every
convolutional layer (Conv) transforms its input to a 3D output volume of neuron ac-
tivations. The pooling layer (Pool) downsamples the volume spatially, independently
in each feature map of its input volume. At the end, fully connected layers (FC) out-
put a prediction.

A convolutional layer has k filters (or kernels) of size r× r× c (receptive field size)

where r is smaller than the input width/height, and c is the same as the input depth.

Every filter convolves with the input volume in sliding-window fashion to produce

feature maps (see Figure 3.4). Each convolution operation is followed by a nonlinear

activation. Typically ReLU (Rectified Linear Unit), which sets any negative values

to zero. A feature map can be subsampled by taking the mean or maximum value

over p× p contiguous regions to produce translation invariant features (Pooling). The

value of p usually ranges between 2-5 depending on how large the input is. This re-

duction in spatial size also leads to fewer parameters, less computation, and controls

overfitting.
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The local connections, tied weights, and pooling result in CNNs having fewer train-

able parameters than fully connected networks with the same number of hidden units.

The parameters are learned by back propagation with gradient-based optimization to

reduce a cost function.

Figure 3.4: In CNN: k neurons receive input from only a restricted subarea (receptive
field) of the previous layer output. Convolving the filters with the whole input volume
produces k feature maps.

3.6.2 Random Forest (RF) Classifiers

Section 3.3.1 showed how random forests [14] are used as regressors to predict real-

valued variables (displacements). We also used random forests as a classifier to pre-

dict a class label x ∈ {normal, f ractured}. The RF classifier was trained on the fea-

tures described in Section 3.4. The training algorithm is the same as in Algorithm 1

where random decision trees trained with bagging on bootstraps of training pairs of

feature vectors and labels T= {(fi, labeli)} and with split entropy defined as:

H(X) =−∑
x∈X

p(x)logp(x) (3.8)
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So the entropy before splitting is:

H(X) =−
N f ractured

N
log(

N f ractured

N
)− Nnormal

N
log(

Nnormal

N
) (3.9)

where N denotes the total number of examples at the node (N = Nnormal +N f ractured),

and the average entropy after splitting on feature f with threshold t is defined as:

H(X | f ) = NR

N
×H(X | f > t)+

NL

N
×H(X | f ≤ t) (3.10)

Where NR and NL denote the number of samples landed on the right and left branches

of the split respectively. The information gained by branching on feature f is:

IG(X , f ) = H(X)−H(X | f ) (3.11)

The feature that maximises IG ( i.e. minimizing average entropy after split) is se-

lected. The splitting continues until reaching maximum tree depth or a minimum

number of examples per node. Each tree leaf stores the class distribution of all the

training examples which landed at that leaf node. During testing, the decisions from

different trees are combined by averaging their probabilistic prediction.

3.6.3 Receiver Operating Characteristic (ROC) Curve

The Receiver Operating Characteristic (ROC) curve [38] is a two-dimensional sum-

mary of classifier performance where the true positive rate T PR (Sensitivity) is plot-

ted against the false positive rate FPR (1-Specificity) while a threshold on the clas-

sifier output is varied (see Figure 3.5) resulting in varied numbers of true negatives

(T N), false negatives (FN), false positives (FP), and true positives (T P). Sensitivity

and Specificity are defined as follows:
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Figure 3.5: Red distribution curve is the pdf of of the positive class (fractured wrist)
and the green distribution curve is that of the negative class( normal wrist) with re-
spect to the classifier output. If threshold t decreases the sensitivity increases, the
specificity decreases, and vice versa. ROC curve plots sensitivity/specificity pairs
corresponding to different values of t. T N denotes number of true negatives. Simi-
larly, FN (false negatives), FP (false positives), and T P (true positives).

T PR(Sensitivity) =
T P

T P+FN
(3.12)

Speci f icity =
T N

T N +FP
(3.13)

FPR = (1−Speci f icity) =
FP

T N +FP
(3.14)

Figure 3.6 shows an example of a ROC curve where each point on the curve repre-

sents a sensitivity/specificity pair corresponding to a particular decision threshold t.

The area under the curve (AUC) is a measure of how well a classifier can distinguish

between two groups (e.g.fractured/normal) and is in the range [0,1]. Random guess-

ing produces a diagonal line between (0,0) and (1,1) with area 0.5.

3.6.4 Cross Validation (CV)

Cross validation [103] was used to measure how well the classifiers (i.e. RFs and

CNNs) classify unseen data. The method shuffles the dataset randomly and divides it

into a K groups (refereed to as folds). Each fold will be held out once and treated as
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Figure 3.6: A Receiver Operating Characteristic (ROC) Curve.

a test set while a classifier is being trained on the remaining folds. K different clas-

sifiers will be trained and tested in K-Fold CV experiments. The project used 5-fold

cross validation to give a mean AUC, standard deviations (stdev).



Chapter 4

Fracture Detection with Extracted

Features

This chapter summarises experiments to evaluate the methods from Chapter 3 on the

tasks: i) Bone segmentation in PA and LAT views for normal and fractured wrists;

ii) Fracture detection from PA view, from LAT view, and from both views combined

with random forest classifiers trained on the extracted features of shape, texture and

appearance. Manual and automated annotations were used to guide the feature ex-

traction process. Results from different feature types, different views, and different

annotation methods (i.e. manual and automated) were compared.

4.1 Data

Experiments were run using images from two local EDs gathered and anonymised

by a clinician (see Table 4.1). The dataset contains 787 pairs of wrist radiographs

(i.e. PA, and LAT) for adult patients, 378 of which are fractured. None of the images

contained any plaster casts or metalware in order to ensure the detection is targeting

77
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signs of fractures and not signs of hardware. Although the dataset is not highly class-

imbalanced (48% fractured vs 52% Normal), we decided to choose the area under

ROC curve as a performance metric for its insensitivity to class distribution.

Table 4.1: Dataset used in this chapter with size (number of adult patients).

Source Normal Fractured Total

ED 1 211 193 404

ED 2 198 185 383

Σ 409 378 787

Referring to the fracture classification described in Section 2.3.1, the dataset contains

291 extra-articular fractures and 87 intra-articular fractures. In terms of displacement,

the dataset contains 110 dorsally displaced fractures, 18 volarly displaced fractures,

and 250 non-displaced fractures.

4.2 Wrist Detection and Segmentation

As explained in Section 3.3.3 the automatic annotation was performed in two steps:

(1) global search to detect the object and (2) local search to segment it. For segment-

ing the object the RFCLM algorithm (see Section 3.3.2) was trained on manually an-

notated images. A series of annotation models were tested during preliminary experi-

ments as explained in Chapter 3. The models varied in the number of points and point

locations until reaching a final set of points for each view. The radius was annotated

with 45 points in the PA view, and 64 points in the LAT view while the ulna was an-

notated with 48 points in the PA view. This manual annotation gave the ground truth

for evaluation. Figure 4.1 shows annotation examples and Figure 4.2 shows the shape

modes of the resulting models. Two points per view were used as the reference points
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to train the object detector (i.e. the global search explained in Section 3.3.3). During

testing these points were used to initialise the mean shape of the local searcher.

PA LAT

Figure 4.1: The annotation (local searcher output points) for each view. Global ini-
tialised points are highlighted red.

(PA.1) (PA.2) (PA.3)

(LAT.1) (LAT.2) (LAT.3)

Figure 4.2: The first three modes of the shape models of the radius. (Mean shape and
± 3 stdev. shapes).
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The local searcher was split into stages as shown in Figure 4.3, with each stage con-

taining an RFCLM model which was initialised using the point positions from the

previous stage. The frame widths were scaled each stage. For the PA view we mod-

eled the ulna and radius together in the first two stages for more stability. Extra pa-

rameters were optimised for each of these stages. These controlled: the search radius

around the points, to set the search region for the Constrained Local Model (CLM)

optimisation; and displacements of the point model in training, to displace the initial

points during RFCLM training.

In order to generate the automatic annotation for the whole dataset, we trained PA

models on radiographs from one ED and applied them to the radiographs from the

other ED and vice versa. For LAT models, we divided the whole dataset into four

subsets, trained models on three, and applied them to the fourth and so on. These four

subsets were needed to successfully learn representative models for the LAT view

because in addition to the changes in shape and texture due to fractures there is the

overlap between the two bones, (i.e. radius and ulna) on the lateral view, which can

take various orientations due to different positioning during acquisition [46] . This is

not the case for PA view as the two bones appear side by side. Figure 4.4 shows some

examples from our LAT dataset. For these reasons (i.e. various relative position of the

ulna and the presence of fracture in the view) we were not able to produce a consis-

tent manual annotation for the ulna in the lateral view when fractures were presented.
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PA view LAT view

Figure 4.3: Illustration of local searchers with the models iterating over various frame
widths (FW) for each view.

Figure 4.4: Different Relative Radius-Ulna Positions Appearing in Lateral Radio-
graphs.
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The error measure we chose is the point-to-curve Euclidean distance error (see Figure

4.5). This error was chosen over point-to-point error to deal with the aperture prob-

lem (i.e. to minimise the penalty of finding the shape outline but not the exact point

positions), and was chosen over curve-to-curve error to reduce computation time over

comparing points along each curve between the manual and automated points.

Figure 4.5: The point-to-curve error Ei is the distance highlighted red between the
automated point Pi and the closest part of the curve between the manually-annotated
points (drawn in green).

In order to provide invariance to image scaling the accuracy of the segmentation was

calculated as the percentage of mean point-to-curve distance relative to a reference

width. Results are presented in Table 4.2. The reference width of a view is the dis-

tance between the two reference points for that view (see Figure 4.6), the results are

also presented as cumulative density functions (CDFs) for each class in Figure 4.6.

Table 4.2: The mean point-to-curve distance as a percentage of the reference length
(radius width in the view).

View Class Mean Median 90% 95%

PA Normal 0.46 0.27 0.98 1.27

PA Fractured 0.43 0.31 1.15 1.42

PA Both 0.45 0.29 1.05 1.36

LAT Normal 1.99 1.44 3.80 4.71

LAT Fractured 3.11 2.24 6.33 8.08

LAT Both 2.53 1.65 5.09 6.85



CHAPTER 4. FRACTURE DETECTION WITH EXTRACTED FEATURES 83

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

 0  1  2  3  4  5  6

P
ro

p
o
ti
o
n
 O

f 
Im

a
g
e
s

Mean point-to-curve error (% radius width)

All
Normal

Fractured
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20

P
ro

p
o
ti
o
n
 O

f 
Im

a
g
e
s

Mean point-to-curve error (% radius width)

All
Normal

Fractured

PA view LAT view

Figure 4.6: The CDF shows the relative distance error of all 787 images. The error is
taken as a percentage of the reference distance (between the two red points).

The results show the ability of the models to successfully segment the targeted struc-

ture even when fractured. Supposing that the reference length is 25mm in PA view

and 20mm for LAT view, the mean error would be less than 0.34 mm for more than

95% of the radiographs in the PA view which is in accordance with that reported in

other similar studies (0.54mm for Knee joint in PA view [113], 0.6mm for proximal

femur in PA view [75]), and less than 1.37mm for 95% of radiographs in the LAT

view. The table also breaks down the results by class and shows that although the

models performed equally well for fractured and normal cases in the PA view, in the

LAT view errors are roughly 50% larger for fractured cases than normal cases. How-

ever overall the system was able to capture a good approximation to both the normal
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and fractured shapes (see Figures 4.7 and 4.8 for examples). This is, to the best of our

knowledge, the only work reporting results on the task of wrist segmentation. Other

works in [73, 79] had segmented the radius before detecting fractures but they did not

report any segmentation results.

Manual Annotation Automated Annotation

Figure 4.7: Annotation examples of normal wrists. Each row belongs to one patient.
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Manual Annotation Automated Annotation

a

b

c

d

e

f

Figure 4.8: Annotation examples of fractured wrists. Each row belongs to one patient
with a (a,b) non-displaced fracture, (c) extra-articular volarly displaced fracture, (d)
intra-articular volarly displaced fracture, (e) intra-articular dorsally displaced frac-
ture, (f) extra-articular dorsally displaced fracture.
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The next section covers classification experiments given localization using this method.

The relevant shape, texture, appearance features were extracted as described in Sec-

tion 3.4.

4.3 Fracture Detection

For each view we performed 5-fold cross validation experiments with Random Forest

classifiers on: (i) shape parameters only, (ii) texture parameters only, (iii) appearance

parameters, and (iv) the combination of shape and texture parameters by concatena-

tion and averaging. Figure 4.9 summarises the various algorithmic choices that were

evaluated. During the training phase, shape, texture, and appearance models were

built with the training images and their manual annotations. The number of modes

of variation was constrained to model 99% of the variance of the training data (see

equation 2.3). The resultant features were used to train random forest classifiers. The

RF parameters (the number of trees ntree, the maximum depth of each tree Dmax, and

the minimum number of training samples nmin allowed at a split node, ) were opti-

mised using the train/test data (i.e. no separate validation data) leading to ntree= 100,

Dmax= 30, nmin =1. During testing, feature extracting models (i.e. shape, texture, and

appearance) were fitted to the manual and automated annotations of the query image,

and the resultant features were passed to the corresponding RF classifier. The results

are presented in terms of the mean AUC and standard deviation (stdev) over the five

folds. Below we present and discuss the classification results for each view.
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Figure 4.9: Flowchart summarising the process carried out in the cross validation
expirements. All models were trained on the manual annotations of the training folds
and tested with the manual and automated annotation of the test fold.

4.3.1 Classification From PA View

The results obtained from the PA view are shown in Table 4.3 and Figure 4.10. Tex-

ture features alone performed better than shape features and were more robust to

contour inaccuracies of automated annotation, with no significant difference in per-

formance compared to manual annotation mode. This was not the case for the shape

features as the difference in performance between the two modes are significant de-

spite the high segmentation accuracy reported in Section 4.2. Concatenating (CON)

the two vectors of shape features and texture features and training a random forest on

the resulting vector did not show any difference in the performance with averaging

(AVG) the decisions from two random forests (one trained on shape features and an-

other on texture features). The methods of combining shape and texture in the form

of concatenation (CON) or averaging (AVG) did not add any new information to that

provided by texture features alone although combining with a further PCA (i.e. ap-

pearance features) deteriorated the performance.
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Feature Type Manual Automated

Shape 0.85±0.03 0.82± 0.02

Texture 0.90±0.02 0.89±0.01

Appearance 0.88± 0.03 0.86±0.03

Shape & Texture CON 0.90±0.02 0.89±0.01

Shape & Texture AVG 0.90±0.02 0.89±0.01

Table 4.3: The area under ROC curve (AUC±stdev) for classification based on PA
view.

(a) Manual (b) Automated

Figure 4.10: ROC curves for fracture detection (FD) from PA view for images when
paired with their: (a) manual annotation, (b) automated annotation.

4.3.2 Classification From LAT View

Table 4.4 and Figure 4.11 show the classification results for the LAT view. Signifi-

cant performance differences between the manual and automated modes are apparent

which can be put down to the lower segmentation accuracy compared to that of PA

view. Interestingly, classifying using the shape alone gives significantly better perfor-

mance than that of the PA view shape. This might suggest that the shape in LAT view
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is more informative than that of PA view although it was harder to segment as accu-

rately (four folds for LAT view as opposed to 2 folds for PA view for segmentation

experiments in Section 4.2). The difference in performance for shape between man-

ual and automatic results suggests that classification performance can be improved

by improving the accuracy of the point search (perhaps by increasing the size of the

training set). Combining shape with texture, compared to shape alone, made a sig-

nificant improvement in the automated mode but no significant improvement in man-

ual mode. This could be because the two automated models (i.e. one for shape and

the other for texture) make different mistakes while in the manual mode they tend to

agree more. In general, there was no evidence for improved performance in the au-

tomated system when combining shape and texture either by PCA (i.e. appearance),

concatenating, or averaging, as opposed to texture.

Feature Type Manual Automated

Shape 0.92±0.03 0.84±0.02

Texture 0.90 ± 0.02 0.87±0.03

Appearance 0.93±0.03 0.88±0.02

Shape & Texture concatenated 0.93± 0.03 0.88±0.02

Shape & Texture averaged 0.93± 0.02 0.88±0.02

Table 4.4: The area under ROC curve (AUC±stdev) for classification based on LAT
view.
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(a) Manual (b) Automated

Figure 4.11: ROC curves for fracture detection (FD) from LAT view for images when
paired with their: (a) manual annotation, (b) automated annotation.

4.3.3 Classification From Both Views

Table 4.5 and Figure 4.12 show the classification results for combining two views

by concatenating feature vectors (CON) and by averaging decisions from different

classifiers (AVG). Combining information from both views resulted in the best clas-

sification performance in both manual and automated modes compared to results for

each view separately. Averaging decisions from different RFs performed better than

concatenating feature vectors and training one RF. This could be seen as an ensemble

of random forests, each RF was trained on different set of variables leading to more

robustness. Combining all shape and texture features from both views resulted in the

best classification results (see Figure 4.13) achieving an AUC of 0.95 and of 0.92

for manual and automated modes, respectively. Interestingly, no improvements were

achieved when combining shape and texture for PA view alone (see Table 4.3) or for

LAT view alone (see Table 4.4) by averaging the decisions from two RFs compared

to concatenating the two feature vectors. This could be because in both cases (PA and

LAT) there was one classifier (either shape or texture) that performed significantly
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better than the other for the same view and the averaging would be still dominated by

the stronger classifier. Averaging decisions across different views could be more able

to lessen this tendency.

Feature Type Manual Auto

Shape CON 0.92±0.02 0.87±0.01

Shape AVG 0.93±0.02 0.88±0.01

Texture CON 0.91±0.01 0.90±0.02

Texture AVG 0.93±0.01 0.91±0.01

Appearance CON 0.93±0.03 0.90±0.02

Appearance AVG 0.94±0.02 0.91±0.02

Shape & Texture CON 0.93±0.03 0.90±0.02

Shape & Texture AVG 0.95±0.02 0.92±0.01

Table 4.5: AUC for classification based on features from both views. The view com-
bining was performed either by concatenating feature vectors (CON) or by averaging
decisions from different classifiers (AVG).
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(a) Manual and CON (b) Automated and CON

(c) Manual and AVG (d) Automated and AVG

Figure 4.12: ROC curves for fracture detection from combining the two views for
images when paired with their: (a) manual annotation, (b) automated annotation. The
view combining was performed either by concatenating feature vectors (CON) or by
averaging decisions from different classifiers (AVG).
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(a) Features Concatenated (CON) (b) Decisions Averaged (AVG)

Figure 4.13: The ROC curves corresponding to classification based on combining
shape and texture features from both PA and LAT views for manual annotation, and
automatic annotation. In case of CON: four vectors of features concatenated (CON)
and one RF trained while AVG means decisions averaged from four RFs, each trained
on one vector of features.

4.4 Conclusion

This chapter presented a system that automatically locates the outline of the radius in

both posteroanterior and lateral radiographs and extracts features by SSM and APM.

These features capture statistically significant shape, and texture information from the

images, which are not all related to fractures. Thus our choice of random forests as

a classifier was driven by the need for further extraction of the informative features

for fracture detection. RFs perform this selection in different feature subspaces at

each node split. Our results showed good classification performances suggesting the

suitability of both the extracted features and random forests to the task of fracture de-

tection. A similar approach (combining RF classifiers with features extracted by SSM

and APM) has been applied to classify osteoporotic vertebral fractures by Bromiley

et al. [16] in X-rays and CT image volumes and showed significant improvements in
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diagnostic accuracy.

We found that combining decisions from both views by averaging the outputs of all

four RF classifiers achieved the best performance with AUC of 0.95 and of 0.92 for

manual and automated modes respectively. All prior work on automated feature ex-

traction for detecting wrist fractures that we are aware of [73, 79] used only the PA

view. We showed for the first time that fractures can be better identified in the lat-

eral view, and that combining information from both views leads to an overall im-

provement in performance. [73, 79] used active shape models [25] and active ap-

pearance models [26] to locate the approximate contour of the radius. They extracted

various texture features (Gabor, Markov Random Field, and gradient intensity) and

used Support Vector Machines (SVMs). They achieved encouraging performance

(accuracy≈sensitivity≈96%) but were working on a rather small dataset with only 23

fractured examples in their test set.

In the next chapter, on the same task of fracture detection we explored the use of con-

volutional neural networks and learned features.



Chapter 5

A Deep Learning-Based Approach

This chapter presents a novel approach for automatically detecting wrist fractures

from plain PA and LAT X-rays. A CNN is trained per view from scratch on radio-

graphic patches cropped around the target bone after automatic segmentation and

registration. The decisions from both views are combined by averaging.

Encouraged by the results we explored the use of the same technique on another

problem: Automatic knee OA diagnosis from plain PA X-rays. The chapter is split

into two main sections, one for each problem.

5.1 Automatic Wrist Fracture Detection

5.1.1 Data and Automatic Annotation

A wrist dataset containing 1010 pairs of wrist radiographs (PA, and LAT) for 1010

adult patients, 505 of whom had fractures (see Table 5.1). Images for 787 patients

(378 of whom had fractures) were gathered from two local EDs while the rest were

gathered from the MURA dataset [94] with fractures as abnormality. None of the

95
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images contain any plaster casts or metalwork in order to ensure the detection is tar-

geting signs of fractures not signs of hardware. In Chapter 4, the systems used for

automatically annotating radiographs from EDs 1 and 2 were described and evalu-

ated. Radiographs from the MURA dataset were automatically annotated by running

the models previously built from ED datasets. All experiments were based on au-

tomatic annotations since no manual annotations were available for MURA radio-

graphs. MURA automatic annotation was visually inspected to ensure quality. The

goal was to use the point annotation to crop a patch containing the object.

Table 5.1: Different sources of wrist radiographs with their sizes (number of adult
patients).

Source Normal Fractured Total
ED 1 211 193 404
ED 2 198 185 383

MURA 96 127 223
Σ 505 505 1010

5.1.2 Methods

Because most parts of a radiograph are either background or irrelavent to the task,

we chose to train CNNs on cropped patches rather than raw images. The automatic

annotation of radiographs gives information on the position, orientation and scale of

the distal radius accurately (see results in Chapter 4). This is used to transfer the bone

to a standardized coordinate frame before cropping a patch of size (ni× ni pixels)

containing the bone. We used the resulting patches to train and test a CNN. The steps

of the automated system are shown in Figure 5.1. Chapter 4 covered the automated

segmentation so below we only describe the system stages of cropping registered

patches and training CNNs.
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Figure 5.1: Fully automated system for detecting wrist fractures.

Patch Preparation

Given the automatic annotations Algorithm 4 produces registered patches. Figure 5.2

shows examples of radiographs and extracted patches.

Data: mean shape x̄, frame height fh, border b, pairs of images and
annotations = {(I,x)}

Result: Registered Patches {(P)}, each of size ( fh +2∗b) x ( fh +2∗b);
Calculate box height: the height of the bounding box containing x̄;
Set up the mean shape in reference frame x̄re f = sx̄ where (s = fh

box height );
Compute the bounding box containing the mean shape [xmin, xmax] [ymin,
ymax];

Translate points by (b− xmin,b− ymin) so that the expanded bounding box
becomes [0, 2∗b+ xmax− xmin] [0, 2∗b+ ymax− ymin] ;

for Each image I with its annotation x do
Compute θ so that |Tθ(x̄re f )−x| is minimal;
for i, j in [0,2∗b+ fh)[0,2∗b+ fh) do

P(i, j) = I(Tθ(i, j))
end
Save P;

end
Algorithm 4: Cropping registered patches.



CHAPTER 5. A DEEP LEARNING-BASED APPROACH 98

(a) (b) (c) (d)

Figure 5.2: Example of pairs of radiographs for four subjects with (a) a normal ra-
dius, (b-d) fracture radiuses. The first and third rows show the PA and LAT views
respectively. The corresponding cropped patches appear below each view.
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Network Architecture

We trained a CNN for each view. The two CNNs were a classical stack of CP layers

(CP refers to one ReLU-activated Convolutional layer followed by a Pooling layer)

with two consecutive fully-connected (FC) layers. No padding was used. Weights

were initialised with the Xavier uniform kernel initializer [45] and biases initialised

to zeros. The loss function was binary cross entropy optimised with Adam [67] (de-

fault parameter values used). Architecture details are summarised in Table 5.2. In our

experiments we gradually increased the number of CP layers and chose the network

with best performance. Figure 5.3 shows an example network with three CP layers

followed by two fully-connected (FC) layers. Models were developed using Tensor-

flow 1.0.

Figure 5.3: An example network with an architecture of CP1-CP2-CP3-FC1-D-FC2.
This network performed the best with LAT view patches of size 151x151.
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Layer Type Maps Size Kernel Size Stride Activation

In Input 1 121x121 - - -

CP1 Convolution 32 119x119 3x3 1 ReLU

Max Pooling 2D 32 59x59 2x2 2 -

CP2 Convolution 32 57x57 3x3 1 ReLU

Max Pooling 2D 32 28x28 2x2 2 -

CP3 Convolution 64 26x26 3x3 1 ReLU

Max Pooling 2D 64 13x13 2x2 2 -

CP4 Convolution 64 11x11 3x3 1 ReLU

Max Pooling 2D 64 5x5 2x2 2 -

CP5 Convolution 64 3x3 3x3 1 ReLU

Max Pooling 2D 64 1x1 2x2 2 -

FC1 Fully Connected - 64 - - ReLU

D Dropout (rate=0.5) - - - - -

FC2 Fully Connected - 1 - - Sigmoid

Table 5.2: The overall architecture detailed with maps’ sizes corresponding to an in-
put wrist patch of size 121x121. Same architecture also used with 151x151. In our
experiments we gradually increased the number of CP layers and chose the one with
best performance.

We aimed at an input patch size that is big enough to capture the trabeculae struc-

ture but not adding upsampling noise. The images in MURA have heights no longer

than 512 pixels. Thus the area of interest around the radius is about 100 pixels high

in most images. We tried patches of size: 121x121, and 151x151 corresponding to

Algorithm 4’s parameters: fh=111, b= 5 and 20, respectively.
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(a) 121x121 (b) 151x151

Figure 5.4: Wrist patches of different sizes.

5.1.3 Experiments

We carried out 5-fold cross validation experiments. During each fold about 802 ra-

diographs were used as training set, 102 as validation set, and 102 as testing set. The

validation and testing sets were then swapped so that all the data were tested exactly

once. Every time a network was trained from scratch for 20 epochs with batch size

= 32 and the model with the lowest validation loss was selected. Patches were trans-

formed from [0; 255] range to [0; 1] range to avoid possible optimization issues. Fig-

ure 5.5 shows an example of learning curves. Training data is randomly shuffled at

the start of each epoch to produce different batches each time. Having trained the two
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CNNs, one for each view, their outputs are combined by averaging (see Figure 5.6).

Figure 5.5: Example of learning curves for a model (in the first fold).

Figure 5.6: During testing the outputs for both views are combined by averaging.
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5.1.4 Results

PA View

The performance of different networks are summarised in Table 5.3. The results

shows that the network NW3 performs significantly better on patch size 121x121

than on 151x151. This could be because in PA view bones appear side by side and

therefore the smaller the border size the less noise the CNNs have to tackle. ROC

curves on validation, and testing sets by network NW3 for patch size 121x121 are

shown in Figure 5.7.

Table 5.3: The performance of different networks on PA view on different patch sizes
in terms of average AUC ± stdev.

Network Architecture PA 121x121 PA 151x151

NW1 CP1-CP2-FC1-D-FC2 0.93±0.02 0.93±0.01

NW2 CP1-CP2-CP3-FC1-D-FC2 0.94±0.02 0.93±0.01

NW3 CP1-CP2-CP3-CP4-FC1-D-FC2 0.95±0.01 0.94±0.01

NW4 CP1-CP2-CP3-CP4-CP5-FC1-D-FC2 0.93±0.02 0.93±0.02

(a) Validation Set (b) Testing Set

Figure 5.7: The best ROC Curves in PA View achieved with architecture NW3 and
patch size 121x121.
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LAT View

The performance of different networks are summarised in Table 5.4. Unlike the PA

results, LAT results show that having larger borders improved the performance sig-

nificantly. That could be because the relative position of ulna with respect to radius

changes a lot due to different acceptable positioning in practice, and a wider border

allows containing the whole wrist area. ROC curves on validation, and testing sets by

network NW2 for patch size 151x151 are shown in Figure 5.8.

Table 5.4: The performance of different networks on LAT view on different patch
sizes in terms of average AUC ± stdev.

Network Architecture LAT 121x121 LAT 151x151

NW1 CP1-CP2-FC1-D-FC2 0.91±0.02 0.92±0.02

NW2 CP1-CP2-CP3-FC1-D-FC2 0.91±0.02 0.93±0.02

NW3 CP1-CP2-CP3-CP4-FC1-D-FC2 0.91±0.02 0.92±0.02

NW4 CP1-CP2-CP3-CP4-CP5-FC1-D-FC2 0.90±0.03 0.90±0.02

(a) Validation Set (b) Testing Set

Figure 5.8: The best ROC Curves in LAT View achieved with architecture NW2 and
patch size 151x151.
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Both Views

Combining the predictions from the best PA model (NW3 on 121x121 with AUC=95%)

with the best LAT model (NW2 on 151x151 with AUC=93%) by averaging for each

fold resulted in AUC=96%. ROC curves on validation, and testing sets are shown in

Figure 5.9.

(a) Validation Set (b) Testing Set

Figure 5.9: ROC Curves in combined-view experiments.

5.1.5 Discussion

We presented a system for automatic wrist fracture detection from plain PA and LAT

X-rays. The CNN is trained from scratch on radiographic patches cropped around

the joint after automatic segmentation and registration. This directed preprocessing

ensures meaningful learning from only the targeted region in scale which in turn

reduces the noise a CNN is exposed to compared to when trained on full images

containing parts that are not relevant to the task. Radiographs, unlike photos, have

predictable contents that allow model-based techniques to work well and therefore

they can provide CNNs with an input that dispense with the need to: (1) perform

any data augmentation and (2) unnecessarily complicate the deep architecture and

its learning process. Our work was the first to train CNNs from scratch on the task
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of detecting wrist fractures and to combine the two views for a decision. The exper-

iments showed that combining the results from both views leads to an improvement

in overall classification performance, with an AUC of 96% compared to 95% for PA

view and 93% for LAT view. The only prior work on the same problem was that of

Kim et al. [66]. They used features originally learned to classify non-radiological

images [96] by re-training the top layer of Inception v3 network on the task of de-

tecting fractures in LAT views only. An initial set of 1,389 lateral wrist radiographs

(695 fracture and 694 no fracture) were used for training after applying an eightfold

data augmentation technique to get 11,112 images. They reported an AUC of 95.4%

on previously unused data set of 100 lateral wrist radiographs (half of which con-

tained fractures). However, their training and testing datasets did not contain images

for which the lateral projection was inconclusive for the presence or absence of frac-

ture. Unlike their work we have not excluded images on such criteria, which would

bias the results favorably but contradict the goal of developing such systems (finding

easily missed fractures). Compared to our network, which takes a registered patches

of size 151x151 containing the targeted bone, they re-scaled the radiographs to fit the

input size of Inception network, packing task-irrelevant details which resulted in an

unnecessarily complex model.

For the sake of comparison with our previous technique from Chapter 4, we repeated

all experiments on the dataset used in this chapter (see Table 5.1) with the same fold

divisions and found an AUC of 93% from two views combined, 89% and 91% for PA

view, and LAT view respectively (See Table 5.5 and Figure 5.10). The CNN-based

techniques clearly outperforms the RF-based. Unlike CNNs, training random for-

est does not need a validation set, so the number of folds were 5 for RF experiments

compared to 10 folds (5 with swapping validation and testing sets) for CNNs. This

difference is not expected to affect the comparison.
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Table 5.5: Comparison between CNN-based and RF-based techniques on the same
dataset in terms of AUC ± stdev.

Method PA view LAT view Both Views

CNNs 0.95±0.01 0.93±0.02 0.96±0.01

RFs on shape and texture params 0.89±0.02 0.91±0.02 0.92±0.02

CON (concatenated as per Chapter 4)

RFs on shape and texture params 0.89±0.01 0.91±0.02 0.93±0.01

AVG (averaged as per Chapter 4)

a) PA view b) LAT view

c) Both views

Figure 5.10: Comparison between ROC Curves for CNN-based and RF-based tech-
niques on: a) PA view, b) LAT view, and c) both views combined for the same dataset
in terms of AUC ± stdev.
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5.2 Automatic Osteoarthritis Diagnosis From Knee

PA Radiographs

Osteoarthritis (OA) is a degenerative disease in which bones and surrounding soft

tissue of the affected joint deteriorate. The disease is associated with pain, disability

and substantial care costs each year [22]. Experienced clinicians currently perform

the clinical OA severity grading of X-ray images by looking for characteristic fea-

tures of knee OA on plain radiographs. Classification criteria based on categorisation

into distinctive grades is, however, subject to errors of measurement and poor ob-

server agreement. There is an urgent need for automated methods to measure radio-

graphic features and remove, as far as possible, the element of subjectivity in assess-

ment. Although OA has no cure, the development of improved methods for detecting

and analysing OA will improve understanding of disease development and evalua-

tion of new treatments that may slow or prevent progression of the disease. Aiming

at applying our deep-learning-based wrist fracture detection technique to similar

problems, we describe a fully automated system to diagnose knee OA from PA ra-

diographs according to Kellgren-Lawrence (KL) method [64]. We performed experi-

ments on both binary OA classification (OA vs Non-OA) and Multi-class (Kellgren-

Lawrence Grading KL [64]) classification.

5.2.1 Background

Kellgren-Lawrence Osteoarthritis Grading

The most widely used OA grading is the Kellgren-Lawrence (KL) method [64], which

splits disease development into five classes: normal (KL0), doubtful (KL1), minimal

(KL2), moderate (KL3) and severe (KL4). Onset of the disease is usually taken to be



CHAPTER 5. A DEEP LEARNING-BASED APPROACH 109

KL2 and above. KL grading is performed through visual inspection of knee radio-

graphs looking for OA characteristic features which include narrowing of the joint

space, thickening of the joint line (bone sclerosis) and new bone formation at the joint

margin (osteophytes) system. Because the grading is discrete while the OA progress

is continuous, there will be many in-between cases resulting in weaker ground-truth.

Moreover, the reliance on experience and training can make the grading susceptible

to subjective views of the observer leading to high number of inter-rater disagree-

ments (quadratic Kappa 0.56 [48], 0.66 [105], 0.67 [31]) especially when distinguish-

ing between the central grades (KL 1-3).

Previous Work

There are few published methods in the area of automatic OA classification on ra-

diographs. Early work in [102] used template matching to automatically locate and

extract the knee joint. It used a weighted nearest neighbor rule on a hand-crafted fea-

ture vector to classify four KL classes (KL0-KL3). Other works [83, 113, 115] used

RFCLMs to segment knee bones and trained random forest classifiers on shape and

appearance features [26] with different hand-crafted texture features. Apart from all

above-mentioned approaches which used engineered features, there is a body of work

[3, 4, 117] on learning discriminate features by CNNs. Antony et al. [4] detect the

knee joint region by a linear SVM classifier trained on image gradients for positive

and negative examples. Off-the-shelf CNNs were then used in two forms: (1) to ex-

tract features and train a SVM classifier, (2) and to be fine-tuned using classification

loss (cross entropy) and regression loss (mean squared error MSE=1
n ∑

n
i=1(yi− ŷi)

2

). The resulting performance outperformed that of [102] and showed that CNNs fine-

tuned on MSE loss outperform those using classification loss which makes the case

for using continuous MSE as an appropriate classification metric. In a follow-up
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work, Antony et al. [3] used a fully convolutional network-based method to auto-

matically localize the knee joints and a multi-objective CNN trained from scratch to

classify OA. They reported a multi-class accuracy of 61.9% and MSE of 0.66 on test

set of 2200 radiographs.

Tiulpin et al. [117] used a histogram of gradients (HoG) feature descriptor to de-

scribe the knee joint shape and a linear SVM classifier to localize the joint then used

a Siamese deep neural network for OA classification. They tested their approach on

test set of 5960 radiographs and reported AUC=0.93, average multiclass accuracy is

66.71%, and corresponding quadratic Kappa coefficient and MSE value are 0.83 and

0.48 respectively, outperforming all previous works.

5.2.2 Data and Automatic Annotation

We used the PA view of MOST Osteoarthritis (OA) public dataset [39]. The MOST

cohort contains data from 3,026 patients and their six follow-up examinations. The

radiographs were graded according to the semi-quantitative KL scale 5. We treat

KL0,1 as Non-OA (10,602 images, 55.2%), and KL2-4 as OA (8,606 images, 44.8%)

for the purpose of OA detection. The data distribution is shown in Table 5.6.

Grade KL0 KL1 KL2 KL3 KL4

No. of images 7691 2911 3429 3547 1630

Table 5.6: MOST dataset [39] with total of 19,208 PA images.

To automatically segment the knee bones we ran the model built by Thomson et al.

and described in [113]. They used 500 images sampled from OAI dataset [72] to

train a 74-point shape model, global searcher, and the set of increasing resolution

RFCLMs to find the contour of tibia and femur (green points in Figure 5.11).
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(a) (b) (c) (d)

Figure 5.11: Example of PA bilateral Knee radiographs (upper row), and after RFRV
localization and RFCLM segmentation (middle row), with their cropped patches after
registration (lower row) containing left tibia of (a,b) a non-OA class , (c,d) OA class.
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5.2.3 Methods

Patch Preparation

We chose to do registration using tibia model points only to ensure positioning the

tibia in roughly same coordinates across all patches in the new coordinate frame. This

way we help the CNN to incorporate joint mal-alignment and joint space narrowing

associated with OA by fixing position of the tibia top surface. We tried patches of

size: 121x121, and 151x151 (see Figure 5.12) corresponding to Algorithm 4’s param-

eters: fh=111, b= 5 and 20 respectively. The whole process is completely automatic.

We then use the resulting patches to train and test a CNN.

(a) 121x121 (b) 151x151

Figure 5.12: PA knee patches.

Network Architecture

We trained two CNNs: one for binary classification and one for multi-class KL grade

selection. The two networks are a classical stack of CP layers (CP: one ReLU-activated

Convolutional layer followed by a Pooling layer) with two consecutive fully-connected

layers. The output layer differs in the two networks. Architecture details are sum-

marised in Table 5.7. No padding was used. Weights were initialised with Xavier
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uniform kernel initializer [45] and biases initialised to zeros. The loss function was

the binary cross-entropy for binary OA classification. For multi-class OA classifica-

tion we used weighted categorical cross-entropy to overcome class imbalance. The

weight assigned to a class in the weighted loss function is the ratio between the num-

ber of samples of the majority class to number of samples of that class in training set.

Loss functions were optimized with Adam [67] with default parameter values. Mod-

els were developed using Tensorflow 1.0.

Layer Type Maps Map Size Kernel Size Stride Activation

In Input 1 151x151 - - -

CP1 Convolution 32 149x149 3x3 1 ReLU

Max Pooling 2D 32 74x74 2x2 2 -

CP2 Convolution 64 72x72 3x3 1 ReLU

Max Pooling 2D 64 36x36 2x2 2 -

CP3 Convolution 128 34x34 3x3 1 ReLU

Max Pooling 2D 128 17x17 2x2 2 -

CP4 Convolution 256 15x15 3x3 1 ReLU

Max Pooling 2D 256 7x7 2x2 2 -

CP5 Convolution 512 5x5 3x3 1 ReLU

Max Pooling 2D 512 2x2 2x2 2 -

FC1 Fully Connected 1 250 - - ReLU

D Dropout (rate=0.5) - - - - -

FC2 2-class Output Fully Connected - 1 - - Sigmoid

FC2 5-class Output Fully Connected - 5 - - Softmax

Table 5.7: The overall architecture detailed with maps sizes corresponding to an input
knee patch of size 151x151. The same architecture were used with 121x121. Dif-
ferent output layers are used for different OA classification problems (i.e. binary or
multi-class). In our experiments we gradually increased the number of CP layers and
chose the one with the best performance.
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5.2.4 Experiments and Results

We carried out 5-fold cross validation experiments, in which all images belonging

to one patient were kept in the same fold. The fold-out subset was split into equal

sized validation and testing subsets. The training process was repeated after swapping

validation and testing subsets so that the whole dataset was tested. Every time the

network was trained from scratch for 20 epochs with batch size = 32 and the model

with the lowest validation loss was selected. Training data was randomly shuffled at

the start of each epoch to produce different batches each time. The performances of

different networks on the binary classification task are summerised in Table 5.9. Net-

works NW2 and NW3 performed the same. The performance, in general, was better

on patch size 151x151 compared to 121x121. This might be because more joint area

appears in 151x151 (see Figure 5.12 ). Figure 5.13 shows the average performance of

AUC=0.95 (std 0.01) for NW3 on patches of size 151x151 and an example of learn-

ing curves during training a model.

Table 5.8: The performance of different networks on the task of OA vs Non-OA Clas-
sification in terms of average AUC ± stdev for different patch sizes.

Network Architecture 121x121 151x151

NW1 CP1-CP2-FC1-D-FC2 0.90±0.13 0.90±0.13

NW2 CP1-CP2-CP3-FC1-D-FC2 0.94±0.01 0.95±0.01

NW3 CP1-CP2-CP3-CP4-FC1-D-FC2 0.94±0.01 0.95±0.01

NW4 CP1-CP2-CP3-CP4-CP5-FC1-D-FC2 0.92±0.01 0.94±0.01
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(a) (b)

Figure 5.13: OA vs Non-OA Classification. (a) Mean ROC curve with AUC= 0.95
(std 0.01) (b) Example Learning curves during training a model.
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For multi-class classification, we chose the networks NW2 and NW3, for their per-

formance on the binary classification task, to carry on multi-class experiments with

different patch sizes (see results in Table 5.10). The results suggest that there were

no significant differences in the performance of the two networks and both perform

better on 151x151.

Table 5.9: The performance of models NW2 and NW3 on different patch sizes in
terms of average AUC ± stdev and average multi-class accuracy%± stdev.

NW2 NW2 NW3 NW3

121x121 151x151 121x121 151x151

AUC 0.94±0.01 0.95±0.01 0.94±0.01 0.95±0.01

Multi-class Accuracy% 64.8±5.4 66.0±5.0 63.4±6.0 66.8±7.0

To report further on the multi-class task, we chose to select the network NW3 on

patch size 151x151. These settings achieved an average multiclass accuracy of 66.8%

with corresponding quadratic Kappa coefficient of 0.89 and mean squared error (MSE)

of 0.46. Table 5.10 and Figure 5.14 show more performance metrics and average con-

fusion matrix with standard deviations for these settings.

Class precision recall F1 score

KL0 0.81 0.76 0.78

KL1 0.32 0.40 0.36

KL2 0.59 0.55 0.57

KL3 0.80 0.77 0.78

KL4 0.80 0.86 0.83

Mean 0.69 0.68 0.68

Table 5.10: Performance metrics for multi-class classification.
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(a) Mean

(b) Standard Deviations

Figure 5.14: Average confusion matrix and standard deviations for multi-class clas-
sification. Average accuracy is 66.8% with quadratic Kappa coefficient= 0.89 and
MSE= 0.46.
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5.2.5 Discussion

We presented a system for automatic knee OA diagnosis from plain PA X-rays fol-

lowing the same methodology we developed initially for wrist fracture detection. Our

system achieved an average AUC of 0.95±0.01 on the task of OA vs Non-OA Clas-

sification, and multi-class classification accuracy of 66.8% compared to the current

state-of-art (SOA) [117] with AUC of 0.93 and accuracy of 66.7%. We also achieved

a lower MSE (0.46) and higher quadratic Kappa (0.89) compared to MSE=0.48 and

quadratic Kappa=0.83 for SOA. However, we used MOST dataset [39] in cross-

validation experiments whereas the SOA [117] used MOST dataset [39] (18,376

images) for training and OAI dataset [72] for validation (2,957 images) and testing

(5,960 images).

Comparing our results with methods by Antony et al. in [3] for they used a training

set of 5,166 radiographs and testing set of 2,200 radiographs (for each fold we test on

about 2,000 radiographs), both sets were collected from MOST dataset [39] and OAI

dataset [72]. They reported lower performance than ours with a multi-class accu-

racy of 61.9% and MSE of 0.66. Other work in [83] extracted shape and appearance

features from both PA and LAT knee views and trained random forest classifiers on.

They reported a lower performance than ours with an average AUC of 0.85, 0.90, and

0.91 for PA, LAT, and both views combined respectively in 5-fold cross-validation

experiments on a dataset collected from MOST dataset [39] with (4,628 OA images

and 6,805 non-OA images). Table 5.11 summarises the results on the task of OA au-

tomated diagnosis.
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Author Dataset AUC Class accuracy% MSE Quadratic

Kappa

Ours 5-fold CV on 19208 PA radiographs from [39] 0.95 66.8 0.46 0.89

SOA[117] Trained on (18376 PA radiographs) from [39] 0.93 66.7 0.48 0.83

validated on (2957 radiographs) from [72]

Tested on (5960 radiographs) from [72]

[3] Trained on (5166 PA radiographs) from [39] [72] - 61.9 0.66 -

Tested on (2200 radiographs) from [39] [72]

[83] 5-fold CV on 11433 pairs 0.91 - - -

of PA and LAT radiographs from [39]

Table 5.11: Summary of the relevant results on the task of automated OA diagnosis
from knee radiographs.



Chapter 6

Shape-Specific Local Models For

Overlapping Structures

Accurately segmenting the outline of bones in radiographs can be challenging be-

cause structures often overlap, which causes significant variation in local appearance.

The degree of overlap depends on the relative shape and position of the different

bones which can be compactly encoded using a statistical shape model. Many shape

matching techniques (e.g. Active Shape Models, Constrained Local Models) use a

single shape model, together with one local model for each point which assumes that

the appearance around each point is either independent of that around its neighbors or

linearly related. This assumption is broken when two bones are superimposed. In this

case there is a (non-linear) relationship between the local appearance and the overall

shape, which can degrade overall performance of the above-mentioned approaches.

In this chapter we show that using different local models depending on the global

shape leads to significant improvements in accuracy and robustness when segmenting

(i) the radius and ulna in radiographs of the wrist, and (ii) femoral condyles in lateral

knee radiographs. Because of the inability to produce a consistent manual annotation

for the ulna in LAT radiographs when fractures were presented (discussed in Section

4.2) the work in this chapter was only tested on non-fractured wrists.

120
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6.1 Shape-specific local models in RFCLM framework

The patch around a model point can change significantly if there are overlapping

structures. For instance, Figure 6.1 shows some examples of different relative posi-

tions of two bones (the radius and the ulna) in clinical lateral wrist radiographs (see

also Figure 6.5). A local model trained on examples where the ulna is to the left will

not work well on images for which it is to the right, and vice-versa. If all examples

are included in the training set the local models (one per point) will not be able to

deal well with any particular case. We overcome this limitation by building different

sets of local models. Each set corresponds to a certain alignment of the overlapping

structures and contains one local model per feature point.

(a) (b) (c) (d) (e) (f)

Figure 6.1: The variability of radius-ulna positions in lateral wrist radiographs.

6.1.1 Model Building

Figure 6.2 shows the effect of varying the first three parameters (b1, b2, and b3) of a

shape model built for the radius and ulna in lateral wrist view. The first shape mode

b1 explains most of the relative positioning as the ulna moves from right to left. The

third mode b3 shows a vertical displacement of the ulna compared to the radius.

Given a training set of annotated images with n feature points, we first build a sin-
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(a) Mode 1 (±3σ1)

(b) Mode 2 (±3σ2)

(c) Mode 3 (±3σ3)

Figure 6.2: Effect of varying each of the first three shape parameters of lateral wrist
model.

gle global statistical shape model. We then divide the training images into m train-

ing subsets according to the values of shape parameters that most describe the tar-

get alignments (hence “shape-specific”). Within a training subset k we learn a local

model Fj,k for each feature point j. Thus each feature point j will have m different
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RF regressors (i.e. Fj,k where j = 1, ..,n and k = 1, ..,m). The RFCLM fitting algo-

rithm is then modified so that it selects the most appropriate set k of RF regressors

depending on the current shape instance b during fitting. We refer to the new algo-

rtithm as Shape-Specific RFCLM (SSRFCLM) and it will be explained in Section

6.1.4. As an example of building the local models, if the partitioning of three train-

ing subsets was done on the value of the first shape parameter b1 (i.e. m = 3) then we

have three regions (i.e. Rk, k=1,..,3 as in Figure 6.3). During training, a dataset of N

images, L= { I1,...,IN} with its corresponding annotations X= { X1,...,XN} will be split

into three subsets L1, L2, and L3 defined as:

L1 = {Ii|Ii ∈ L,bi,1 ≤ p}

L2 = {Ii|Ii ∈ L, p < bi,1 < q}

L3 = {Ii|Ii ∈ L,bi,1 ≥ q}

(6.1)

where p and q are chosen so that the subsets are roughly equal in size. Each set of

local models will be built from images laying in the same region, for example, the

first set of local models (i.e. {Fl,1}, l = 1, ..,n) are built from images {Ii|Ii ∈ L1}. This

way there will be three different sets of local models. Multi-dimensional shape space

partitioning (i.e. considering more than one shape parameter) could be applied in

case of large datasets containing overlapping structures with a wide range of different

alignments.

6.1.2 Model Initialisation

As explained in Section 3.3.2, the standard RFCLM algorithm needs initial estimates

of shape parameters b and object pose θ to start the search. The initial estimate b is

set to the mean shape (i.e. b = 0) and used with feature point initialisations to esti-

mate the initial pose. Initialisation are passed from an object detector or a previous
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Figure 6.3: Lateral wrist shape space divided into three regions: R1, R2, and R3 de-
pending on the value of the first shape parameter b1. Different sets of local models
are trained from images lying in different regions. The values of p and q are set after
inspecting the distribution of the training dataset.

model (in case of multi-stage model). However, initialisation from the mean does not

always work well for SSRFCLM. Starting from the mean implies the use of regres-

sors built only from examples very similar to the mean. Such regressors will not work

well if the actual shape was away from the mean as that suggests a dramatic change

in point appearance in case of overlapping objects. In other words, if the ulna was to

the left or to right (See Figure 6.1) then local models built only from cases when the

ulna is centered (i.e. mean shape) would not work well. We used a new initialisation

scheme which uses multiple start shapes. We perform the search for each start shape

separately and then select the result with the best quality of fit as explained in the

coming sections. The start shapes are chosen to trigger a different set of local models

at the start of each run. Each set of local models should be triggered by at least one

initialisation. This can be best captured by the use of shape parameters’ standard de-

viations calculated from the training set. So in the case of our example of partitioning
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on the value of b1, we use initialisations b1 = {-2σ1, -1σ1, 0, 1σ1, 2σ1 } where σ1 is

the standard deviation of b1.

6.1.3 Model Comparing

When comparing the results of different searchers/runs we define the Quality Of Fit

(QoF) measure of a searcher as:

QoF(x) =
1
n

n

∑
j=1
|Fj(x j)| (6.2)

where Fj(x j) is the result of applying the RF for point j to a patch centered at x j and

QoF is the mean displacement to the best individual point estimates from the current

estimates. The lower the value of QoF(x) the better the fit the searcher found. In the

case of SSRFCLM where there are different sets of local models, the appropriate set

is chosen according to the value of b1 as

SS QoF(x) =
1
n

n

∑
j=1
|Fj,k(x j)|

s.t. b1 ∈ Rk

(6.3)

6.1.4 Model Matching

The steps for one iteration of the SSRFCLM are given in Figure 6.4. The main devel-

opments over given in [24, 75] are: a) the use of multiple local models (as in [93]),

and b) the use of multiple initialisations. So as in RFCLM, starting from the initial

values of shape parameters b and object pose θ the region of interest is sampled to a

reference frame of width f w. In the reference frame, the local models {Fj,k} are cho-

sen such that current value of b1 ∈ Rk and used to search an area around each feature

point separately. The search area is within the range of [-dsearch, +dsearch] in x and y.
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Data: I,b,θ,model,{Fj,k}

Result: x, cost

Function SearchIteration(I,b,θ,model,{Fj,k}):

k← f indRegionO f (b)

foreach landmark j do

S←sampleSearchAreaOfLandmark(I, j)

V j← getResponseImage(S,Fj,k)

end

V←
⋃n

j=1 V j

x← fitModelToResponseImages(V,model)

cost ← SS QoF(x)

update the points in the image frame as:

x← T−1
θ

(x)

return x,cost;

End Function

Figure 6.4: One SSRFCLM search iteration for image I starting from shape
and pose parameters (b,θ) with aid of statistical shape model (model) and lo-
cal models ({Fj,k}). SSRFCLM’s search iterations are different from those of
RFCLM (see Algorithm 3) although the main iterative nature and the function
f itModelToResponseImages() are the same.

At each iteration a shape model instance is fit to the best points from the resulting

response images and therefore new values for b and θ are found. If new value of b

failed the condition of bT S−1
b b 6 Mt , it will be moved to the closest point on the lim-

iting ellipsoid. The new values of b and θ are used to calculate new estimate of x and

its SS QoF and to initiate a new search iteration. The values of b and θ correspond-

ing to the iteration with the best SS QoF (i.e. lowest cost) will be returned as the re-

sult of the search run. In case of more than one search run for the same model (i.e.
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multiple initialisations discussed early in Section 6.1.2) the run with the best SS QoF

will be chosen.

6.2 Experiments

6.2.1 Data

To assess the performance of our method we carried out experiments on five different

datasets: Two LAT Wrist datasets containing lateral view wrist radiographs, two PA

Wrist datasets containing PosteroAnterior view wrist radiographs, and one LAT Knee

dataset containing lateral view knee radiographs.

The four wrist datasets are from two local EDs gathered and anonymised by a clini-

cian (i.e. one PA dataset and one LAT dataset per ED). All radiographs do not contain

fractures. The LAT Knee dataset is sampled from the OsteoArthritis Initiative (OAI)

[72] dataset. OAI is an observational prospective study of OA, taking participants

across four sites across USA. The study began with 4796 participants, ranging be-

tween the ages of 45-79. Table 6.1 shows the size of each dataset.

Table 6.1: The used datasets’ sizes (number of radiographs).

View Set 1 Set 2 Number Of feature points
LAT Knee 434 - 49
PA Wrist 218 210 93

LAT Wrist 201 208 112

6.2.2 Manual Annotations

Anatomical landmarks and contour points of the targeted bones (see Table 6.1) are

manually annotated in all radiographs. Figures 6.5, 6.6, and 6.7 show different an-

notation examples. Manual annotations are used to train models and also as ground-

truth for testing.
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(a) (b) (c)

Figure 6.5: The 112-point annotation of radius and ulna in wrist LAT view. The two
red points define the reference length used to give the mean error as a percentage of
the LAT wrist width and they are the two anatomical points contained in a box to be
found by a global searcher.

(a) (b) (c)

Figure 6.6: The 93-point annotation of radius and ulna in wrist PA view. The two red
points define the reference length used to give the mean error as a percentage of the
PA wrist width and they are the two anatomical points contained in a box to be found
by a global searcher.

6.2.3 Methodology

For each experiment we compare the accuracy of the automatic annotation found by

our method with that of the original RFCLM in terms of the average point-to-curve

error as a percentage of a reference length. In order to generate the automatic annota-

tion for the LAT knee dataset, we divided it into two subsets, training models on the

first subset and testing them on the second and vice versa. Parameters were optimised
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(a) (b) (c)

(d) (e) (f)

Figure 6.7: Examples of the two condyles in Knee LAT view annotated with 49 fea-
ture points. The two blue points define the reference length used to give the mean
error as a percentage of the knee width. The two red points are the two anatomical
points contained in a box that is found by a global searcher.

for RFCLM models following [75]. We used the same parameters for the correspond-

ing SSRFCLM models. As for a wrist dataset, we do not divide it into subsets but

rather we use the other dataset collected from the other ED and vice versa. To help

the built models start from a reasonable initialisation we use global searchers. Global

searchers provide the same initialisations to all models so that the differences in per-

formance are a result of differences between local searches not between initialisa-

tions. Because of the relatively small size of the datasets we chose the number m of

SSRFCLM subsets to be 3 and assigned the examples of a dataset, during training, to

different subsets according to the value range of the first shape parameter b1. Clearly

the second and the third shape parameters (i.e. b2 and b3) contain some position in-

formation (see Figure 6.2) but because of the limited size of datasets we decided to

only consider b1 in splitting subsets. The initializations (i.e. each corresponding to a

complete run) of SSRFCLM as discussed in Section 6.1.2 are chosen to be done in
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three different schemes:

• 0σ-SSRFCLM: performs only one initialisation as the standard RFCLM does

(i.e. b = 0).

• 1σ-SSRFCLM : performs three different initialisations with b1 = {-σ, 0, σ }

where σ is the standard deviation of b1.

• 2σ-SSRFCLM: performs five different initialisations with b1 = {-2σ, -σ, 0, σ,

2σ } where σ is the standard deviation of b1.

These different initialisations only consider different values for b1 but not the other

elements of b. This is in accordance with our previously-discussed design choice of

assigning training examples to subsets based on the value of b1 only.

Although the original RFCLM is only initialised at the mean (i.e. b = 0) we applied

the same above-mentioned initialisation scheme to result in: 0σ-RFCLM (i.e. original

RFCLM), 1σ-RFCLM, and 2σ-RFCLM. This is to ensure that any performance dif-

ferences would be only due to the algorithmic differences between RFCLM and SS-

RFCLM not due to initialisation differences. We also investigated two-stage models

where the first stage (modeling the two bones together) is either RFCLM, SSRFCLM

or any of their variants followed by a second stage with separate refining models:

one per bone. The aim of this multi-stage modeling is to check whether performance

differences achieved by different single-stage models will persist when extended to

multi-stage. Because SSRFCLM models two bones together it can not be used in the

2nd stage where each bone is refined separately. For this reason, we either use RF-

CLM or a new variant of it we call Switched-RFCLM. Switched-RFCLM is used in

a second stage following a model of two bones together. It contains a switch and a

set of RFCLM models. Depending on the region b1 belongs to which is found by the

1st-stage model the switch selects the refining model that was originally built from

examples belonging to the same region. Figure 6.8(a) shows how separate RFCLM
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models are used in the second stage preceded by either an RFCLM or SSRFCLM

model while figure 6.8(b) shows the suggested Switched-RFCLM composing of three

different RFCLMs per bone, each built from examples within the corresponding re-

gion of b1. During matching the switch forwarded the results of the 1st-stage to the

suitable 2nd-stage model depending on the value of b1.

1st stage
model

(a)

1st stage
model

b
1

(b)

Figure 6.8: Architecture of two-stage models. The joint model (RFCLM, or SSRF-
CLM) in the 1st stage is followed by either (a) one separate RFCLM model per bone,
or (b) three separate RFCLM models per bone, only one is chosen during matching
depending on the value of b1. Boxes filled with same colour model same bone.
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6.3 Results and Discussion

6.3.1 Lateral Wrist View

To evaluate the performance of the system to automatically annotate radius and ulna

in lateral wrist view we first ran different single-stage models and the results are

shown in Table 6.2 and Figure 6.9. For the standard RFCLM we modeled the two

bones together and separately (appearing as 0σ-RFCLM and Two-RFCLMs respec-

tively in the results). The results confirm that modeling the bones separately perform

poorly (see the performance of the model Two-RFCLMs). The single model encodes

the relative positions of the bones, the additional constraints help improve the ro-

bustness of the matching. Moreover, the Two-RFCLMs model implies the use of

two separate global searchers, one per bone, which is, at least in case of the ulna, is

prone to error as it changes its relative position dramatically. 1σ-SSRFCLM and 2σ-

SSRFCLM showed significant improvements over original RFCLM and its variants.

2σ-SSRFCLM performs better than 1σ-SSRFCLM as it has two more additional ini-

tialisations compared to 1σ-SSRFCLM. So 2σ-SSRFCLM has 1σ-SSRFCLM at its

core. The poor performance of the model 0σ-SSRFCLM comes from the fact that it

has one initialisation (i.e. mean shape instance) dictating the use of the information

captured by only one training subset, as a start point, instead of the whole training

dataset. For this reason, 0σ-SSRFCLM should not be used. The results also suggest

that further gains can be achieved by RFCLM if it adopted this new initialisations

scheme.
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Table 6.2: The mean point-to-curve error of different one-stage models as a percent-
age of the LAT wrist width.

Model Mean StdErr. Median 90% 95%

0σ-RFCLM 3.93 0.13 3.18 7.52 9.30

1σ-RFCLM 3.75 0.12 2.99 7.08 8.85

2σ-RFCLM 3.64 0.12 2.94 7.01 8.53

Two-RFCLMs 7.67 1.36 5.14 10.8 13.4

0σ-SSRFCLM 4.61 0.16 3.78 8.97 10.8

1σ-SSRFCLM 3.15 0.10 2.59 6.02 7.53

2σ-SSRFCLM 3.02 0.09 2.53 5.48 6.73
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Figure 6.9: Fully automated single-stage search results of lateral wrist radiographs.

We also investigated whether these performance gains would continue to exist if we

use two-stage models as described in section 6.2.3 and depicted in Figure 6.8. Ta-

ble 6.3 and Figure 6.10 show that the refiner (i.e. 2nd-stage model) proceeded by the

original RFCLM has the highest error rates. RFCLM when adopted this new multi-

initialisations scheme (i.e. 2σ-RFCLM followed by RFCLM refiner) achieved com-

parable results to that of 2σ-SSRFCLM with either refiner.
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Table 6.3: The mean point-to-curve error (% LAT wrist width) obtained automati-
cally by two-stage models.

1st-stage model 2nd-stage model Mean StdErr Median 90% 95%

0σ-RFCLM RFCLM 3.59 0.12 2.69 7.20 8.49

1σ-RFCLM RFCLM 3.18 0.12 2.33 6.54 7.70

2σ-RFCLM RFCLM 3.01 0.11 2.26 6.20 7.53

1σ-SSRFCLM RFCLM 3.22 0.13 2.33 6.40 8.00

1σ-SSRFCLM Switched RFCLM 2.92 0.10 2.27 5.59 6.82

2σ-SSRFCLM RFCLM 2.95 0.10 2.29 5.28 6.82

2σ-SSRFCLM Switched RFCLM 2.87 0.10 2.16 5.54 7.11
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Figure 6.10: Fully automated two-stage search results of lateral wrist radiographs.
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6.3.2 PA Wrist View

In this view radius and ulna are not overlapping. However, it was worth testing how

different local models would perform in the absence of overlap. Table 6.4 and Figure

6.11 shows that the performance is slightly better than that of the standard RFCLM.

Table 6.4: The mean point-to-curve error (% PA wrist width) obtained automatically
by different single-stage models.

Model Mean Median 90% 95%

0σ-RFCLM 0.959 0.861 1.22 1.48

0σ-SSRFCLM 0.931 0.820 1.23 1.48

1σ-SSRFCLM 0.933 0.816 1.23 1.41

2σ-SSRFCLM 0.943 0.822 1.27 1.47
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Figure 6.11: Fully automated single-stage search results of PA wrist radiographs.
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6.3.3 LAT Knee View

Femoral condyles look very similar and largely overlapping in lateral knee view. Ta-

ble 6.5 and Figure 6.12 show that the model 2σ-SSRFCLM significantly outperforms

all other models as half of radiographs with error less than 2.04% compared to 2.31%

for original RFCLM (appears as 0σ-RFCLM) and 95% of radiographs with error less

than 4.35% compared to 5.07% for original RFCLM.

Table 6.5: The mean point-to-curve error (% LAT Knee width) obtained automati-
cally by different single-stage models.

Model Mean StdErr Median 90% 95%

0σ-RFCLM 2.67 0.06 2.31 4.14 5.07

1σ-RFCLM 2.61 0.06 2.20 3.92 5.13

2σ-RFCLM 2.60 0.06 2.24 3.86 5.18

0σ-TwoRFCLMs 2.76 0.06 2.34 4.35 5.34

0σ-SSRFCLM 3.04 0.07 2.59 5.07 6.20

1σ-SSRFCLM 2.40 0.06 2.05 3.70 4.46

2σ-SSRFCLM 2.35 0.06 2.04 3.56 4.35
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Figure 6.12: Fully automated single-stage search results of lateral knee radiographs.
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Even when followed by a switched-RFCLM refiner, 2σ-SSRFCLM continued to out-

perform all other two-stage models as shown in Table 6.6 and Figure 6.13. It is worth

noting that 2σ-SSRFCLM when followed by an RFCLM refiner showed almost the

same performance as that of RFCLMs. This suggests that a single set of local models

in later stages could deteriorate the gains achieved in previous stages where multi-sets

are used.

Table 6.6: The mean point-to-curve error (% LAT knee width) obtained automatically
by two-stage models.

1st-stage model 2nd-stage model Mean StdErr Median 90% 95%

0σ-RFCLM RFCLM 2.10 0.06 1.64 3.47 5.26

1σ-RFCLM RFCLM 2.09 0.06 1.62 3.41 5.29

2σ-RFCLM RFCLM 2.09 0.07 1.62 3.40 5.26

0σ-TwoRFCLMs RFCLM 2.09 0.07 1.65 3.38 5.27

1σ-SSRFCLM RFCLM 2.07 0.06 1.63 3.39 5.05

1σ–SSRFCLM Switched RFCLM 1.64 0.06 1.29 2.60 3.20

2σ-SSRFCLM RFCLM 2.08 0.06 1.62 3.36 5.29

2σ-SSRFCLM Switched RFCLM 1.61 0.05 1.30 2.51 3.09
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Figure 6.13: Fully automated two-stage search results of lateral knee radiographs.
The model type of the 1st stage appears on the graph, the 2nd stage is RFCLM unless
stated switched.
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6.4 Discussion

We presented a system to segment overlapping bones in radiographs which is fully

automatic and does not make any assumptions about the relative positions and de-

gree of overlap. The algorithm SSRFCLM is an extended form of RFCLM. It has

a set of local models for each point and switches between them depending on the

global shape (i.e. current positioning). The idea of switching between different sets

of feature point model has been used previously in [93] for facial point tracking over

a wide range of head angles on the task of tracking driver faces accurately. They re-

ported a marked speedup as a result of the reduced decision trees sizes and there-

fore the specificity of local models. We claim the novelty of the adaptation of their

idea for solving a different problem. We investigated different initialisation schemes

which showed to be effective even in improving original RFCLM performance. We

carried experiments on single-stage models and two-stage models. We introduced an

RFCLM-based refiner which has different RFCLMs, each built from examples be-

longing to certain region of shape space. One of them is selected depending on the

result passed from the previous-stage model. This new type of refiner showed to work

well with the SSRFCLM. SSRFCLM, as an adapted form of RFCLM, led to signif-

icant improvements in accuracy and robustness above the state-of-the-art technique

RFCLM when segmenting the radius and ulna in wrist radiographs, and femoral

condyles in lateral knee radiographs. There is a growing trend to use CNNs meth-

ods to locate points. Recent experiments on analysing bones in radiographs [33] show

that a well-designed RFCLM performs better than CNN-based systems on datasets

smaller than a thousand training examples.



Chapter 7

Conclusions and Future Work

The main contribution of this PhD project is the development of the first fully au-

tomated system to detect wrist fractures from the two standard wrist views (i.e. PA

and LAT). For each view, a global search based on Random Forest Regression Voting

(RFRV) was performed to find the approximate position of the radius. The detailed

outline of the bone was then located using a Random Forest Regression Voting Con-

strained Local Model (RFCLM). Convolutional neural networks were trained from

scratch on cropped patches containing the region of interest on the task of detecting

fractures. The decisions from the two views were averaged for better performance.

Based on our literature research, the system achieves the best yet published detection

rate, with an Area Under the ROC Curve (AUC) of 0.93 from LAT view, of 0.95 from

PA view, and of 0.96 from both views combined. Future work will be extending this

approach to detect fractures in other skeletal structures or to generate automatic de-

scriptions of the found fracture (i.e. fracture classification according the Muller AO

classification). In addition, future methodological development will be aimed at mod-

eling normality, for example by training auto-encoders and use them to extract dis-

criminating features from trabacular patches for automated abnormality localisation.

139
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Such systems could highlight the part which is considered as abnormal and bring it to

the attention of a clinician.

We also have shown that the underlying methodology of the developed fully auto-

matic system generalises well to solve the problem of knee osteoarthritis (OA) di-

agnosis from PA knee radiographs. It achieved a strong OA classification rate with

an AUC of 0.95, multi-class accuracy of 66.8%, and weighted kappa of 0.89 on the

MOST dataset [39]. The next step is to study how well the model performs using

other datasets such as the OAI dataset [72]. Besides predicting current OA from PA

radiographs, future work will extend the use of same methodology to cover the sky-

line and lateral knee X-rays for predicting the current pain, later onset OA, and later

onset pain. Future work could also investigate training one CNN taking more than

one view as an input at a time and minimise a joint loss function instead of averaging

the outputs of many CNNs, each trained on a view.

This project proposed work on improving the state-of-art technique Random Forest

Regression Voting Constrained Local Model (RFCLM) [24] in order to perform bet-

ter on overlapping structures in lateral radiographs. The RFCLM uses a single local

model (Random Forest regressor) for each point. Each local model votes for a point

position, and the results of all the models are integrated using the statistical shape

model. Since the radiograph is a 2D projection of a 3D object different structures

may be superimposed, and the local appearance around a point on one bone may

change dramatically because of the limited constraints on how a patient is positioned.

Our results suggest that further gains can be achieved by RFCLM if it uses a multi-

initialisation scheme or shape-specific local models (SSRFCLM). We showed that

SSRFCLM, as an adapted form of RFCLM, led to significant improvements in accu-

racy and robustness above the state-of-the-art technique RFCLM when segmenting

the radius and ulna in wrist radiographs, and femoral condyles in lateral knee radio-

graphs. We also introduced an RFCLM-based refiner, which has different RFCLMs,
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each built from examples belonging to certain region of shape space. During search

only one of them is selected depending on the result passed from the previous-stage

model. This new type of refiners showed to work well with SSRFCLM for some ap-

plications.
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[90] C. Payer, D. Štern, H. Bischof, and M. Urschler. Regressing heatmaps for

multiple landmark localization using CNNs. In International Conference on

Medical Image Computing and Computer-Assisted Intervention, Lecture Notes

in Computer Science, pages 230–238. Springer, 2016.

[91] B. Petinaux, R. Bhat, K. Boniface, and J. Aristizabal. Accuracy of radio-

graphic readings in the emergency department. The American journal of emer-

gency medicine, 29(1):18–25, 2011.

[92] J. A. Porrino Jr, E. Maloney, K. Scherer, H. Mulcahy, A. S. Ha, and C. Allan.

Fracture of the distal radius: epidemiology and premanagement radiographic

characterization. American Journal of Roentgenology, 203(3):551–559, 2014.

[93] G. Rajamanoharan and T. F. Cootes. Multi-view constrained local models for

large head angle facial tracking. In 2015 IEEE International Conference on

Computer Vision Workshop (ICCVW), pages 18–25. IEEE, 2015.

[94] P. Rajpurkar, J. Irvin, A. Bagul, D. Ding, T. Duan, H. Mehta, B. Yang, K. Zhu,

D. Laird, R. L. Ball, C. Langlotz, K. Shpanskaya, M. P. Lungren, and A. Ng.

https://www.rcr.ac.uk/sites/default/files/rcr_reporting_survey_sept15.pdf
https://www.rcr.ac.uk/sites/default/files/rcr_reporting_survey_sept15.pdf


BIBLIOGRAPHY 155

MURA dataset: Towards radiologist-level abnormality detection in muscu-

loskeletal radiographs. ArXiv e-prints, Jan 2018.

[95] P. Richards, B. Tins, R. Cherian, F. Rae, R. Dharmarajah, I. Phair, and I. Mc-

Call. The emergency department: an appropriate referral rate for radiography.

Clinical radiology, 57(8):753–758, 2002.

[96] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang,

A. Karpathy, A. Khosla, M. Bernstein, A. Berg, and L. Fei-Fei. Imagenet large

scale visual recognition challenge. International Journal of Computer Vision,

115(3):211–252, 2015.

[97] D. M. Ryder, S. L. King, C. J. Oliff, and E. Davies. A possible method of

monitoring bone fracture and bone characteristics using a noninvasive acoustic

technique. In International Conference on Acoustic Sensing and Imaging.,

pages 159–163. IET, 1993.

[98] P. K. Sahoo, S. Soltani, and A. K. Wong. A survey of thresholding techniques.

Computer vision, graphics, and image processing, 41(2):233–260, 1988.
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