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Abstract

Many developments in modern physics rely on the understanding of quantum systems that

are strongly coupled to complex, structured environments. In particular, quantum emitters

such as single molecules and quantum dots are of great interest in many applications in pho-

tonics, solar energy and nano-electronics. In many of these situations, the traditional tools of

quantum optics break down, requiring a non-perturbative approach to system-environment

coupling. Understanding strongly-coupled open quantum systems is still an active area of

research, with many powerful numerical and analytical techniques being developed. In this

thesis, we attempt to combine the approaches of strongly-coupled open quantum systems

with the study of natural and artificial solar energy conversion. Light-harvesting systems

are highly non-equilibrium in nature, since they interact with multiple environments at

different temperatures - a regime which is difficult to treat with many cutting edge open

systems techniques. Starting from the simplest possible model, that of a single transition

in a molecule, we uncover some common inconsistencies that get made in the literature and

develop further the notion of environmental non-additivity. We show that this effect, where

the coupling of a quantum system to one environment affects how it couples to another en-

vironment, is a general property of many non-equilibrium models. We see that for sufficient

phonon-coupling it can directly lead to population inversion in a two-level emitter under

incoherent thermal driving.

After analysing the two-level case, we then expand the model to include two interacting

emitters. This builds on the previous work in the literature on excitonic energy transfer, in

order to more realistically evaluate the effectiveness of these systems within a quantum pho-

tocell context. Using non-perturbative open systems techniques, we demonstrate a striking

diversion from the weak-coupling theory in the resultant dynamics and steady-states.

Finally, we derive a novel model for a molecular photocell, which allows us to explore

the interplay between strongly-coupled vibrations, photon absorption and molecule-electrode

coupling. This setting gives rise to an array of rich non-additive phenomena, which ultimately

determines the photocell performance. We identify regimes where strong phonon-coupling

enhances photocurrent.
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Chapter 1

Introduction to Open Quantum

Systems

1.1 Overview

The preparation and control of quantum systems is an area of great interest in physics and

engineering. These systems are never truly isolated from their environment, which can often

lead to the destruction of their coherence properties, causing a decay of quantum mechanical

behaviour as both system and environment tend towards maximal disorder. Probing the

properties of a quantum system often relies on observing how it relaxes back to equilibrium

after it has been perturbed or excited by an external energy source. Additionally, a rich set

of behaviour can occur when a dissipative system is continuously driven. As we will see,

the strength and nature of the dissipation and driving can determine a wide variety of ob-

servable phenomena within even the simplest quantum systems, making system-environment

interactions an important aspect to consider in developing new quantum technologies.

Much like in open-classical systems, such as classical thermodynamics, there is a temp-

tation to model the interplay between a system and its environment in the limit of weak

coupling. This assumes that the correlations between system and bath decay extremely

quickly and any energy or information transferred from the system is irretrievably lost to the

many degrees of freedom of the bath. This information is not accessible at later times and

so the bath contains no memory of the past system states. In this limit it is not possible

to model strong system-bath coupling, where correlations caused by the interactions can

persist on timescales relevant to the system evolution itself. If these correlations exist, they

can non-trivially alter the future evolution of a system. For many quantum systems, such as

semiconductor quantum dots [1, 2], it is crucial to account for these memory effects in order

to accurately predict the true dynamics.

The design principles of many modern solid-state quantum technologies rely on controlling

quantum degrees of freedom that are under the influence of strongly-coupled electromagnetic

fields, vibrations and phonon modes [3]. In many such instances, it becomes necessary

1



2 CHAPTER 1. INTRODUCTION TO OPEN QUANTUM SYSTEMS

to move beyond the weak-coupling regime and develop formalism which allows for strong-

coupling, capturing the non-equilibrium nature of the environment and the build up of

system-environment correlations.

Open-quantum systems techniques have also been used extensively to study excitation

behaviour during light-harvesting processes in natural photosynthetic organisms. Dynamical

properties observed in time-resolved spectroscopy of such systems not only suggest inherently

quantum evolution [4, 5, 6] which could be enabled by strong electron-vibrational interac-

tions [7, 8, 9, 10], but also that the interplay between electronic coherence and strong phonon

dissipation could play a key role in the highly efficient energy transfer [11, 12, 13, 14, 15, 16].

This indicates that weak-coupling treatments which neglect bath-memory effects may not

capture the complete dynamics, since strongly-coupled low-frequency modes result in longer

bath-correlation times and significant system-bath correlations. The charge-separation mech-

anism of photosynthesis is responsible for all life on Earth, so understanding it is not only fun-

damentally important, but it also has the potential to inspire the future design of nanoscopic

photocells [17]. Again, the fabrication of such systems relies on the understanding of very

far from equilibrium systems and excitation dynamics which are significantly influenced by

complex, structured molecular environments.

Photovoltaic and photosynthetic systems can also be modelled as non-equilibrium quan-

tum heat engines and their thermodynamic properties are currently of great interest [18, 19].

Many classical thermodynamic quantities and limits are yet to be understood in the quantum

regime and strong system-bath coupling marks a fundamental departure from the classical

theory. The non-equilibrium nature of these problems inherently relies on the existence of

multiple environments, some of which are strongly-coupled to the system, which poses a

difficult theoretical problem. In this thesis, I will develop methods for dealing with multiple

baths, as well as study the interplay between electromagnetic and vibrational environments

in simple molecular systems and photocells.

This chapter will lay the theoretical groundwork necessary for later chapters, that of open

quantum systems formalism and the weak system-environment coupling regime. In Chap-

ter 2 I will then move beyond weak-coupling and introduce two non-perturbative techniques

that are used in later chapters. In Chapter 3, a simple toy model of a quantum emitter which

has strongly-coupled vibrations, as well as a weakly-coupled optical environment is studied.

I show that a full treatment of the interplay between vibrational and electromagnetic en-

vironments is required for physically consistent results - an important requirement that is

often ignored in the literature. I show that this can lead to wildly different predictions, par-

ticularly in the case of thermal optical driving - conditions that are relevant for photovoltaic

applications. In Chapter 4, I explore how strong vibrational coupling affects energy trans-

fer between systems of coupled emitters, such as molecular dimers found in photosynthetic

pigment-protein complexes. I show that the non-perturbative theory leads to profoundly dif-

ferent predictions compared to weak-coupling. In Chapter 5, I then introduce a novel model
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of a toy molecular photocell, which requires the coupling of quantum emitters to electrodes

and leads to a rich array of behaviour due to the interplay with strongly-coupled vibrations.

1.2 Mathematical preliminaries

Quantum mechanics was devised to explain the behaviour of systems which are isolated

enough to justifiably be described as closed. The Schrödinger equation describes the re-

versible and unitary evolution of wave functions, but cannot deal with the uncertainty intro-

duced by randomly fluctuating environments on its own. Therefore, in order to study open-

quantum systems some formalism for dealing with statistics in quantum dynamics needs

to be introduced. I will also review other useful analytical tools which shall be needed to

derive the dynamical equations of these statistical ensembles, such as the interaction picture

representation. Many further details can be found in [20, 21, 22].

1.2.1 Time evolution of density operators

In many applications, we do not know precisely which quantum state a system is in. In

this case, ensembles of pure states need to be accounted for, which probabilistically describe

the actual state of a quantum system in question. The probability of finding a quantum

system in a particular state, or superposition of states, is therefore going to be a classical

probability. This classical randomness might arise from a lack of information about the

measuring apparatus or due to being coupled with an unobserved external system, such as

a bath.

To describe these ensembles, or mixed states, density operators are used. In the density

operator formalism, we can represent a pure state |ψ(t)〉 as a simple outer product,

ρ(t) = |ψ(t)〉〈ψ(t)| . (1.1)

In the case that |ψ(t)〉 is an N-dimensional vector, |ψ(t)〉〈ψ(t)| is now an N × N matrix.

Now suppose that we have a system that is described by an ensemble of pure states {|ψn〉},
with corresponding probabilities {pn}. We can construct a density matrix by a sum of the

underlying states weighted by their probability

ρ(t) =
∑

n

pn |ψn(t)〉〈ψn(t)| . (1.2)

From this we can see immediately that density matrices are Hermitian, since {pn} are real

numbers. For pure states, which can always be written as equation (1.1), we have effectively

pn = p = 1, so ρ2 = ρ. Whereas, for mixed states the same is not true.

If a particular basis {|un〉} is chosen, the density operator can be written as a matrix. In

this form the diagonal elements of the matrix correspond to probabilities of the various basis
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states being occupied and the off-diagonal elements to coherences between basis states,

ρij(t) =
∑

n

pn 〈ui|ψn(t)〉 〈ψn(t)|uj〉 = 〈ui| ρ(t) |uj〉 . (1.3)

We can write any operator as a spectral decomposition A =
∑

m am |vm〉〈vm|, so the definition

of an expectation value follows

〈A(t)〉 =
∑

nm

pnam|〈ψn(t)|vm〉|2 = Tr(ρ(t)A). (1.4)

So, to find the expectation value of the ensemble, we find the expectation value of the

operator for each (nth) item in the ensemble and then find the weighted sum over the

classical probability distribution.

We summarise some general properties of density matrices:

• ρ† = ρ

• Tr ρ = 1 or
∑

n pn = 1

• For mixed states Tr ρ2 < Tr ρ = 1

• For pure states Tr ρ2 = Tr ρ = 1

• Expectation value of an operator A is given by 〈A〉 = Tr(ρA) = Tr(Aρ)

In order to study the dynamics of open-quantum systems, we must first have the formalism

for time-dependent closed quantum systems in place. The state of a system |ψ(t)〉 as it

evolves in time and space depends on the Hamiltonian H(t), which is a description of the

total energy of a system. In the non-relativistic case, this evolution is described by the

Schrödinger equation
∂ |ψ(t)〉
∂t

= −iH(t) |ψ(t)〉 , (1.5)

which has the formal solution

|ψ(t)〉 = U(t, t0) |ψ(t0)〉 . (1.6)

Note that we take ~ = 1 throughout this thesis.

In the case that the governing Hamiltonian is time-dependent, the unitary operator

U(t, t0) mapping the system from some initial time to future time t involves a time-ordered

exponential,

U(t, t0) = T← exp

[
−i
∫ t

t0

dsH(s)

]
(1.7)

which are difficult to treat in practice. In the time-independent case, where H(t) = H, the

unitary operator reduces to

U(t, t0) = e−iH(t−t0), (1.8)
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which is often far easier to compute. To make the solution of many problems more mathe-

matically tractable, the time-dependence is removed from the system Hamiltonian by trans-

forming to a moving reference-frame. This typically happens in sinusoidally-driven systems,

which we will study in Chapter 3.

In order to describe the time-evolution of mixed states, we now need an equivalent to the

Schrödinger equation but for density matrices rather than state vectors.

Using equation 1.6 we write

ρ(t) =
∑

n

pnU(t, t0) |ψn(t0)〉〈ψn(t0)|U †(t, t0) = U(t, t0)ρ(t0)U †(t, t0), (1.9)

which can be differentiated with respect to time

∂ρ(t)

∂t
=
∂U(t, t0)

∂t
ρ(t0)U †(t, t0) + U(t, t0)ρ(t0)

∂U †(t, t0)

∂t
(1.10)

= −iHU(t, t0)ρ(t0)U †(t, t0) + iU(t, t0)ρ(t0)U †(t, t0)H (1.11)

= −i[H, ρ(t)], (1.12)

where we have used the derivative of equation (1.8) and its Hermitian conjugate to get

the commutator form, although the same approach is valid for the time-ordered form in

(1.7). This is known as the Liouville-Von Neumann equation, which is the equivalent to the

Schrödinger equation but holds for any density operator.

1.2.2 The interaction picture

When dealing with interactions between different degrees of freedom of quantum systems, it

becomes useful to transform to the interaction picture, or interaction representation. In the

interaction picture, the time-dependence of a quantum system is incorporated into both the

wave function and the operators. This is in contrast to the both the Schrödinger picture,

where time-dependence is included only in the states and the Heisenberg picture where

time-dependence is contained within in the operators acting on time-independent quantum

states [20]. We initially write down the total system plus interaction Hamiltonian as

H = H0 +HI (1.13)

where typically H0 gives the free evolution of the system and the environment, which are

usually exactly solvable in isolation. HI is a more complicated interaction term which dy-

namically mixes the two subsystems.

In changing from the Schrödinger to the interaction representation, we perform a unitary

transformation on the states and operators which moves the time-dependence due to H0 to
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the system operators

Ã(t) = eiH0(t−t0)Ae−iH0(t−t0) = U †0(t, t0)AU0(t, t0), (1.14)

from which it can be seen that the free Hamiltonian H0 is left unchanged by such a trans-

formation, since this means moving the time-dependence due to the operator onto itself.

As seen in 1.2.1, the expectation value of a Schrödinger picture operator A is given by

〈A(t)〉 = tr (Aρ(t)) = tr
(
AU(t, t0)ρ(t0)U †(t, t0)

)
. (1.15)

The time-evolution operator can be decomposed

U(t, t0) = U0(t, t0)UI(t, t0) (1.16)

where U0(t, t0) = e−iH0(t−t0), which means (1.15) becomes

〈A(t)〉 = tr (Aρ(t)) = tr
(
AU0(t, t0)UI(t, t0)ρ(t0)U †I (t, t0)U †0(t, t0)

)
, (1.17)

where we have used Eq. (1.14). Using the cyclic property of the trace, such that tr(ABC) =

tr(BCA) = tr(CAB) we find

〈A(t)〉 = tr
(
U †0(t, t0)AU0(t, t0)UI(t, t0)ρ(t0)U †I (t, t0)

)
= tr

(
Ã(t)ρ̃(t)

)
, (1.18)

where we have used equation 1.14 and

ρ̃(t) = UI(t, t0)ρ(t0)U †I (t, t0) = U †0(t, t0)ρ(t)U0(t, t0), (1.19)

where we have used (1.16). We then differentiate equation (1.19) with respect to time to get

the time evolution:

∂ρ̃(t)

∂t
= i [H0, ρ̃(t)] + U †0(t, t0)

(
∂ρ(t)

∂t

)
U0(t, t0)

= i [H0, ρ̃(t)]− iU †0(t, t0) [H, ρ(t)]U0(t, t0)

= i [H0, ρ̃(t)]− i [H0, ρ̃(t)]− iU †0(t, t0) [HI , ρ(t)]U0(t, t0)

= −i
[
H̃I(t), ρ̃(t)

]
.

(1.20)

The third line is reached by noticing that H0 is left unchanged by the interaction picture

transformation, since it is unitary. This is the Liouville-Von-Neumann equation for the

interaction picture representation. Note that we have used a general start time t0, but for

the rest of the thesis we will assume t0 = 0.
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1.2.3 Composite systems and the reduced density operator

If a system and its environment are two separate, distinguishable entities, each with its own

Hilbert space, we can represent the joint Hilbert space with a tensor product

H = HS ⊗HE (1.21)

where HS is that of the system, with basis set {|ψi〉S} and HE of the environment, with basis

set {|ψj〉E}. In this case the complete basis of the joint Hilbert space is {|ψi〉S⊗|ψj〉E}. In the

case of indistinguishable subsystems, which arise when dealing with fermionic environments,

this tensor product structure does not necessarily exist and so further steps must be made -

we will deal with these in Chapter 5.

For most of this thesis we will be dealing with bosonic baths, which are commonly

modelled as infinite collections of harmonic oscillators. The combined Hilbert space of these

oscillators is normally vast in comparison to the small system of interest, which may only

have a few available states. In this case we will not be able to keep track of the entire

environment, but it is possible to obtain expectation values for the subsystem of interest by

defining system operators as

A = AS ⊗ 1E (1.22)

where 1E is the identity operator in the environment Hilbert space. Expectation values for

the reduced density matrix ρS(t) are then essentially marginal probability distributions over

the total density matrix, where the bath degrees of freedom are averaged over

〈A(t)〉 = trS+E (AS ⊗ 1E · ρ(t)) = tr(ASρS(t)), (1.23)

with the reduced density operator

ρS(t) = trE(ρ(t)). (1.24)

This will allow us to gain expectation values for the observables of interest AS without having

to keep track of the enormous environment Hilbert space. In many instances we will calculate

expressions of the form

MS = trE (AS ⊗BEρS(t)⊗ ρE(t)) = ASρS(t) · tr (BE ⊗ ρE(t)) (1.25)

where the density operator can be factorised ρ(t) = ρS(t) ⊗ ρE(t), the environment state

is time independent and operators are acting in both the system and environment Hilbert

spaces. If the operators AS and BE commute, they can simply pass through the density

matrix of the other Hilbert space and the partial trace can be taken directly over the en-

vironment where the tensor product has turned into a normal multiplication as the partial

trace is a (potentially complex) scalar. This gives rise to the right-hand side of (1.25).



8 CHAPTER 1. INTRODUCTION TO OPEN QUANTUM SYSTEMS

1.3 Dynamics of open quantum systems

I will now introduce a widely used method for modelling open quantum systems, specifically

the evolution of the reduced density matrix ρS(t). This will be done by deriving a quantum

mechanical master equation for a system interacting with a large thermal bath, in the Born

and Markov approximations. This is the standard approach that assumes weak-coupling

between the two subsystems, an assumption that we will go beyond in this thesis. This

section follows the references [21, 22] closely.

1.3.1 Born-Markov master equation

In this section, we derive an equation which describes the evolution of an open-quantum

system whose influence from some large environment is described perturbatively in the cou-

pling strength between the two. We first split up the total Hamiltonian of the system and

environment

H = HS +HE +HI , (1.26)

where HS and HE are assumed to not share the same Hilbert-space and thus commute, HI

contains operators which are in both the system and environment Hilbert spaces. We now

transform to the interaction picture, where the evolution due to the interaction Hamiltonian

is treated perturbatively,

H̃I(t) = ei(HS+HE)tHIe
−i(HS+HB)t. (1.27)

The evolution of the total, closed system can be described by the Liouville-von Neumann

equation in the interaction picture

∂ρ̃(t)

∂t
= −i[H̃I(t), ρ̃(t)], (1.28)

which can be integrated directly to obtain the formal solution

ρ̃(t) = ρ(0)− i
∫ t

0

ds[H̃I(s), ρ̃(s)]. (1.29)

Equation (1.29) can be substituted back into (1.28) to obtain an exact dynamical equation

in terms of second order products of HI

∂ρ̃(t)

∂t
= −i[H̃I(t), ρ̃(0)]−

∫ t

0

ds[H̃I(t), [H̃I(s), ρ̃(s)]]. (1.30)



1.3. DYNAMICS OF OPEN QUANTUM SYSTEMS 9

We now perform a partial trace over the environmental degrees of freedom, to obtain a

marginal distribution function - or reduced density matrix - for the system variables only,

∂ρ̃(t)

∂t
= −i trE[H̃I(t), ρ̃(0)]−

∫ t

0

ds trE[H̃I(t), [H̃I(s), ρ̃(s)]]. (1.31)

We now set trE[H̃I(t), ρ̃(0)] = 0 since it is proportional to the identity and may instead be

included in the system Hamiltonian without loss of generality, this gives

∂ρ̃(t)

∂t
= −

∫ t

0

ds trE[H̃I(t), [H̃I(s), ρ̃(s)]]. (1.32)

We now make a few important assumptions:

• The system and bath density operators are initially in a product state ρ(0) = ρS(0)⊗
ρB(0).

• The bath density operator is time-independent, so is unaffected by the influence of the

system, ρB ≡ ρB(0) = ρB(t), and does not have time-dependent statistical properties

(stationary process). Due to the first approximation, this means also that the system

and bath density operators are in a product state at all times ρ(t) = ρS(t) ⊗ ρB for

t ≥ 0.

The second assumption is known as the Born approximation and is heavily association with

regimes of weak-coupling. This leaves

∂ρ̃(t)

∂t
= −

∫ t

0

ds trE[H̃I(t), [H̃I(s), ρ̃S(s)⊗ ρB]], (1.33)

which still involves an integral over time in ρ̃S(s), so its dynamics depend on its entire history,

making the calculations potentially difficult to deal with. We now make the Markov approx-

imation, in which we assume that any correlations in the environment decay on timescales

much faster than the system evolution. This means that if the current state of the system af-

fects the state of the environment, the effect equilibrates fast enough that it does not change

the future system evolution, so the environment contains no memory of past system states.

This is often physically relevant when the environment is a very large heat bath which is

likely to tend back to equilibrium on very fast timescales.

Note that the Markov and Born approximations are closely related, but they can be made

independently of one another, for example if the system and bath are sufficiently weakly-

coupled so as to enforce a product state of the density operator, but correlations are not

short-lived.

The Markov approximation allows us to put the integral into time-local form by replacing
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ρ̃S(s)→ ρ̃S(t) so that

∂ρ̃(t)

∂t
= −

∫ t

0

ds trE[H̃I(t), [H̃I(s), ρ̃S(t)⊗ ρB]]. (1.34)

In the Markov approximation, we also assume that the dynamics do not depend on any

initial time t = 0, but only on the difference in time between s and t, this means we can

make the substitution s = t− τ which gives

∂ρ̃(t)

∂t
= −

∫ t

0

dτ trE[H̃I(t), [H̃I(t− τ), ρ̃S(t)⊗ ρB]]. (1.35)

Since there is such a separation in timescales between system and environmental evolution,

we can also extend the integral t→∞, so that all time-differences are included. This allows

many of the subsequent integrals to be evaluated analytically and yields

∂ρ̃(t)

∂t
= −

∫ ∞

0

dτ trE[H̃I(t), [H̃I(t− τ), ρ̃S(t)⊗ ρB]], (1.36)

which is a Born-Markov master equation in the interaction picture.

In several models we encounter in this thesis, the interaction Hamiltonians take the

product form

HI =
∑

α

Aα ⊗Bα (1.37)

which become

H̃I(t) =
∑

α

eiHstsAαe
−itHs ⊗ eiHBtBBαe

−itHB =
∑

α

Ãα(t)⊗ B̃α(t), (1.38)

in the interaction picture since the system and bath Hamiltonians are mutually commutative.

Substituting this into the definition of a Born-Markov master equation yields

∂ρ̃S(t)

∂t
= −iλ̃

[
Ã2(t), ρ̃S(0)

]
− λ̃2

∫ ∞

0

dτ
[
Ã2(t), [Ã2(t− τ), ρ̃S(t)]

]
−

−
∑

αβ

∫ ∞

0

dτ

([
Ãα(t), Ãβ(t− τ)ρ̃S(t)

]
Cαβ(τ) +

[
ρ̃S(t)Ãβ(t− τ), Ãα(t)

]
Cβα(−τ)

) (1.39)

where we define the correlation functions

Cαβ(τ) = tr (Bα(τ)BβρB) (1.40)

and we have assumed that [HB, ρE]=0, which is true for a thermal state with respect to HB,

and have used the cyclic property of the trace. Finally, converting back to the Schrödinger
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picture gives

L[ρS(t)] = −i[HS, ρS(t)]−
∑

αβ

∫ ∞

0

dτ

([
Aα, Ãβ(−τ)ρS(t)

]
Cαβ(τ)+

[
ρS(t)Ãβ(−τ), Aα

]
Cβα(−τ)

)
,

(1.41)

which is a Born-Markov master equation, valid in the limit of weak coupling between the

system and environment. The formal solution of (1.41) is given by [22]

ρS(t) = eLt[ρS(0)], (1.42)

1.3.2 The secular approximation

In some applications, the non-secular form of the Born-Markov master equation (1.41) does

not give reliable physical results since the dynamical maps are not completely positive or

necessarily trace-preserving [21]. For this reason, it is common to make a further secular

approximation on (1.39) by discarding terms that have time-dependence in the interaction

picture. To elucidate this time-dependence, we define

[HS, Aα(ω)] = −ωAα(ω) (1.43)

[HS, A
†
α(ω)] = ωA†α(ω) (1.44)

where {ω} are the spectrum of fixed differences of eigenenergies of HS. This means that

Ãα(t) =
∑

ω e
−iωtAα(ω) and Ã†α(t) =

∑
ω e

iωtA†α(ω), enabling the interaction Hamiltonian to

be written

H̃I(t) =
∑

ω

e−iωtAα(ω)⊗ B̃α(t) =
∑

ω

eiωtA†α(ω)⊗ B̃†α(t) (1.45)

where the second equality comes from the completeness of the eigenbasis. Inserting these

forms of the interaction Hamiltonian into (1.36) and decomposing system operators into

sums of operators with a spectrum of eigenenergy differences leads to the interaction picture

equation

L[ρ̃S(t)] = −
∑

α,β

∑

ω,ω′

∫ ∞

0

(
dτeiωτei(ω

′−ω)t(Cαβ(τ)[A†α(ω′), Aβ(ω)ρS(t)]

+Cβα(−τ)[ρS(t)Aβ(ω), A†α(ω′)])

)
+ h.c.

(1.46)

where we have defined correlation functions Cα,β(τ) =
〈
B̃†α(τ)Bβ

〉
which take a different

form to (1.40).

We now discard terms for which ω′ 6= ω, which allows us to put the master equation

into Lindblad form, which ensures that it is a completely positive trace preserving maps

that gives physical evolution of the reduced density matrix. This is known as the secular

approximation and is justified for most quantum optical systems along the same lines as
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the rotating wave approximation, which occurs at the Hamiltonian level. After moving back

into the Schrödinger picture, the secular approximation results in a dissipator which is in

Lindblad form:

L[ρS(t)] = −i[HLS, ρ̃S(t)] +
∑

ω

∑

α,β

Γαβ(ω)

(
2Aβ(ω)ρS(t)A†α(ω)− {A†α(ω)Aβ(ω), ρS(t)}

)

(1.47)

with Lamb-shift Hamiltonian

HLS =
∑

ω

∑

α,β

−iSαβ(ω)[A†α(ω)Aβ(ω), ρS(t)] (1.48)

and decay rates and Lamb-shifts defined as Λαβ(ω) = Γαβ(ω) + iSαβ(ω) given

Λαβ(ω) =

∫ ∞

0

dτeiωτCαβ(τ). (1.49)

1.4 Application: The spin-boson model

The aim of future work is to study complex molecular systems which naturally have many

energetic degrees of freedom and excited states. Molecules often have highly structured vibra-

tional characteristics and any bound excitations are likely to interact with these vibrations,

or phonons, affecting their dynamics. Often the interaction between phonon environments

and excitations are described in the limit that the two are weakly coupled. As we have seen

in the previous section, in making a Born approximation we have restricted the dynamical

equations of the reduced system to the case where there is no entanglement between the

system and its environment, meaning that the bath does not evolve from its initial state. We

have also used the likelihood of a separation of timescales between the system evolution and

environment correlation times to justify ignoring any past states of the system. This means

that the future state of the system at any time only depends on its current state and not on

the reaction of the bath to any events in the past.

Here we will treat a canonical model, known as the Spin-Boson model, of a spin-1/2 sys-

tem coupled to an infinite bath of harmonic oscillators. As we will see, the non-commutative

relationship between the system and interaction Hamiltonians gives rise to a rich set of

behaviour.

A system interacting with a bath of quantum harmonic oscillators, where interactions

are mediated by a generic system operator s, can be described by the Hamiltonian [23]

H = HS(t) +
1

2

∑

k

[
p2
k + ω2

k

(
xk −

fk
ω2
k

s

)2
]
, (1.50)

where k counts over bosonic wavevectors and fk is the coupling strength between the system
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and environment which we have assumed to be real. Here we have written the harmonic

oscillator degrees of freedom in second-quantised notation,

xk =
1√
2ωk

(b†k + bk) and pk = i

√
ωk
2

(b†k − bk). (1.51)

The Hamiltonian in this form is analogous to Hooke’s law for classical oscillators, since the

energy depends on the displacement of each oscillator away from its equilibrium position,

this ensures that the spectrum of the Hamiltonian is properly bounded from below for all

coupling strengths [24, 23]. Expanding out to make the system-bath interaction explicit gives

H = HS(t)− s
∑

k

fkxk +
1

2

∑

k

f 2
k

ω2
k

s2 +
1

2

∑

k

(p2
k + ω2

kx
2
k). (1.52)

Substituting the definitions of position and momentum operators, we identify a new scaled

coupled strength gk = fk/
√

2ωk to get the simple well-known form:

H = HS(t)− s
∑

k

gk(b
†
k + bk) +

∑

k

g2
k

ωk
s2 +

∑

k

ωk

(
b†kbk +

1

2

)
. (1.53)

In order to get some insight into this Hamiltonian, we will now choose a time-independent

system Hamiltonian. For a two-level system (TLS), we define the Hamiltonian,

HS = εσ†σ + V σx (1.54)

where ε quantifies the two-level system energy splitting and V the tunneling term and the

TLS operators are defined as σ† = |e〉〈g|, σ = |g〉〈e| and σx = σ† + σ.

For bosons with sufficiently low energy, such as acoustic phonons, the interactions with

a quantum system often cannot mediate electronic transitions, i.e. do not couple to system

populations, but instead couple to the phase. This is equivalent to having a diagonal dipole-

transition matrix [1], so we can set s = σ†σ which means the quadratic term causes an upward

shift of the excited state energy. The interaction Hamiltonian can be then be written in the

form

HI = −σ†σ
∑

k

gk(b
†
k + bk) +

∑

k

g2
k

ωk
σ†σ. (1.55)

Choosing Hamiltonians (1.54) and (1.55) means that Eq. (1.53) is now the Spin-Boson

model.

For an environment mode k with n excitations we denote the state |nk〉E, the creation

and annihilation operators, b†k and bk respectively, have the effect [20]

b†k |nk〉E =
√
n+ 1 |nk + 1〉E and bk |nk〉E =

√
n |nk − 1〉E , (1.56)

recalling the multi-mode commutation relations for the creation and annihilation operators
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[
bk, b

†
k′

]
= δkk′ .

The interaction between the two-level system and the harmonic environment is charac-

terised completely by the spectral density

JSB(ω) =
∑

k

|gk|2δ(ω − ωk), (1.57)

where |gk|2 is a measure of both the coupling-strength and environmental density of states

of the kth mode.

Throughout this thesis, when considering the weak-coupling case, we shall assume that

the environment is at thermal equilibrium, so described by the state

ρB =
exp(−βHB)

Tr[exp(−βHB)]
, (1.58)

where inverse temperature is defined β = 1/kBT . In order to proceed with the calculation

of a weak-coupling master equation as in section 1.3.1 we need to directly transform the

interaction Hamiltonian of the system to the interaction picture. Depending on the com-

mutativity of s and HS, the unitary transformation can sometimes be expanded as a series

of nested commutators and converges to something analytically manageable, such as in the

case where the tunneling term V is taken to zero, known as the independent-boson model.

In the spin-boson model this step becomes more complicated, so we write the interaction

Hamiltonian HI in terms of eigenstates of the system Hamiltonian HS. The eigenstates of

the single-excitation subspace are:

|ν±〉 =
1√
2η

(√
η ± ε |e〉 ± √η ∓ ε |g〉

)
, (1.59)

with corresponding energies

λ± =
1

2
(ε± η) (1.60)

where ωe = ωg + ε and η =
√
ε2 + 4V 2. These states have been written so that V only

appears within η. We can also express the original states in terms of the eigenstates |ν±〉:

|e〉 =
1√
2η

(√
η + ε |ν+〉+

√
η − ε |ν−〉

)

|g〉 =
1√
2η

(√
η − ε |ν+〉 −

√
η + ε |ν−〉

)
,

(1.61)

which allows us to write the system operator σ†σ in the eigenstate basis

σ†σ =
1

2η
((η + ε) |ν+〉〈ν+|+ (η − ε) |ν−〉〈ν−|+ 2V (|ν+〉〈ν−|+ |ν−〉〈ν+|)) (1.62)
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which is transformed trivially to the interaction picture

σ̃†σ̃(t) =
1

2η

(
(η + ε) |ν+〉〈ν+|+ (η − ε) |ν−〉〈ν−|+ 2V (|ν+〉〈ν−| eiηt + |ν−〉〈ν+| e−iηt)

)
. (1.63)

Due to the form of the interaction, a secular approximation cannot be made, so we insert

(1.63) into our definition of a Born-Markov master equation using the definitions

Ã(t) ≡ σ̃†σ̃(t) and B̃(t) ≡
∑

k

gk(b
†
ke
iωkt + bke

−iωkt), (1.64)

since the shift term is also in the interaction Hamiltonian, this also appears as a term in the

dissipator:

−i[H̃shift(t), ρ̃S(t)] ≡− iλ̃
[
Ã2(t), ρ̃S(0)

]
− λ̃2

∫ ∞

0

dτ
[
Ã2(t), [Ã2(t− τ), ρ̃S(t)]

]
(1.65)

where λ̃ =
∑

k g
2
k/ωk. Since this does not converge for ohmic spectral densities, we use the

fact that −i[H̃shift(t), ρ̃S(t)] ≈ −iλ̃
[
σ̃†σ̃(t), ρ̃S(t)

]
, where H̃shift ≡ λ̃σ†σ, which comes from

the second-order expansion of the interaction in the Liouville Von-Neumann equation. This

yields the expression

∂ρ̃S(t)

∂t
= −i[HS +Hshift, ρ̃S(t)]−

∫ ∞

0

dτ

([
σ̃†σ̃, σ̃†σ̃(−τ)ρ̃S(t)

]
C(τ)

+
[
ρ̃S(t)σ̃†σ̃(−τ), σ̃†σ̃

]
C(−τ)

)
.

(1.66)

Here, the double sum has disappeared since there is only one object being summed over in

the decomposition, leading to the autocorrelation functions

C(τ) =
∑

kk′

Tr
[
gkgk′

(
c†ke

iωkτ + cke
−iωkτ

)(
c†k′ + ck′

)
ρB

]
. (1.67)

This expression can be simplified by calculating the operator-product expectation values over

the thermal environment state ρB,

trE(ckck′ρE) = 0 (1.68)

trE(c†kc
†
k′ρE) = 0 (1.69)

trE(ckc
†
k′ρE) = δkk′(1 +N(ωk′)) (1.70)

trE(c†kck′ρE) = δkk′N(ωk′), (1.71)

where N(ωk) is the occupation number of the oscillator mode with wavevector k,

N(ωk) =
1

eβωk − 1
. (1.72)
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This allows us to simplify the autocorrelation function

C(τ) =
∑

k

g2
k

(
N(ωk)e

iωkτ + (1 +N(ωk))e
−iωkτ

)
(1.73)

=
∑

k

g2
k

(
coth

(
βωk

2

)
cos(ωkτ)− i sin(ωkτ)

)
. (1.74)

We can now move to the continuum limit by turning the sum over wavevectors to an integral

over frequency, utilising the spectral density J(ω) =
∑

k g
2
kδ(ω − ωk)

C(τ) =

∫ ∞

0

dωJ(ω)

(
coth

(
βω

2

)
cos(ωτ)− i sin(ωτ)

)
. (1.75)

With the master equation in the form 1.66, we can take the integrals into a single operator

to yield the form

∂ρS(t)

∂t
= −i[HS, ρ(t)]− [σz, ZρS(t)]− [ρS(t)Z†, σz], (1.76)

where we have defined the operator

Z =
1

η
(ε(|ψ+〉〈ψ+| − |ψ−〉〈ψ−|)Λ(0) + V (|ψ+〉〈ψ−|Λ(η) + |ψ−〉〈ψ+|Λ(−η))) . (1.77)

The complex factors Λ(ν) are given by

Λ(ν) ≡
∫ ∞

0

eiντC(τ)dτ =

∫ ∞

0

eiντdτ

∫ ∞

0

dωJ(ω)

(
coth

(
βω

2

)
cos(ωτ)− i sin(ωτ)

)
,

(1.78)

with real and imaginary parts corresponding to decay rates and energy level shifts, respec-

tively. These can be evaluated using the Sokhotski integral identity

∫ ∞

0

f(ω)dω

∫ ∞

0

dτe±(ω−η)τ = π

∫ ∞

0

f(ω)δ(ω − η)dω ± iP
[∫ ∞

0

f(ω)

ω − ηdω
]
, (1.79)

where P denotes taking the Cauchy principle value of the divergent integral. The Cauchy

principle value can be calculated by integrating up to some small ε from the pole of the

integrand from both sides and taking the limit as ε→ 0,

P
[∫ ∞

0

f(ω)

ω − ηdω
]

= lim
ε→0

(∫ η−ε

0

f(ω)

ω − η +

∫ ∞

η+ε

f(ω)

ω − η

)
. (1.80)
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Figure 1.1: Dynamics of (a): excited state population, (b): 〈σx〉 and (c): 〈σy〉 for the spin-
boson model in the weak-coupling approximation at different phonon coupling strengths α.
Parameters are ε = 0, V = 10meV, Γ = 30meV, ω0 = 20meV, T = 300K.

Resolving the delta functions yields the expressions for rates,

Λ(ν) =





π
2
J(ν)

(
coth

(
βν
2

)
− 1
)

+ iP
[∫∞

0
J(ω)

(
coth(βω2 )−1

ω−ν − coth(βω2 )+1

ω+ν

)
dω

]
if ν > 0,

π
2

lim
ν→0

(
J(ν) coth

(
βν
2

))
− iP

[∫∞
0

J(ω)
ω
dω
]

if ν = 0,

π
2
J(|ν|)

(
coth

(
β|ν|

2

)
+ 1
)

+ iP
[∫∞

0
J(ω)

(
coth(βω2 )−1

ω+|ν| − coth(βω2 )+1

ω−|ν|

)
dω

]
if ν < 0,

(1.81)

To solve for the dynamics we choose a Drude-Lorentz spectral density

J(ω) =
αΓω2

0ω

(ω2 − ω2
0)2 + Γ2ω2

, (1.82)

which has approximately linear behaviour at low frequencies ω � ωc but tends to zero as

ω → ∞. The Drude-Lorentz spectral density is often used to approximate the spectral

density of electron-phonon interactions in molecular systems. The rate operators Z and

principal value integrals are all calculated numerically to solve the dynamical equations.

1.4.1 Dynamics of the spin-boson model

In figure 1.1 (a)-(c), the dynamics of (1.66) from weak to intermediate coupling are shown.

It can be seen in that the Rabi oscillations in the TLS population are dampened by the

system-environment interaction. Coherences are also strongly affected, illustrated by 〈σx〉
and 〈σy〉. The environmental coupling causes transitions between the TLS eigenstates, even-

tually leading to a thermal equilibrium with respect to HS. Larger system-environment

couplings mean this steady-state is reached more quickly, which is reflected in the large

increases in magnitude of 〈σy〉.
In figures 1.2 (a)-(c), the same expectation values are calculated as in 1.1 but for different

values of vibrational peak position, ω0. When ω0 = V , the vibrations are off resonance with

the energy gap η, which means that the effective coupling is weaker, causing the decay rate

to be smaller.
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Figure 1.2: Dynamics of (a): excited state population, (b): 〈σx〉 and (c): 〈σy〉 for the
spin-boson model in the weak-coupling approximation at different vibrational frequencies
ω0. Other parameters are ε = 0, V = 10meV, Γ = 30meV, T = 300K.

1.5 Summary

In this chapter I have introduced the basic building blocks of the theory of open quantum

systems and derived a generic Born-Markov master equation. I then applied this theory

to a canonical model, the spin-boson model, and investigated how bath properties change

its behaviour. Now I will investigate the short-comings of the weak-coupling approach and

propose some methods for going beyond it.



Chapter 2

Beyond the weak-coupling

approximation

2.1 Introduction

In many applications, it becomes necessary to model the coupling between a system and its

environment beyond the second-order perturbation in coupling-strength seen in the previous

chapter. Additionally, the Born and Markov approximations mean that correlations cannot

build up between the two subsystems as they interact with one another. The existence of

these correlations can lead to many qualitative changes to the short-time and steady-state

behaviour of the reduced system [25].

Here I will outline two techniques for going beyond the weak-coupling approximation,

namely the polaron transformation [26, 27, 1] and the collective coordinate (CC) mapping [28,

29, 25, 23]. I do not present any original results in this chapter, only redeveloping previous

work for the context of this thesis.

Both of the polaron and CC approaches apply unitary transformations to the original

Hamiltonian to essentially extend the boundary of what the system of interest is, to include

important elements of the bath. By including salient environmental features within the

system description, the strong interactions can be dealt with non-perturbatively and anything

that remains can be expanded to second order as we have seen in the previous section. As

we will see, this can come at a cost, either by enlarging the basis considerably, as in the CC

approach, or by shifting the perturbation expansion onto other important interactions, as

with the polaron approach.

Currently, the polaron and CC theories also have limitations, which encourage their use

in slightly different parameter regimes. As we will see, the regions of validity are determined

by the low-frequency character of the bath modes. Apart from introducing the reader to

these important tools, the central focus of this chapter is to evaluate which approach is most

suitable for studying molecular systems. The validity restrictions of each theory ultimately

determine the choice of approach taken throughout this thesis.

19
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It should also be noted that there are several other advanced non-perturbative open

quantum systems techniques, these include path-integral methods [30, 31, 32], many-body

wave functions with tensor networks [33] and multi-configuration time-dependent Hartree-

Fock [34]. Notably, the hierarchical equations of motion (HEOM) approach [35] is valid in

similar regimes to the CC methods and is widely used in chemical physics applications [36,

37]. All of these powerful techniques also have their limitations, particularly in the case of

say path-integral and HEOM methods when it comes to dealing with so called non-additive

effects where systems are coupled to multiple independent environments [38]. We will see in

the next chapters how the CC model can be used to account for non-additivity in a simple

and elegant way. The simplicity of CC and polaron approaches also allows us to gain deep

physical insight into fundamental problems in open quantum systems.

Formally exact methods also exist, such as Zwanzig-Nakajima projection operator tech-

niques [39], but these often give equations that are intractable without perturbative expan-

sions in coupling strength [21]. Due to their complicated dynamical maps, these techniques

also do not lend themselves to treating systems coupled to multiple baths, which form the

focus of this thesis.

2.2 Polaron transformation

In situations where some quantum system of interest interacts with a harmonic bath, the true

state of the bath will be dependent on the exact state of the system. As a simple example, we

take exciton formation in a semiconductor lattice. When the electron is in its ground state,

the surrounding bulk will approach a particular equilibrium configuration. Upon excitation,

say by the absorption of a photon, the electron moves to a new orbital with a totally different

charge configuration, causing the surrounding lattice to distort. Depending on the coupling

between charge carriers and lattice conformation, these displacements can be considerable

enough that it makes sense for the entire exciton-plus-distortion cloud to be thought of as a

separate quasi-particle, called a polaron [27, 1].

By incorporating the lattice displacements due to the electronic excited state into the

Hamiltonian, one can derive equations of motion for the electronic degrees of freedom which

are far more widely applicable than those obtained from perturbation theory in the original

frame. In some simple models, such as the independent boson model, which will be visited

later, a polaron transformation alone can be enough to obtain an exact solution for the

dynamics of both the system and the bath.

Given a Hamiltonian of the form H = HS +HI +HB, a transformation which only mixes

the subsystems together and performs coordinate displacements must be unitary H ′ = UHU †

where U = eS and S is a Hermitian operator [26]. Specifically, most Hamiltonians I treat
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will be some variant of

H = HS + A
∑

k

gk(b
†
k + bk) +

∑

k

ωkb
†
kbk + A2

∑

k

g2
k

ωk
(2.1)

which permits a choice for S of the form S = A(
∑

k
gk
ωk

(b†k − bk)). For a general HS and A,

the transformation gives rise to the partition H ′ = H ′S +H ′I +H ′B:

H ′S = eSHSe
−S + A2

∑

k

g2
k

ωk
(2.2)

H ′B =
∑

k

ωkb
†
kbk − A

∑

k

gk(b
†
k + bk) + A2

∑

k

g2
k

ωk
(2.3)

H ′I = A
∑

k

gk(b
†
k + bk)− 2A

∑

k

g2
k

ωk
, (2.4)

which allows us to see exactly how the linear coupling term A
∑

k gk(b
†
k + bk) is removed

by the transformation. If HS commutes with A, as in the independent boson model, then

eSHSe
−S = HS and this transformation displaces the Hamiltonian to a representation which

completely removes any interaction term and just renormalises the system and bath energy

scales. In this decoupled representation an exact solution of system and bath dynamics can

be found.

Where [A,HI ] 6= 0, e.g. in the Spin-Boson model, then further interaction terms arise

and various approximations are usually made to obtain closed solutions.

2.3 Collective-coordinate formalism

Here I will give an overview of another non-perturbative technique which is typically valid

in complementary parameter regimes to the polaron formalism, known as the Collective

Coordinate mapping. They are complementary because they are each valid for different

subclasses of environmental spectral densities.

The underlying idea of the Collective Coordinate mapping [28, 29, 25] is that we can

perform a normal mode transformation on the original closed system Hamiltonian 2.1 to

gain a completely equivalent model but in slightly different form. Essentially, the most

important effects of the entire bath are summarised in a single bath coordinate, known as

the collective coordinate (CC). The mapping is such that the system only interacts with this

CC, which in turn couples to a bath of residual modes. The idea is that this CC-residual

bath coupling should be weak enough to perform perturbation theory on, as in the previous

chapter, giving rise to time-local, Born-Markov master equations which describe the time-

evolution of the entire system-plus-CC. This means that the original system Hamiltonian is

augmented to explicitly include a bosonic or fermionic mode, of the same type as the original

bath, thus enlarging the dimension of the reduced system.



22 CHAPTER 2. BEYOND THE WEAK-COUPLING APPROXIMATION

We restate the generic Hamiltonian (1.52) in Hooke’s law form for convenience

H = HS(t)− s
∑

k

g̃kxk +
1

2

∑

k

g̃2
k

ω2
k

s2 +
1

2

∑

k

(p2
k + ω2

kx
2
k), (2.5)

and define the spectral density for the system-bath interaction as J0(ω) =
∑

k g
2
kδ(ω − ωk)

where we scale the coupling strength for convenience gk = g̃k/
√

2ωk. We now define the

normal mode transformation [25, 23]:

~X = Λ~x and ~P = Λ~p (2.6)

such that the operators for the new set of oscillators are given by Mj =
∑

k Λjkmk, where

ΛT = Λ−1. The collective coordinate is defined by

∑

k

g̃kxk = λ0X1, (2.7)

where λ0 is the system-CC coupling strength. The residual bath oscillator frequencies, Ωm

for m > 1, are related to the original frequencies by the orthogonality condition ΛΛT = 1

which gives ∑

k

ω2
kΛmkΛnk =

∑

k

ω2
kΛmkΛ

T
kn = δm,nΩ2

m. (2.8)

Focusing on the final term in (2.5), we get

1

2

∑

k

(p2
k + ω2

kx
2
k) =

1

2

∑

k

∑

m,n

(ΛmkΛnkPmPn + ω2
kΛmkΛnkXmXn) (2.9)

which allows us to identify

h̃n ≡ ω2
kΛ1kΛnk for m = 1 (2.10)

h̃m ≡ ω2
kΛmkΛ1k for n = 1 (2.11)

so an interaction term X1

∑
k h̃kXk can be extracted. We also notice that Λ1k = λ−1

0 hk, which

comes from (2.7). Further, we can see that [X1, P1] = i
∑

k,k′
h̃k
λ0

Λ1k[xk, pk′ ], which means that∑
k h̃kΛ1k = λ0 and so λ2

0 =
∑

k h̃k must be true to preserve commutation relations for the CC

since [xk, pk′ ] = iδk,k′ for any harmonic oscillator. Finally, by also defining Ω2
1 =

∑
k ω

2
kΛ1k,

the full mapped Hamiltonian then becomes

H = HS(t)−λ0sX1 +
1

2

∑

k

g̃2
k

ω2
k

s2 +
1

2
(P 2

1 +Ω2
1X

2
1 )+X1

∑

k>1

h̃kXk+
1

2

∑

k>1

(P 2
k +Ω2

kX
2
k). (2.12)

We can also define the CC-residual bath spectral density as J1(ω) =
∑

k h
2
kδ(ω− ωk), where

the CC-residual bath coupling strength has been scaled as hk = h̃k/
√

2ωk. This mapped
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Hamiltonian looks formidable, given that we do not know from the outset what Λ is. However,

for the mapping to be exact, the dynamics of the system of interest in the original and mapped

cases must be the same. Thus by calculating the equations of motion for the system of interest

in each case, we can relate the two models and calculate dynamics from knowledge of the

original spectral density only. The original spectral density does not specify any information

about the system of interest itself, only its interaction with the environment, so we can

replace the system with a classical coordinate with position q and momentum p,

Hq =
P 2
q

2
+ U(q)− q

∑

k

g̃kxk + q2 1

2

∑

k

g̃2
k

ω2
k

+
1

2

∑

k

(p2
k + ω2

kx
2
k), (2.13)

where we also write the oscillator degrees of freedom in the position-representation,

xk =
1√
2ωk

(b†k + bk) and pk = i

√
ωk
2

(b†k − bk) (2.14)

and we have drop the time arguments from the system Hamiltonian. From this, the equations

of motion are calculated using Hamilton’s equations q̇ = ∂H
∂p

, ṗ = q̈ = −∂H
∂q

yielding,

q̈(t) = −U ′(q)−
∑

k

g̃kxk(t)− q(t)
∑

k

g̃2
k

2ω2
k

, (2.15)

ẍk(t) = −g̃kq(t)− ω2
kxk(t), (2.16)

where U ′(q) = dU(q)
dq

. The bath variables xk(t) and pk(t) are then eliminated by making use

of the Fourier transform f(z) =
∫∞
−∞ f(t)e−iztdt. This is done by substituting the definition

of the inverse Fourier transform into the equation above and rearranging. This leads to an

equation of the form K(z)q(z) = −U ′, where the Fourier space operator is defined as:

K(z) = −z2

(
1 +

∑

k

g̃2
k

ω2
k(ω

2
k − z2)

)
= −z2

(
1 +

∫ ∞

0

dω
J0(ω)

ω(ω2 − z2)

)
. (2.17)

In getting to the integral in the last equality, we have moved to the continuum limit in

the number of boson modes. The integration over frequency is now performed for the most

general spectral density that could be found, the details of which are contained in Appendix

1. In summary, we assume that a general spectral density can be written in the form

J0(ω) =
ωf(ω)∏N

k (ω − iak)(ω + iak)
, (2.18)

where any poles are written explicitly in the denominator and must be imaginary (ak ∈ R)

to avoid non-physicality, specifically appearing in conjugate pairs to ensure J0(ω) is real. It

should be noted that the spectral density is decomposed in a similar manner to 2.18 within

the hierarchical equations of motion (HEOM) formalism [35, 40]. The function h(ω) is
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arbitrary but well behaved (say some polynomial), real-valued and has no poles. To simplify

the calculation we treat the case where there are only two poles but as long as they are all

imaginary the actual number of poles does not matter. We can then write (2.17) as

K(z) = −z2

(
1 + iπ

(
J0(z)

z2

)
− πf(ia1)

(a2
1 − a2

2)(a2
2 + z2)(a1)

− πf(ia2)

(a2
1 − a2

2)(a2
1 + z2)(a2)

)
. (2.19)

Since the z2 cancels out on the imaginary term (f(ω) is real-valued), the spectral density

can be retrieved from the Fourier-space operator by writing z = ω − iε and taking ε to zero

from the positive direction (so it lies in the contour) and discarding the real part,

J0(ω) =
1

π
lim
ε→0+

Im [K(ω − iε)] . (2.20)

Now we have the form of the spectral density in terms of the Fourier space operator which

governs the dynamical evolution of the classical coordinate. The equations of motion of the

classical coordinate should be the same before and after the mapping, since it is exact. We

now do the same procedure to write K(z) in terms of the CC spectral density, to equate

the original spectral density with the CC spectral density. Firstly, we swap the system for a

continuous coordinate in CC Hamiltonian

H =
P 2
q

2
+U(q)− λ0qX1 + q2 1

2

∑

k

g̃2
k

ω2
k

+
1

2
(P 2

1 + Ω2
1X

2
1 ) +X1

∑

k>1

h̃kXk +
1

2

∑

k>1

(P 2
k + Ω2

kX
2
k).

(2.21)

This Hamiltonian enables the equations of motion to be calculated

q̈(t) + λ0 +
λ2

0

Ω2
q = −U ′(q) (2.22)

¨̂x+

(
Ω2 +

∑

k

h̃2
k

ω2
k

)
x̂+ λ0q +

∑

k

h̃kX̂k = 0 (2.23)

¨̂
Xα(t) + h̃αx̂+ ω2

αX̂α. (2.24)

As for the Hamiltonian in the original frame, we transform to the Fourier space operator

to eliminate the CC and residual environment degrees of freedom:

K(z) = −z2 +
λ2

0

Ω2

L(z)

Ω2 + L(z)
. (2.25)

By moving to the continuum limit and using the definition of the CC-residual bath spectral

density

L(z) = −z2

(
1 +

∑

k

h̃2
k

ω2
k(ω

2
k − z2)

)
= −z2

(
1 + 4Ω

∫ ∞

0

dω
J1(ω)

ω(ω2 − z2)

)
. (2.26)
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We can now relate J0(ω) and J1(ω) by equating (2.19) and (2.25) and taking the limit as in

(2.20).

In order to go any further, we could use the method given by Martinazzo et al [41] to

map from the original spectral density J0(ω) to the new spectral density J1(ω), however,

there is a perfectly adequate mapping in the reverse direction J1(ω) → J0(ω) [25], for the

case of Drude-Lorentz spectral densities as first described by Garg et al [28]. Since the

Drude-Lorentz family of spectral densities is general enough for the applications within this

thesis, this example is shown in the next section.

2.3.1 Example: Drude-Lorentz spectral density

With the aim of finding the associated Spin-Boson J0(ω), we start with an Ohmic spectral

density for the CC-residual bath,

J1(ω) = γω exp(−ω/Λ). (2.27)

In the limit that Λ → ∞, following the same contour integration procedure as in the un-

mapped case and noticing that J1(ω) has no poles yields

L(z) = −z2 + 2iπΩγz. (2.28)

Substituting this into (2.25) and then into the mapping (2.20) gives

J0(ω) =
1

π
lim
ε→0+

Im[K(ω − iε)] =
1

π

2πΩ2γλ2
0ω

(Ω2 − ω2)2 + (2πΩγ)2ω2
, (2.29)

which is in the form of an under-damped Drude-Lorentz spectral density which we restate

for convenience

J(ω) =
αΓω2

0ω

(ω2 − ω2
0)2 + Γ2ω2

. (2.30)

Setting Γ = 2πγλ2
0 and ω0 = Ω makes the mapping exact. However, this is in terms of λ0

and γ which are as yet unspecified. By comparing the different derivatives of the equations

of motion in the two cases, it can be shown that the following relations hold

λ2
0

Ω
=

∫ ∞

0

J0(ω)

ω
dω and λ2

0Ω =

∫ ∞

0

ωJ0(ω)dω. (2.31)

This gives γ = Γ/2πΩ and λ2
0 = παΩ/2.

The overdamped case can be found by defining

ωc =
Ω

2πγ
and α =

2λ2
0

πΩ
(2.32)
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which can be used to recast the spectral density (2.29) in the form

J(ω) =
1

π

αωcω

ω2
c − 2ω2ω2

c

Ω2 + ω4ω2
c

Ω4 + ω2
. (2.33)

In the limit where Ω� ωc then this spectral density reduces to

J(ω) =
αωcω

ω2 + ω2
c

, (2.34)

where we have retrieved the overdamped Drude-Lorentz spectral density. Thus a CC spectral

density in the form of (2.27) can be used to recover a spin-boson model with a Drude-Lorentz

spectral density in both underdamped and overdamped regimes.

2.3.2 The collective-coordinate master equation

Now we have performed the mapping, we can derive a Born-Markov master equation for

the interaction between the system and the residual bath. Inputting the definitions for the

position and momentum operators for the collective coordinate

x̂ =

√
1

2Ω
(a† + a) and p̂ = i

√
Ω

2
(a† − a) (2.35)

and the residual bath coordinates

X̂k =

√
1

2νk
(c†k + ck) and P̂k = i

√
νk
2

(c†k − ck) (2.36)

into the mapped Hamiltonian (2.12) gives

H = HS + s2
∑

k

g2
k

ωk
− λ0s(a

† + a) + Ωa†a

+ (a† + a)
∑

k

hk(c
†
k + ck) +

∑

k

ωkc
†
kck + (a† + a)2

∑

k

h2
k

ωk
.

(2.37)

Note that we have expressed this in terms of gk and hk instead of the scaled couplings g̃k

and h̃k. We now partition the Hamiltonian (2.37) into the form H = H0 +HB +HI where

H0 = HS + s2
∑

k

g2
k

ωk
− λ0s(a

† + a) + Ωa†a (2.38)

HB =
∑

k

ωkc
†
kck (2.39)

HI = (a† + a)
∑

k

hk(c
†
k + ck) + (a† + a)2

∑

k

h2
k

ωk
(2.40)

where we have kept the quadratic counter term inside the interaction Hamiltonian.
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We will now derive a master equation for the reduced density matrix of the two-level

system and reaction-coordinate, where the CC is weakly-coupled to the residual environment.

In the same way as previous sections, we transform to the interaction picture and decompose

the Hamiltonian this time using

H̃I(t) = Ã(t)⊗ B̃(t) + λ̃Ã2(t) (2.41)

where Ã(t) = eiH0t(a†+ a)e−iH0t, B̃(t) =
∑

k gk(c
†
ke
iωkt + cke

−iωkt) and λ̃ =
∑

k

h2k
ωk

. Using the

Born-Markov master equation (1.36) this gives

∂ρ̃S(t)

∂t
= −i trB

[
H̃I(t), ρ̃S(t)⊗ ρB

]
−
∫ ∞

0

dτ trB

[
H̃I(t),

[
H̃I(t− τ), ρ̃S(t)

]]
(2.42)

=− iλ̃
[
Ã2(t), ρ(0)

]
− λ̃2

∫ ∞

0

dτ
[
Ã2(t), [Ã2(t− τ), ρ̃S(t)]

]

−
∫ ∞

0

dτ(Ã(t)Ã(t− τ)ρ̃S(t)
〈
B̃(τ)B

〉
B
− Ã(t)ρ̃S(t)Ã(t− τ)

〈
B̃(−τ)B

〉
B

− Ã(t− τ)ρ̃S(t)Ã(t)
〈
B̃(τ)B

〉
B

+ ρ̃S(t)Ã(t− τ)Ã(t)
〈
B̃(−τ)B

〉
B

).

(2.43)

In this final equality, there are the bath correlation functions 〈B(±τ)B〉B which are complex

valued. It becomes useful to split the correlation functions into real an imaginary parts by

defining rates such that 〈B(±τ)B〉B ≡ Γ+ ± Γ−

Γ± = tr ((B(τ)B ±B(−τ)B)ρB) /2, (2.44)

whereby Γ+ is real and Γ− is imaginary. If we assume a thermal bath, as in (1.58), then we

can follow methods outlined in previous sections by moving into the continuum limit

Γ+(τ) =

∫ ∞

0

dωJ1(ω) coth

(
βω

2

)
cos(ωτ) and Γ−(τ) = i

∫ ∞

0

dωJ1(ω) sin(ωτ). (2.45)

This allows us to write the Equation (2.43) in the form

∂ρ̃S(t)

∂t
= −iλ̃

[
Ã2(t), ρS(0)

]
− λ̃2

∫ ∞

0

dτ
[
Ã2(t), [Ã2(t− τ), ρ̃S(t)]

]

−
∫ ∞

0

dτ
([
Ã(t),

[
Ã(t− τ), ρ̃S(τ)

]]
Γ+(τ) +

[
Ã(t), {Ã(t− τ), ρ̃S(τ)}

]
Γ−(τ)

)
.

(2.46)

We now notice that the first two terms (involving Ã2(t)) are reminiscent of a second order

expansion of the Von-Neumann equation, e.g. Eq. (1.31),

− iλ̃
[
Ã2(t), ρ̃S(0)

]
− λ̃2

∫ ∞

0

dτ
[
Ã2(t), [Ã2(t− τ), ρ̃S(t)]

]
= −iλ̃

[
Ã2(t), ρ̃S(t)

]
(2.47)
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as seen in section 1.3.1, this means that the quadratic terms have induced a unitary,

Hamiltonian-like contribution the open-system evolution. We also complete the Markov-

approximation by extending the time integral to infinity, the evolution Equation (2.43) now

becomes

∂ρ̃S(t)

∂t
= −iλ̃

[
Ã2(t), ρ̃S(t)

]

−
∫ ∞

0

∫ ∞

0

dωdτ
[
Ã(t),

[
Ã(t− τ), ρ̃S(t)

]]
J1(ω) coth

(
βω

2

)
cos(ωτ)

−
∫ ∞

0

∫ ∞

0

dωdτ
[
Ã(t), {Ã(t− τ), ρ̃S(t)}

]
J1(ω) sin(ωτ).

(2.48)

The spectral density J1(ω) = γω exp
(
−ω

Λ

)
where Λ is the CC cutoff frequency in the limit

Λ→∞, is unbounded, which means that some of the frequency integrals appear divergent,

though we can cancel some out by integrating the last term in equation 2.48 by parts using

∫ ∞

0

dτ sin(ωτ)Ã(t− τ) =

[
−Ã(t− τ)

ω
cos(ωτ)

]∞

0

+

∫ ∞

0

dτ
cos(ωτ)

ω

∂Ã(t− τ)

∂τ
(2.49)

= −P
(
Ã(t)

ω

)
+

∫ ∞

0

dτ
cos(ωτ)

ω

∂Ã(t− τ)

∂τ
. (2.50)

The principal value part of the integral cancels with the first term of (2.48) since λ̃ =
∑

k

h2k
ωk

and the original definition J1(ω) =
∑

k h
2
kδ(ω − ωk), which gives

i

∫ ∞

0

dω
J1(ω)

ω

[
Ã(t), {Ã(t), ρ̃(t)}

]
= i

∫ ∞

0

∑

k

g2
kδ(ω − ωk)

1

ω
dω
[
Ã2(t), ρ̃(t)

]
(2.51)

= i
∑

k

g2
k

ωk

[
Ã2(t), ρ̃(t)

]
= iλ̃

[
Ã2(t), ρ̃(t)

]
. (2.52)

Now we tranform into the Schrödinger representation and use the Heisenberg equations of

motion ∂Ã(t−τ)
∂τ

= i
[
H0, Ã(t− τ)

]
+ ∂Ã

∂τ
:

∂ρ(t)

∂t
= −i [H0, ρ(t)]

−
∫ ∞

0

∫ ∞

0

dωdτ
[
A,
[
AÃ(−τ), ρ(t)

]]
J1(ω) coth

(
βω

2

)
cos(ωτ)

−
∫ ∞

0

∫ ∞

0

dωdτ

[
A,

{[
Ã(−τ), H0

]
, ρ(t)

}]
J1(ω)

cos(ωτ)

ω
.

(2.53)



2.3. COLLECTIVE-COORDINATE FORMALISM 29

At this point we can include the integrals over τ and ω in the definitions of two new operators

χ ≡
∫ ∞

0

∫ ∞

0

dωdτJ1(ω) coth

(
βω

2

)
cos(ωτ)Ã(−τ) (2.54)

Ξ ≡
∫ ∞

0

∫ ∞

0

dωdτJ1(ω)
cos(ωτ)

ω

[
H0, Ã(−τ)

]
. (2.55)

With these expressions, the Liouvillian has essentially been derived, but in practice these

operators are difficult to calculate analytically due to being in the interaction picture with

respect to the augmented system Hamiltonian, which seldom commutes with the interaction

Hamiltonian. To proceed, the operators (2.54)-(2.55) can be written in the augmented system

eigenbasis:

A =
∑

ij

〈φi|A |φj〉 |φi〉〈φj| (2.56)

where H0 |φn〉 = φn |φn〉. The time-dependence on the operators Ã(−τ) is found via (1.14),

the system operators become

Ã(t) =
∑

ij

〈φi|A |φj〉 ei(φi−φj)t |φi〉〈φj| . (2.57)

Substituting this into (2.54)-(2.55) and integrating using (1.79) yields

χ ≈
∑

ij

J1(ξij) coth

(
βξij

2

)
〈φi|A |φj〉 |φi〉〈φj| (2.58)

Ξ ≈
∑

ij

J1(ξij) 〈φi|A |φj〉 |φi〉〈φj| (2.59)

where ξij = (φi − φj) and the imaginary Lamb-shift terms have been neglected, justified in

[25] by numerical benchmarking.

This form of the operators lends itself to numerical construction, by truncating the space

of the collective-coordinate to some appropriate excitation number and then numerically

diagonalising the augmented system Hamiltonian H0. Finally, we can write the CCME as

∂ρ(t)

∂t
= −i [H0, ρ(t)] + [A, ρ(t)Z] +

[
Z†ρ(t), A

]
(2.60)

where (2.59)-(2.59) have now been simplified by the definition Z ≡ χ+ Ξ, which gives:

Z =
∑

ij

J1(ξij)

(
coth

(
βξij

2

)
+ 1

)
〈φi|A |φj〉 |φi〉〈φj| . (2.61)
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2.4 An exactly solvable model: the independent boson

model

Here the canonical independent boson model (IBM) is treated, since it can be exactly diag-

onalised by using the polaron transformation [42, 21]. This will allow us to test the regimes

of applicability of the CC method. The IBM corresponds to a choice of HS = ε |X〉〈X| and

A = |X〉〈X| in (2.1), which means that [HS, A] = 0.

2.4.1 Exact Solution
After accounting for the renormalisation term

∑
k g

2
k/ωk, the Hamiltonian becomes

H = ε′ |X〉〈X|+
∑

k

ωkb
†
kbk + |X〉〈X|

∑

k

gk(b
†
k + bk) (2.62)

where ε′ = ε +
∑

k

g2k
ωk

. We then perform a unitary, polaron transformation H ′ = eSHe−S

where S = |X〉〈X|∑k
gk
ωk

(b†k−bk). This yields transformed bath and interaction Hamiltonians

H ′S = ε′ |X〉〈X| (2.63)

H ′B =
∑

k

ωkb
†
kbk − |X〉〈X|

∑

k

gk(b
†
k + bk) + |X〉〈X|

∑

k

g2
k

ωk
(2.64)

H ′I = |X〉〈X|
∑

k

gk(b
†
k + bk)− 2 |X〉〈X|

∑

k

g2
k

ωk
(2.65)

(2.66)

which together form the polaron-frame Hamiltonian

H ′ = ε |X〉〈X|+
∑

k

ωkb
†
kbk (2.67)

whereby the system and bath are now decoupled but the initial system energy renormalisation

has been exactly cancelled out due to the polaron shift, which is induced by the coupling.

The time-evolution operator in the polaron frame is thus

U ′(t) = e−iε|X〉〈X|te−i
∑
k ωkb

†
kbkt. (2.68)

We will now show that in the original frame the environmental modes undergo a shift depen-

dent on whether the system is in the ground or excited state. We partition the full original

Hamiltonian as

H0 = ε′ |X〉〈X|+
∑

ωkb
†
kbk and HI = |X〉〈X|

∑
gk(b

†
k + bk) (2.69)
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in order to write

Ũ(t) ≡ eiH0tU(t) = eiH0te−SU ′(t)eS (2.70)

= eiH0te−Se−iH0teiH0tU ′(t)eS (2.71)

where we have used the reverse of the unitary polaron transformation U(t) = e−SU ′(t)eS

and resolved the identity operator for the final equality. From this we identify

eiH0te−Se−iH0t = exp

(
− |X〉〈X|

∑ gk
ωk

(eiωktb†k − e−iωktbk)
)

(2.72)

and

eiH0tU ′(t) = e
i
∑
k

g2k
ωk
|X〉〈X|t

. (2.73)

By using the theorem eA+B = eAeBe−[A,B]/2, after some algebra we reach

Ũ(t) = e−iΦ(t)e|X〉〈X|
∑

(αk(t)b†k−α
∗
k(t)bk) (2.74)

where Φ(t) =
∑ g2k

ω2
k

sinωkt− g2k
ωk
t and αk = (1− eiωkt) gk

ωk
. By performing a series expansion of

the second exponent in (2.74) and inspecting the first few terms we can identify a convenient

form of the time evolution operator (2.74) that is still exact:

Ũ(t) = e−iΦ(t)

(
|0〉〈0|+ |X〉〈X|

∏

k

D (αk(t))

)
(2.75)

where we have introduced the displacement operator D(αk(t)) = exp
(
αk(t)b

†
k − αk(t)bk

)
.

We assume that system and bath are initially in a product state ρ(0) = ρS(0) ⊗ ρB(0) and

that the bath starts in thermal equilibrium at temperature TR

ρB(0) = exp

(
−
∑

k

ωkb
†
kbk/kBTR

)
/ tr

[
exp

(
−
∑

k

ωkb
†
kbk/kBTR

)]
. (2.76)

Since the interaction term in Eq. (2.62) commutes with the system Hamiltonian, within the

independent boson model the phonon bath causes no transitions between system eigenstates

and thus the system populations are static. Transforming back to the Schrödinger picture

we have

ρ̃00(t) = ρ00(0) |0〉〈0| ρ̃11(t) = ρ11(0) |X〉〈X| (2.77)

which we verify by using

ρ̃ij(t) = 〈i|TrB

[
Ũ(t)ρ(0)Ũ †(t)

]
|j〉 . (2.78)
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The system coherences do evolve, and are governed by

ρ10(t) = ρ10(0) TrB

(∏

k

D(αk(t))ρB

)
= ρ10(0)e−Γ(t)e−iεt (2.79)

ρ01(t) = ρ01(0) TrB

(
ρB
∏

k

D†(αk(t))

)
= ρ01(0)e−Γ∗(t)eiεt (2.80)

where we have defined the decoherence function

Γ(t) = ln

(
TrB

(∏

k

D(αk(t))ρB

))
=
∑

k

ln (〈D(αk(t))〉B) , (2.81)

with the expectation value over the bath 〈O〉B = trB(OρB). This allows us to identify the

Wigner characteristic function for bath mode k,

〈D(αk(t))〉B = exp

(
−1

2
|αk|2

〈
{bk, b†k}

〉
B

)
(2.82)

so the decoherence function becomes

Γ(t) =
∑

k

−1

2
|αk|2

〈
{bk, b†k}

〉
B

= −
∑

k

(1− cos(ωkt))
|gk|2
ω2
k

coth

(
ωk

2kBTR

)
(2.83)

where the second equality comes from the definition of αk(t) after equation (2.74) and a

fair amount of algebra. We can then use the spectral density we have already defined,

J0(ω) =
∑

k |gk|
2δ(ω − ωk), to get

Γ(t) = −
∫ ∞

0

dω
J(ω)

ω2
coth

(
ω

2kBTR

)
(1− cos(ωt)). (2.84)

The full time evolution for the coherences is thus

ρ01(t) = ρ01(0)e−iεte−Γ(t) and ρ10(t) = (ρ01(t))∗. (2.85)

2.4.2 Weak-coupling approach

This calculation is very similar to the weak-coupling spin-boson model seen in the previous

chapter, but it is greatly simplified by the fact [HS, A] = 0. From the Born-Markov master

equation in the Schrödinger picture (1.41), we input the appropriate system operator to get

a master equation:

∂ρ(t)

∂t
= L(ρS(t)) = −i[ε̃, ρS(t)] + Γ(0)

(
2 |X〉〈X| ρS(t) |X〉〈X| − {|X〉〈X| , ρS(t)}

)
(2.86)
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Figure 2.1: Two-level system coherence dynamics (〈σx〉 = ρeg(t)+ρge(t) and 〈σy〉 = i(ρeg(t)−
ρge(t))) as a function of time for the independent boson model in the strong-coupling regime:
exact solution (dots), collective coordinate master equation (solid curves) and Born-Markov
master equation (dotted curves).

where ε̃ = ε′ − S(0) and decay rates and Lamb-shifts defined as Λ(0) = Γ(0)− iS(0) given

Λ(0) =
π

2
lim
ν→0

(
J(ν) coth

(
βν

2

))
− iP

[∫ ∞

0

J(ω)

ω
dω

]
. (2.87)

For a Drude-Lorentz spectral density, the decay rate can be evaluated analytically Γ(0) =

παΓ/(2βω2
0), but the shift S(0) principal value integral will be calculated numerically.

2.4.3 Comparison to collective coordinate approach

The dynamics of the exact solutions can be compared to the collective coordinate mas-

ter equation and the weak-coupling approach. The initial condition for the two-level sys-

tem is taken to be ρS(0) = 1
2
(|e〉 + |g〉)(〈e| + 〈g|). For the exact solution, the envi-

ronment is initialised in the thermal state ρB(0) of Eq. (2.76), as stated before, while

for the collective coordinate master equation the CC is initialised in the thermal state

ρth = exp
(
−Ωb†b/kBTR

)
/ tr
[
exp
(
−Ωb†b/kBTR

)]
with the residual environment held in ther-

mal equilibrium at temperature TR throughout the dynamics. In Fig. 2.1 above we compare

the two approaches and find that the collective coordinate master equation matches the exact

solution well into the strong phonon-coupling regime.

2.5 The spin-boson model revisited

In the previous section we saw that the collective coordinate master equation performed

well at simulating non-perturbative open-quantum systems in the case where the system

Hamiltonian and system coupling operator are mutually commutative. We will now revisit
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the spin-boson model, as seen in Section 1.4, where

H = ε′σ†σ + V (σ† + σ) +
∑

k

ωkb
†
kbk + |X〉〈X|

∑

k

gk(b
†
k + bk), (2.88)

where ε′ = ε+
∑

k g
2
k/ωk. In the weak-coupling case, the fact that the tunnelling term does not

commute with the interaction Hamiltonian was circumvented by moving to the eigenbasis of

the system Hamiltonian before transforming to the interaction picture. At strong-coupling,

the eigenbasis of the system Hamiltonian may be a sub-optimal basis, incapable of expressing

non-trivial contributions due to the environmental degrees of freedom. As we have seen, the

collective coordinate formalism deals with this by expanding the Hilbert space of the system

and transforming to the new supersystem basis. The polaron approach attempts to move to

a representation where the displacements due to the system-bath interaction have already

been accounted for, which we will now show becomes very limited in two key regimes of

interest: finite intrasystem tunnellings and low-frequency environmental spectral densities.

Since the spin-boson model is not exactly solvable, we will benchmark the collective coor-

dinate and polaron approaches against a numerically exact approach known as Hierarchical

Equations of Motion (HEOM).

2.5.1 Polaron approach for the ohmic spin-boson model

After a polaron transformation, the Hamiltonian (2.88) becomes

H ′ = εσ†σ + V (σ†B+ + σB−) +
∑

k

ωkb
†
kbk (2.89)

where B± =
∏

kDk(±gk) are the mode-dependent displacements due to the phonon-coupling,

which now augment the tunnelling term. Before we expand this term in order to derive a

master equation, we notice that the term proportional to V has a non-zero expectation value

with respect to a thermal environment state TrB{(σ†B+ + σB−)ρE} = 〈B〉σx, which is a

requirement for deriving Born-Markov master equations in the usual way [21]. We then

subtract 〈B〉σx from the interaction and add it to the system Hamiltonian, so the pertur-

bative expansions represent fluctuations around the thermal average. The final partition is

therefore HP = HSP +HIP +HE, where

HSP = εσ†σ + 〈B〉σx and HIP = V (σxBx + σyBy) (2.90)

where we have defined

Bx =
1

2
(B− +B+ − 2 〈B〉)

By =
1

2i
(B− −B+).

(2.91)
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Figure 2.2: (a): Dynamics of TLS population, (b): 〈σx〉 and (c): 〈σy〉 for the spin-boson
model. Dashed lines correspond to the weak-coupling approach described in the previous
chapter, solid red lines are from the CCME approach. Parameters are α = 0.5meV, ε = 0,
V = 10meV, Γ = 30meV, ω0 = 20meV, T = 300K.
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Figure 2.3: (a): Dynamics of TLS population, (b): 〈σx〉 and (c): 〈σy〉 for the spin-boson
model. Dashed lines correspond to the weak-coupling approach described in the previous
chapter, solid red lines are from the CCME approach. Parameters are α = 10meV, ε = 0,
V = 10meV, Γ = 30meV, ω0 = 20meV, T = 300K.

Following the approach of [27], 〈B〉 can be expressed in terms of the spectral density:

〈B〉 = exp

(
−1

2

∫ ∞

0

dω
J(ω)

ω2
coth

βω

2

)
. (2.92)

By series expansion of the coth βω
2

we can see that the integral only converges for spectral

densities with at least cubic low-frequency dependence. This means that the Drude-Lorentz

phonon spectral-densities which are considered throughout this thesis cannot be modelled

properly using the polaron approach, since they have linear low-frequency dependence. This

further motivates the use of the CCME for studying dynamics in molecular systems.

2.5.2 Comparison of CC and weak-coupling approaches

In figures 2.2 (a)-(c) the dynamics of
〈
σ†σ
〉
, 〈σx〉 and 〈σy〉 are shown for the weak-coupling

(dashed blue) and the CC (solid red) approaches in the weak-coupling regime, where α =

0.5meV, ε = 0, V = 10meV and T = 300K. We can see that the weak-coupling theory

approximates
〈
σ†σ
〉

and 〈σy〉 well in this regime, however it does not replicate coherent

oscillations that are observed in the dynamics of 〈σx〉 due to the CCME.

For a lower frequency bath where ω0 = 10meV, the weak-coupling approach predicts

much smaller damping rates of the population oscillations, as seen in figure 2.4 (a). This
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Figure 2.4: (a): Dynamics of TLS population, (b): 〈σx〉 and (c): 〈σy〉 for the spin-boson
model for α = 0.05V and ω0 = 10meV. Dashed lines correspond to the weak-coupling
approach described in the previous chapter, solid red lines are from the CCME approach.
Remaining parameters are the same as figure 2.2. We can see that the lower frequency
environment has caused the weak-coupling theory to perform worse than when ω0 = 20meV
in figure 2.2.

spectral density is more sharply peaked at a lower frequency, which is a regime that can

cause Redfield to break down, even at this weak coupling strength of α = 0.05V = 0.5meV.

In figures 2.3 (a)-(c), the same dynamics are shown but this time in a strong-intermediate

coupling regime, where α = V = 10meV. We can see here that the dynamics and the steady-

states of the weak-coupling theory are now significantly different to those predicted by the

CCME theory.

2.6 Summary

Due to a requirement to go beyond the weak-coupling theory derived in the previous chapter,

I presented two possible methods, namely the polaron and collective coordinate approaches.

I have highlighted an inability of polaron theory to properly account for ohmic spectral den-

sities, such as the Drude-Lorentz form - used ubiquitously to model molecular phonon envi-

ronments - which supports the choice of the collective coordinate mapping as an appropriate

non-perturbative technique to use in the following chapters. I derived the CC mapping and

master equation, which was then benchmarked against the exact solution of the independent

boson model. I then used the CCME to explore the spin-boson model in the intermediate

and strong-coupling regimes. It was seen that the weak-coupling theory is not capable of

reproducing the complexity of the CC model, particularly for peaked, low-frequency baths.



Chapter 3

Environmental non-additivity in

quantum emitters

3.1 Introduction

The focus of this thesis is on the interplay between vibrational and optical interactions in

quantum systems. In the previous chapter, I reviewed some non-peturbative open quantum

systems techniques which are suited towards modelling exciton-phonon interaction processes,

however so far optical interactions have not been treated at all. In order to be optically

excited or de-excited, a dipole must interact with an electromagnetic field and absorb or

emit quanta of energy. In the absence of vibrational modes, quantum emitters such as bare

two-level atoms have Lorentzian emission lineshapes, with linewidths corresponding to the

lifetime of the excited electronic states [43]

For many modern information processing applications, it becomes useful to embed quan-

tum emitters into solid state devices [3], which means that the phonon modes of the host

can interact with the electronic states of the emitter. For example, in quantum dots excited

electrons interact with an effectively positively-charged host material, which has some bulk

phonon modes or lattice distortions which change the local electromagnetic field around

charge-carriers [27, 1]. Similarly, in photosynthetic systems, networks of light-sensitive

molecules are embedded into large sheets of interconnected proteins, which constitute a low-

frequency environment of delocalised phonons to the excited electronic states [44, 45, 46]. In

both of these examples, the phonons interact in intermediate-strong coupling regimes where

traditional weak-coupling approaches do not necessarily apply. These scenarios also require

that the quantum system of interest interacts with both a vibrational/phonon environment

and an ambient electromagnetic field, so I will now lay the foundations for how to do this in

a consistent way.

I will begin this chapter by introducing Hamiltonians that will be used often throughout

this thesis, that of a two-level dipole coupled to both the vibrational modes of a host lattice

and also an external electromagnetic bath. Effectively, the model is the independent boson

37
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model with the addition of optical fields, but I will term this the monomer Hamiltonian,

since it is analogous to a two-level electronic transition in a single small molecule.

Applying a CC mapping to the phonon bath allows us to incorporate its influence on the

electronic dynamics non-perturbatively, and in particular to capture the resulting dynamical

generation of electron-vibrational correlations [28, 47, 25, 16].

Using this non-perturbative theory, I will investigate the phenomena of environmental

non-additivity. This occurs when two or more environments interact with the same quantum

system and where it is not valid to calculate their impact on the system in isolation and

instead their collective effects must be accounted for to accurately describe the system. It is

demonstrated that non-additivity is essential for modelling quantum emitters in the presence

of vibrations, since enforcing an additive approximation essentially disregards the Franck-

Condon principle and leads to inconsistencies in electronic transition rates. I show that the

non-additive theory can lead to population inversion when the two-level emitter interacts

with high temperature thermal electromagnetic fields.

The population inversion observed in the two-level emitter only occurs for super-ohmic

spectral densities of the electromagnetic field, where the frequency dependence is greater

than linear. I present a minimal analytical model that fully explains the remarkably different

qualitative behaviour between the ohmic and super-ohmic cases, which also sheds light more

generally on the nature of non-additivity.

A model of coherent excitation is then derived, where the monomer system is excited with

a continuous-wave laser, rather than thermal electromagnetic fields. As well as calculating

steady-state emission spectra of the monomer to better understand the dynamics, I also

investigate the phenomenon of population inversion in vibronic systems under off-resonant

coherent driving.

3.2 Exciton-phonon interaction

Here we introduce the form of exciton-phonon Hamiltonian that will be used in the following

chapters. This is the same form that is used across the literature of open-quantum systems

and within quantum optics, chemical physics and quantum biology. Starting from a generic

form of system-bath coupling as in (1.50)-(1.55), I choose the system operator s = σ†σ as in

the case of the spin-boson model, which gives:

HPH =
∑

k

g2
k

νk
σ†σ − σ†σ

∑

k

gk(b
†
k + bk) +

∑

k

νk

(
b†kbk +

1

2

)
. (3.1)

Here HPH just denotes all of the contributions of the Hamiltonian, H = HS +HPH +HEM,

due to the phonon interaction. As we have already seen, for a Hamiltonian of spin-boson

model form, HS = εσ†σ + Ωσx, the first term in (3.1) gives rise to a shift of the TLS

energy. The second term is the system-phonon interaction, which in the absence of coherent
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coupling V → 0, commutes with the system Hamiltonian and thus does not cause transitions

between the TLS states. This is justified phenomenologically by the fact that emission

energies of the systems of interest to this thesis are on the order of a few electronvolts,

with phonon/vibrational energies rarely exceeding 100meV. These low-frequency vibrational

environments are unable to cause population transfer on their own.

As we have seen in the previous section, when |V | > 0, the system part of the Hamilto-

nian no longer commutes with the interaction part, so the environment can lead to direct

transitions between the Hamiltonian eigenstates. In chemical physics, these are often known

as non-adiabatic transitions [48], since the system exchanges energy with the phonon envi-

ronment in order for the populations to equilibrate.

The final term is the self-energy of the oscillators in the phonon bath. We will omit the

zero-point energy of
∑

k νk/2, since this is proportional to the identity operator and does not

influence the qualitative behaviour of the dynamics. It is useful to formally define a spectral

density for the system-vibrational interaction, J(ν) =
∑

k |gk|2δ(ν − νk), which as discussed

is a measure of the environmental density of states weighted by the system-environment

coupling strength for a mode frequency.

Throughout this thesis a Drude-Lorentz spectral density is used:

J(ν) = αν2
0γν/

[
(ν2 − ν2

0)2 + γ2ν2
]

(3.2)

which is phenomenologically motivated as it is used to model both localised, intra-molecular

vibrations as well as delocalised inter-molecular vibrational environments, by using small

and large γ, respectively [48]. The latter case are often called phonons, since they arise

from bulk mechanical effects in the host crystal [1] or protein substrate [45] that an emitter

is embedded in. These can be derived in much the same way as the approach known to

solid-state physics [1, 3].

3.3 Exciton-photon interactions

Here I sketch the derivation of the form of light-matter interaction Hamiltonian that is used

throughout this thesis. The magnetic and electric field can be written as [49]

B =∇×A (3.3)

E = −∇Φ− ∂A

∂t
(3.4)

In the Coulomb gauge, where∇·A = 0, the scalar potential is Φ(r, t) ∝
∫
dr′ρ(r′, t)/|r′ − r|.

It is assumed that the EM fields are in free space and there are no free charges, which means
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that Φ = 0:

E = −∂A

∂t
. (3.5)

Since the magnetic fields are 1/c smaller than electric fields, they are neglected. The vector

potential can be expressed as a superposition of plane waves

A(r, t) =
∑

kλ

eks
[
Akλ(t)e

ik·r + A∗kλ(t)e
−ik·r] (3.6)

where Akλ(t) are complex field amplitudes, which have wave-vector k and polarisation λ and

obey
dAkλ(t)

dt
+ ω2

kAkλ(t) = 0, (3.7)

which has the solution Akλ(t) = Akλe
−iωkt where Akλ = Akλ(0) and I have defined ωk = c|k|.

Differentiating this as in Eq. 3.5, gives the electric field in the form:

E(r, t) = i
∑

kλ

ωkeks
[
Akλe

i(k·r−ωkt) − A∗kλe−i(k·r−ωkt)
]
. (3.8)

In quantising the electric field, it is assumed that the field is contained within a cavity of

volume V , which gives rise to the Heisenberg picture operator [49]:

Âk(t) =

(
~

2ωkε0V

) 1
2

âk(t), (3.9)

where ak(t) are annihilation operators of the bosonic field. Using these definitions we can

rewrite the electric field as

Ê(r, t) = i
∑

kλ

(
~ωk
2ε0V

) 1
2

eks

[
âk(0)ei(k·r−ωkt) − â†k(0)e−i(k·r−ωkt)

]
. (3.10)

In the case where the matter-system of interest is much smaller than important mode wave-

lengths, then λ/2π = |k|−1 � |remitter|, so k · r� 1 and the variation of the electromagnetic

field over the extent of the system can be neglected. In this thesis, I mostly consider small

molecular systems which emit primarily in the visible and near-infrared part of the spec-

trum. For example Dibenzothiophene has a zero-phonon line at 785nm [50] but is only made

up of three aromatic rings, so has length on the order of only one nanometre. Making this

approximation gives:

Ê(r, t) ≈ Ê(t) = i
∑

kλ

(
~ωk
2ε0V

) 1
2

eks

[
âk(0)e−iωkt − â†k(0)eiωkt

]
. (3.11)
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Moving to the Schrödinger picture we have

Ê = i
∑

kλ

(
~ωk
2ε0V

) 1
2

eks

(
âkλ − â†kλ

)
. (3.12)

In the multipolar gauge [51] and the dipole approximation, the dipole-field interaction can

be written [49, 52]

HEM
I = −d̂ · Ê. (3.13)

If we write d̂ =
∑

jk 〈j| d̂ |k〉 |j〉〈k| where we use the TLS basis j, k ∈ {g, e} and 〈e| d̂ |g〉 = d,

then we get

HEM
I = −(|g〉〈e|+ |e〉〈g|)

∑

kλ

(
fkλâkλ + f ∗kλâ

†
kλ

)
, (3.14)

where fkλ = i
(

~ωk
2ε0V

) 1
2

(d · ekλ).

It becomes useful to define a spectral density, such that J (ω) =
∑

kλ |fkλ|
2δ(ω − ωk),

which gives

JM(ω) =
∑

kλ

~ωk
2ε0V

|d · ekλ|2δ(ω − ωk). (3.15)

Following [22], I choose a coordinate system such that |d · ekλ|2 = |d|2(1 −
∣∣∣~d · ~k

∣∣∣) =

|d|2(1 − cos2 θ), where θ is the angle between the unit vectors ~d and ~k. We now move

to the continuum limit using
∑

kλ → L3/(8π3c3)
∫∞

0
dωk ω

2
k

∫ π
0

dθ sin θ
∫ 2π

0
dφ, which after

integration by substitution gives

JM(ω) =
|d|2

6π2ε0
ω3. (3.16)

For a TLS with energy splitting ε, optical spectral densities will be given in terms of a bare

electronic decay rate Γ0 ≡ 2πJ (ε), so

JM(ω) =
Γ0

2πε3
ω3. (3.17)

Alternatively, in the Coulomb gauge [51] we have

HEM
I = p̂ · Â = −σy

∑

k

fkλ

(
âkλ + â†kλ

)
, (3.18)

where now fkλ = i
(

~ω0

2ε0V

) 1
2

(d · ekλ)
(
ω0

ωk

)1/2

. Using the same analysis as above, a spectral

density with a different frequency dependence is obtained

JC(ω) =
Γ0

2πε
ω. (3.19)

We can also see that JM(ε) = JC(ε), so both theories give the same predictions for the decay
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rate of the TLS.

3.3.1 Rotating-wave approximation

If the system Hamiltonian is considered to be HS = ε |e〉〈e|, and transform (3.14) to the

interaction picture with H̃EM
I (t) = eiH0tHEM

I e−iH0t where H0 = HS +HB, then we get:

H̃EM
I (t) = −(σe−iεt + σ†eiεt)

∑

kλ

(
fkλâkλe

−iωkt + f ∗kλâ
†
kλe

iωkt
)

= −
∑

kλ

(
fkλσâkλe

−i(ε+ωk)t + f ∗kλσâ
†
kλe
−i(ε−ωk)t + f ∗kλσ

†â†kλe
i(ε+ωk)t + fkλσ

†âkλe
i(ε−ωk)t

)
.

(3.20)

Light-matter interactions will be dominant around resonance, where ωk ≈ ε, so the time

evolution of the first and third terms (∝ e±i(ε+ωk)t) will be much faster that the time-evolution

of the second and last terms (∝ e±i(ε−ωk)t), with the latter terms being almost stationary with

respect to system evolution. This means that on time-scales relevant to system evolution,

the fast-oscillating terms are likely to average out to zero and therefore be unimportant to

the overall evolution of the system. On top of this, we can see that the fast-oscillating terms

correspond to processes which do not conserve particle number: σâkλ and σ†â†kλ. It is often

argued that these virtual processes are only likely to be significant at very large coupling

strengths, on the order of system energies and so they are omitted to make the Hamiltonian

exactly solvable, as in the Jaynes-Cummings model. This, known as the rotating-wave

approximation (RWA), gives the light-matter interaction Hamiltonian in RWA form after

moving back to the Schrodinger picture:

HEM
I ≈ −

∑

kλ

(
fkλσ

†âkλ + f ∗kλσâ
†
kλ

)
. (3.21)

Now I will move on to investigating the interplay between vibrational and electromagnetic

degrees of freedom in the monomer system.

3.4 The Franck-Condon principle

The Franck-Condon (FC) principle [48, 52] is an invaluable tool in the study of solid-state

and molecular emitters. The principle states that, due to the disparity in mass between

electrons and nuclei, after absorption of a photon changes in electron configuration occur

instantly on time-scales of nuclear motion. This means that electronic transitions of an

emitter occur without changes to the position of its nuclei or those of its environment. As a

result, transition rates become dependent on the overlap between vibrational configurations

in the initial and final states, which are generally displaced from one another [see Fig. 3.1(a)].

This displacement comes from the instantaneous, vertical transition to a different electronic
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manifold, such that the nuclear degrees of freedom are out of equilibrium.

The differing overlap between two displaced vibrational states in different electronic man-

ifolds determines the intensity of that vibronic transition line in emission and absorption

spectra. Larger displacements lead to an increase in absorption frequencies, as higher-lying

vibrational states have an increased overlap. This also causes energy to be dissipated into

the nuclear environment as the excited vibrational modes in the electronically excited state

relax to their equilibrium configuration. This is observed as an energy difference between

the absorption and emission profiles.

It is possible to calculate the optical response for such a system, where the system-

vibrational interactions are accounted for non-perturbatively [43], with the optical interaction

in the linear regime. These treatments are illuminating, however they do not generalise

well to studying the full system dynamics or to cases where there is incoherent driving by

thermal photons. As we will see, these are two important situations where environmental

non-additivity manifests itself.

Finally, it is also worth noting that figure 3.1(a) shows a distinctly symmetrical system,

where the potential energy surfaces of the excited and ground states have the same curvature.

However, in many real systems, a change in electronic configuration can also be accompanied

by a change in shape of the potential, leading to asymmetries in the emission and absorption

profiles [48]. In the following, we will only treat the symmetrical case, but extensions to the

formalism may be of interest to future work.

3.5 Environmental non-additivity in the monomer

The Franck-Condon picture provides an intuitive starting point for studying the complex

interactions between the electronic and vibrational degrees of freedom of an emitter and its

environment, for example through rate equations derived from Fermi’s Golden Rule [48, 52].

Faithfully representing the full non-equilibrium dynamics of such systems requires mov-

ing beyond rate equations and instead employing an explicitly time-dependent approach.

This should be non-perturbative in the electron-vibrational coupling and thus capable of

capturing the dynamical influence of vibrational displacement on the electronic states. Ex-

amples include polaron [53, 1] and collective coordinate [25, 16, 28, 29, 54] master equations,

hierarchical equations of motion [35, 55, 56], path integrals [57, 58, 59], and tensor network

methods [60, 61, 30]. Nevertheless, it is interactions with the electromagnetic environment

that ultimately give rise to the observed electronic (e.g. optical) transitions. Our focus in

this chapter is thus on the important question of how to incorporate electromagnetic inter-

actions into the dynamical formalism, such that they respect the non-perturbative nature of

the vibrational coupling.

Given that interactions with the electromagnetic field in free space are weak, it is often

assumed that the Markovian dynamics they generate can be added to the equations of motion
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Figure 3.1: (a) Illustration of the vibronic energy structure commonly associated to the
Franck-Condon principle. Vibrational coupling leads to the formation of manifolds corre-
sponding to the ground and excited electronic configurations, with transition probabilities
proportional to the overlap of the displaced and undisplaced vibrational states. (b), (c)
Schematics of the collective coordinate (CC) mapping. In the additive case (b) the elec-
tromagnetic field (shaded) is sensitive only to the two-level emitter (TLE), whereas in the
non-additive case (c) it is sensitive to the full augmented system (TLE+CC).

unmodified due to the presence of vibrations [62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73,

74, 75, 76, 77]. Though justifiable in certain circumstances [78, 79, 67, 80, 81], additivity

is in general a stringent requirement [80, 81, 82, 83, 84] that can break down even if all

environments are weakly coupled to the system [82]. In fact, we shall show below that

the dynamics obtained in this manner can exhibit fundamental flaws, such as disregarding

the FC principle. In certain cases, both the vibrational and electromagnetic environments

may be treated non-perturbatively [85, 86], but this comes at an inevitable cost in terms of

computational effort and complexity within the formalism.

Here we seek to retain both the simplicity of the Markovian description of the electro-

magnetic interactions and a non-perturbative treatment of the electron-vibrational coupling,

but without the undesirable additivity restriction. This is made possible through a collective

coordinate transformation [28, 47, 25, 54] which, as we have seen in the previous chapter,

incorporates non-perturbative effects of the vibrational environment into an enlarged (aug-

mented) system [see Fig. 3.1(b),(c)]. This in turn enables a Markovian master equation to

be derived in the eigenbasis of the augmented system space, rather than that of the orig-

inal bare emitter, by tracing out the electromagnetic environment and residual vibrational

modes [54]. On doing so we find that electromagnetic transitions become sensitive to the

non-perturbative vibrational dynamics captured by the CC mapping, and our procedure thus

retains the non-additive effects crucial to obtaining quantum dynamics that are consistent

with the FC principle [Fig. 3.1(c)]. If instead we enforce additivity [Fig. 3.1(b)], the result-
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ing electronic decay dynamics becomes independent of the electron-vibrational coupling. We

show that capturing non-additivity is also vital for accurately representing the stationary

non-equilibrium behaviour within our model. Specifically, under incoherent electromagnetic

excitation the non-additive interplay between the electromagnetic field and vibrations di-

rectly enables electronic population inversion for situations impossible within the additive

approach.

Before examining non-equilibrium dynamics explicitly, we can illustrate the shortcomings

of an additive approximation through arguments based on a simple Fermi Golden Rule calcu-

lation. We consider a two-level molecular emitter (a monomer) with electronic excited state

|e〉 and ground state |g〉, separated by an energy ε (~ = 1 throughout). Coupling to the elec-

tromagnetic field induces transitions between the electronic states, which are also assumed

to couple with strength η to a single (harmonic) vibrational mode of frequency Ω, leading

to the formation of a displaced manifold associated to the excited electronic configuration.

This is the situation depicted qualitatively in Fig. 3.1(a), though our considerations here and

throughout the rest of the paper also apply in the case of continuum phonon environments,

where the discrete mode would be identified as the CC post mapping (see below). As we

have seen in the previous chapter and as shown in [25], the CC approach can reproduce

numerically exact dynamics of the spin-boson model for overdamped Drude-Lorentz bosonic

environments, far from the single-mode regime.

We assume for the purpose of calculating the rate that shortly after excitation the system

has relaxed to thermal equilibrium in the excited state manifold, ρeq =
∑

m pm |e, m̃〉〈e, m̃|,
where pm = e−mΩ/kBT/

∑
n e
−nΩ/kBT with temperature T , and the displaced vibrational basis

is denoted |m̃〉 = D(η/Ω) |m〉 for vibrational Fock state |m〉 and displacement operator D(α).

From Fermi’s Golden Rule the electronic excited to ground state decay rate is then [48]

Γe→g =
∑

n,m

pnJ (∆ωm̃,n) |〈m̃|n〉|2 . (3.22)

There are two principal components to this expression. One is the overlap between vibra-

tional configurations, |〈m̃|n〉|2, which is known as the FC factor. The other is the electromag-

netic spectral density J (ω). This describes the system-field coupling strength weighted by

the electromagnetic density of states, and should be sampled at all energy differences between

relevant states in the excited and ground manifolds, ∆ωm̃,n. In the additive approximation,

however, the electromagnetic field coupling is treated in isolation from the vibrational in-

teractions, and the electromagnetic spectral density is then incorrectly sampled only at the

single frequency ε corresponding to the bare electronic ground and excited state splitting.

The expression for the emission rate then reduces to Γe→g ≈ J0

∑
n

∣∣〈0̃
∣∣n〉
∣∣2 = J0, where

J0 = J (ε) and we have used
∑

n |n〉〈n| = 1. Thus, in the additive case the FC factor

vanishes, and the transition rate loses its dependence on the electron-vibrational coupling.

Note that this reasoning can be used to show that the flat spectral density approximation
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commonly used in quantum optics theory [87] also fails in regimes of strong coupling to

vibrational modes.

We now develop a microscopic description in order to establish the extent to which non-

additivity can influence the quantum dynamics of electron-vibrational models beyond the

heuristic arguments outlined above. Our Hamiltonian is written as H = HS +HI +HB, with

system Hamiltonian HS = ε |e〉〈e|. The electronic configuration of the emitter molecule is

directly influenced by both vibrational and electromagnetic environments, such that HI =

HPH
I +HEM

I . Within the harmonic approximation the electron-vibrational coupling is written

HPH
I = |e〉〈e| ⊗

∑

k

gk(b
†
k + bk) + |e〉〈e|

∑

k

g2
k

νk
, (3.23)

where bk is the annihilation operator for the kth phonon mode and the second term shifts

the excited state due to the reorganisation energy associated to vibrational displacement.

The coupling to the phonon environment is characterised by its spectral density, for which

we take the common form J(ν) =
∑

k |gk|2δ(ν − νk) = αν2
0γν/ [(ν2 − ν2

0)2 + γ2ν2]. Here α

and ν0 define the coupling strength and peak position, respectively, and γ controls whether

J(ν) is narrow (underdamped) or broad (overdamped) [88, 16]. In addition to the phonon

environment, we also have an explicit coupling to the electromagnetic field, given by HEM
I =

−d · E in the dipole approximation, where d is the emitter dipole operator and E is the

electric field operator [89, 21, 90]. Ignoring polarisation degrees of freedom and working in

the rotating wave approximation, this then takes the form

HEM
I =

∑

l

(flσ̂
†al + f ∗l σ̂a

†
l ), (3.24)

where σ̂ = |g〉〈e| and al is the annihilation operator for the lth mode of the electromagnetic

field. The spectral density for the light-matter coupling is defined as J (ω) =
∑

l |fl|2δ(ω −
ωl) = (2πε3)−1Γ0ω

3 [89, 21, 90], where Γ0 is the spontaneous emission rate for the two-level

emitter in the absence of phonons. Finally, HB = HEM
B + HPH

B =
∑

l ωla
†
lal +

∑
k νkb

†
kbk is

the sum of the internal Hamiltonians for the electromagnetic and vibrational environments.

After performing a CC mapping on the electron-phonon interaction as seen in the previous

chapter, our Hamiltonian maps as H = HS + HI + HB → H ′S + HR
I + HEM

I + HR
B + HEM

B ,

which leaves the light-matter coupling unchanged. Here, we have introduced the transformed

Hamiltonians

H ′S = HS + η |e〉〈e| (b† + b+ πα/2η) + Ωb†b, (3.25)

HR
I = (b† + b)

∑

m

hm(c†m + cm) + (b† + b)2
∑

m

h2
m

ν̃m
, (3.26)

HR
B =

∑

m

ν̃mc
†
mcm, (3.27)
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where b+ b† =
∑

k gk(b
†
k + bk)/η defines creation and annihilation operators for the CC, cm is

the annihilation operator for the mth mode of the residual environment to which it couples,

and we have expressed the reorganisation energy as
∑

k g
2
k/νk =

∫∞
0
dνJ(ν)/ν = πα/2. The

CC parameters can be written in terms of the quantities defining the vibrational spectral

density: η2 = παν0/2 and Ω = ν0 [16]. As shown in Section 2.3.1, the coupling between

the augmented emitter-CC system and the residual phonon environment is described by an

Ohmic spectral density JR(ν) =
∑

m |hm|2δ(ν − ν̃m) = γν/2πν0 [16], which ensures that the

vibrational environment still acts as a continuum of modes after the mapping. As in the single

mode case discussed earlier, the coupling to the CC leads to the formation of two vibronic

manifolds associated to the ground and excited electronic configurations. The coupling to the

residual environment induces transitions within each vibronic manifold. This leads both to

broadening and to dynamical relaxation of the phonon environment, which typically occurs

on a sub-picosecond timescale.

From the mapped Hamiltonian we can follow the same procedure as in Section 2.3.2 and

derive a second-order Born-Markov master equation by tracing over the residual environment

and the electromagnetic field [21], both of which are assumed to remain in thermal equilib-

rium at temperatures TR and TEM, respectively: ρi = e−H
i
B/kBTi/tr[e−H

i
B/kBTi ], for i = R,EM.

The resulting master equation can be written ∂tρ(t) = L[ρ(t)] with Liouvillian:

L[ρ(t)] = −i [H ′S, ρ(t)] +KR[ρ(t)] +KEM[ρ(t)], (3.28)

where ρ(t) is the reduced state of the augmented emitter-CC system. Here, KR is a super-

operator representing the action of the residual phonon environment [16]:

KR[ρ(t)] = [S, ρ(t)ζ] +
[
ζ†ρ(t), S

]
, (3.29)

with S = b† + b and

ζ =
π

2

∑

jk

JR(λjk)

[
coth

(
λjk

2kBTR

)
+ 1

]
Sjk |ψj〉〈ψk| , (3.30)

where the eigenbasis of the augmented system is defined through H ′S |ψj〉 = ψj |ψj〉, giving

λjk = ψj − ψk and Sjk = 〈ψj|S |ψk〉. We solve for the eigenvalues ψj and eigenstates |ψj〉
numerically, taking the basis {|g〉 , |e〉} for the TLE and a Fock (number) state basis for the

CC.

The effects of the electromagnetic field interaction are contained within KEM. Impor-

tantly, the augmented emitter-CC system Hamiltonian, H ′S, is treated (numerically) exactly

within the formalism. This is crucial in capturing non-additive effects of the electromagnetic

and vibrational environments, as it means that when we move the electromagnetic interac-

tion Hamiltonian [Eq. (3.24)] into the interaction picture, we do so with respect to the full

augmented system Hamiltonian H ′S [Eq. (3.73)]. The mapping thus ensures that the elec-
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tromagnetic environment is sensitive to the underlying eigenstructure of both the electronic

and vibrational states.

3.5.1 Non-additive and additive quantum optical master equa-

tions

In this section we outline further details of the master equations used in the main text. We

begin by considering the non-additive case, whereby, after the collective-coordinate (CC)

mapping, our interaction Hamiltonian is given by the sum of residual phonon bath and

electromagnetic field coupling terms, HI = S ⊗ B + S2
∑

m h
2
m/ν̃m +

∑
αAα ⊗ Eα. Here,

S = b† + b and B =
∑

m hm(c†m + cm) describe the CC-residual bath interaction, while

A1 = σ̂†, A2 = σ̂, E1 =
∑

l flal and E2 =
∑

l f
∗
l a
†
l define the coupling of the two-level

emitter (TLE) to the electromagnetic field. We now move into the interaction picture with

respect to the augmented system Hamiltonian describing the coupled TLE and CC, H ′S =

HS +η |e〉〈e| (b†+b+πα/2η)+Ωb†b, plus the residual and electromagnetic bath Hamiltonians

HR
B =

∑
m ν̃mc

†
mcm and HEM

B =
∑

l ωla
†
lal, respectively. This gives

H̃I(t) = S̃(t)⊗ B̃(t) + S̃(t)2
∑

m

h2
m

ν̃m
+
∑

α

Ãα(t)⊗ Ẽα(t), (3.31)

where S̃(t) = eiH
′
StSe−iH

′
St, Ãα(t) = eiH

′
StAαe

−iH′St, B̃(t) =
∑

m hm(c†me
iν̃mt + cme

−iν̃mt),

E1 =
∑

l flale
−iωlt and E2 =

∑
l f
∗
l a
†
l e
iωlt. Within the interaction picture, we then follow

the standard procedure to derive a Redfield master equation, tracing out the residual and

electromagnetic environments within the Born-Markov approximations [21]. Moving back

into the Schrödinger picture, the resulting master equation may be written in the general

form

∂tρ(t) = L[ρ(t)] = −i [H ′S, ρ(t)] +KR[ρ(t)] +KEM[ρ(t)], (3.32)

where ρ(t) is the reduced density operator of the augmented system, from which either

the TLE or CC dynamics may be obtained by tracing out the relevant degrees of freedom.

The superoperators KR and KEM encode, respectively, the influence of the residual bath

and the electromagnetic field interactions on the augmented system dynamics. Note that

due to the Born-Markov approximations there are no mixed terms between the residual

phonon bath and the electromagnetic field in the master equation above. Nevertheless,

our master equation is still non-additive with respect to the original phonon environment

and the electromagnetic field due to the CC mapping, which incorporates non-perturbative

vibrational effects into the enlarged augmented system Hamiltonian H ′S used to move into

the interaction picture. This results in an electromagnetic superoperator that has explicit

dependence on the form and strength of the system-vibrational coupling, as we shall see

below. Next, we consider the superoperator for the electromagnetic field, which can be
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written

KEM[ρ(t)] =−
∞∫

0

dτ
([
σ†, σ̃(−τ)ρ(t)

]
C12(τ) +

[
ρ(t)σ̃(−τ), σ†

]
C21(−τ)

)

−
∞∫

0

dτ
([
σ, σ̃†(−τ)ρ(t)

]
C21(τ) +

[
ρ(t)σ̃†(−τ), σ

]
C12(−τ)

)
.

(3.33)

Here, the bath correlation functions are defined as Cαα′(τ) = 〈Eα(τ)Eα′〉 with the expectation

value taken with respect to a thermal state at temperature TEM. This gives

C12(τ) =

∞∫

0

dτJ (ω)(n(ω) + 1)e−iωτ and C21(τ) =

∞∫

0

dτJ (ω)n(ω)eiωτ , (3.34)

where we have defined the electromagnetic field spectral density J (ω) =
∑

l |fl|2δ(ω − ωl)
and the field occupation number n(ω) = (exp{ω/kBTEM} − 1)−1.

For the non-additive treatment of the electromagnetic field interactions we again decom-

pose the system operators into the eigenbasis of the augmented TLE-CC Hamiltonian such

that σ(t) =
∑

jk σjke
iλjkt |ψj〉〈ψk|, where σjk = 〈ψj|σ |ψk〉. Inserting this decomposition into

Eq. (3.33) and exchanging the order of the time and frequency integrals, we perform the

integral over τ using the Sokhotski-Plemelj theorem as before,
∫∞

0
dτe±iετ = πδ(ε)± iP (1/ε),

where P stands for the Cauchy principal value. Again, after some algebra and neglecting

small imaginary terms, we find

KEM[ρ(t)] = −
[
σ†, χ1ρ(t)

]
− [σ, χ2ρ(t)] + h. c., (3.35)

with rate operators

χ1 =
∑

jk

σjkΓ↓(λjk) |ψj〉〈ψk| , (3.36)

χ2 =
∑

jk

σ∗jkΓ↑(λjk) |ψk〉〈ψj| , (3.37)

where

Γ↓(λ) =





πJ (|λ|)(n(|λ|) + 1), if λ < 0

lim
x→0

πJ (x)(n(x) + 1), if λ = 0

0, if λ > 0

(3.38)

and

Γ↑(λ) =





πJ (|λ|)n(|λ|), if λ < 0

lim
x→0

πJ (x)n(x), if λ = 0

0, if λ > 0.

(3.39)
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For the form of super-ohmic spectral density we have assumed, the λ = 0 case above goes to

zero. In fact, for a general polynomial spectral density of the form Js(ω) = (2πεs)−1Γ0ω
s:

lim
x→0

πJs(x)n(x) = lim
x→0

πJs(x)(n(x) + 1) =





0 for s > 1

Γ0

2εβEM
for s = 1

+∞ for s < 1.

(3.40)

This will become useful for section 3.5.4.

From the expressions (3.35)-(3.39), it is evident that the interaction between the system

and the electromagnetic field is dependent on the eigenstructure of the augmented system,

and thus on the emitter-vibrational coupling through the identification of the CC, and its

coupling to the electronic system. We therefore refer to this theory as being non-additive.

Additive

Within the additive master equation the description of the residual phonon bath is un-

changed, as KR[ρ(t)] has no dependence on the electromagnetic field coupling. However,

the electromagnetic field superoperator KEM[ρ(t)] is altered significantly, as it is no longer

sensitive to the (non-perturbative) vibrational coupling.

Specifically, to get KEM[ρ(t)] in the additive case, one should completely ignore the pres-

ence of vibrations when moving the relevant system operators σ and σ† into the interaction

picture. This results in σ̃(t) = eiHStσe−iHSt = σe−iεt and σ̃†(t) = eiHStσ†e−iHSt = σ†eiετ ,

where HS = ε |e〉 〈e|. The impact is a simplification of the rate operators to

χadd.1 = Γ↓(ε)σ, (3.41)

and

χadd.2 = Γ↑(ε)σ
†, (3.42)

which when inserted into Eq. (3.35) results in the standard Lindblad form common in quan-

tum optics theory:

KEM[ρ(t)] =
Γ0

2
(n(ε) + 1)Lσ[ρ(t)] +

Γ0

2
n(ε)Lσ† [ρ(t)], (3.43)

with LO[ρ] = 2OρO†−{O†O, ρ}. It is thus clear that within the additive approximation the

electromagnetic field superoperator loses its explicit dependence on the vibrational environ-

ment. For vanishing electromagnetic interactions (Γ0 → 0), the additive and non-additive

theories become equivalent and the problem reduces to the independent boson model, for

which we have already derived an exact solution and verified the CC model against within

the appropriate parameter regimes in Figure 2.1.
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Figure 3.2: (a) Emitter population dynamics from the additive (dots) and non-additive
(solid) theories for increasing vibrational coupling strength ε−1α = 0.025, 0.05, 0.1, 0.15, 0.2,
and 0.25. The non-additive theory shows a steady reduction of the decay rate for increasing
coupling, whereas within the additive theory the rate remains constant (i.e. all dotted curves
lie on top of each other). (b) Excited to ground state emission rate against vibrational
coupling strength from the additive (dashed) and non-additive (solid) theories in units of the
bare decay rate Γ0. Parameters: ε = 2 eV, ν0 = 50 meV, γ = 10 meV, Γ−1

0 = 100 ps, and
TR = TEM = 300 K.

3.5.2 Non-additive effects on spontaneous emission

We are now in a position to investigate the impact of non-additive effects on the dynamics of

our model system. We begin by considering the decay of an emitter initialised in its excited

state with the collective coordinate in a thermal state set by the residual bath temperature

TR: ρ(0) = |e〉〈e|⊗ρth, where ρth = exp
(
−Ωb†b/kBTR

)
/ tr
[
exp
(
−Ωb†b/kBTR

)]
. This approx-

imates a canonical thermal state of the original vibrational Hamiltonian in the unmapped

representation at the same temperature, and is thus consistent with rapid (vertical) excita-

tion of the system whereby the electronic state changes suddenly but the vibrational states

remain unchanged. The vibrational environment will subsequently relax towards the dis-

placed thermal state associated to the excited state manifold, captured dynamically within

our approach. For concreteness, we consider an emitter splitting within the visible range

and a vibrational spectral density peaked around a typical value for modes of certain dye

molecules [50, 91], polymers [92], and photosynthetic complexes [93, 94].

Fig. 3.2(a) shows the emitter excited state population dynamics predicted by the additive

(dotted) and non-additive (solid) theories for increasing electron-phonon coupling at ambient

temperature. Both theories give rise to exponential decay, with the rate in the additive theory

remaining constant across all electron-phonon coupling strengths. The non-additive theory,

in contrast, displays a monotonic decrease in the decay rate with increasing phonon coupling.

This can be seen explicitly in Fig. 3.2(b), where we extract the decay rates directly from the

master equation. Specifically, the excited to ground state transition rate can be written as

Γe→g =
∑

n

〈g, n| L[ρX(0)] |g, n〉 , (3.44)
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Figure 3.3: (a) Steady-state emitter population as a function of the electron-phonon coupling
strength for the additive (dashed) and non-additive (solid) theories. The electromagnetic field
temperatures are TEM = 6000 K (blue, lower), 12000 K (orange, middle), and 60000 K (red,
upper). (b) Steady-state emitter population with varying temperature for α = 0.3ε from the
additive (dashed) and non-additive (solid) theories. In the additive theory the stationary
population asymptotically approaches 0.5 (grey line) and never displays an inversion, in
contrast to the non-additive treatment. Other parameters are as in Fig. 3.2.

with the Liouvillian taken to be additive or non-additive depending on which case is under

investigation. Here we must modify the initial state to account for the aforementioned rapid

residual bath induced relaxation of the CC to a displaced thermal state prior to emission:

ρX(0) = |e〉〈e| ⊗ e−XρtheX , where X = Ω−1η(b† − b). As expected, the rate from the ad-

ditive theory displays no variation with phonon coupling strength, in line with the simple

Golden Rule calculation discussed previously but at odds with the FC principle. This again

highlights deficiencies with the phenomenological additive treatment of the electromagnetic

field. Conversely, the non-additive theory shows a steady reduction of the emission rate as

a function of phonon coupling, consistent with FC physics. As the displacement between

the ground and excited state manifolds increases linearly with the electron-phonon coupling

strength, this reduces the overlap between the vibrational states and thus suppresses elec-

tromagnetic transitions.

3.5.3 Incoherent excitation

It is important to stress that discrepancies between the additive and non-additive treatments

in our model extend further than spontaneous emission processes. For example, we now

consider situations in which the emitter is driven incoherently via thermal occupation of the

electromagnetic environment at increased temperature TEM, which constitutes an important

building block of widely used models for natural and artificial solar energy conversion. See

also Chapters 4 and 5 for more on this topic. Fig. 3.3(a) shows the steady state population

of the electronic excited state as a function of electron-phonon coupling strength, where

the additive treatment once again displays no variation, simply matching the equilibrium

distribution expected in the absence of vibrations. The non-additive treatment, on the
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other hand, shows a monotonic increase in the steady state population of the excited state

manifold. Most strikingly, at large coupling strengths there emerges a steady state population

inversion. In the absence of phonons, such an inversion would be impossible, with emission

and absorption processes balancing each other in equilibrium. This remains true in the

presence of phonons when the electromagnetic field is treated additively, as highlighted in

Fig. 3.3(b). Here, the additive theory approaches, but never exceeds, a maximum steady

state population 〈σ̂†σ̂〉 = 0.5 in the limit of very large temperatures. Since the phonons

do not have any effect on the populations in the additive theory, the steady states are

effectively at equilibrium. In contrast, within the non-additive theory, cooperative effects

between the electromagnetic and vibrational environments lead to non-equilibrium stationary

states that display substantial levels of population inversion. That such effects should be

possible, even for continuum environments, is made clear from the CC mapping. Within the

non-additive theory the electromagnetic field has access to the full vibrational structure of

the emitter, providing the necessary states to drive a population inversion. This points to

a crucial difference between non-additive and additive treatments, where disregarding the

eigenstructure of the combined electronic and vibrational system misses key aspects of the

non-equilibrium physics.

3.5.4 Requirements for population-inversion

As outlined above, using an optical spectral density

J (ω) = (2πεs)−1Γ0ω
s (3.45)

where s = 3 can lead to population inversion in the steady-state when the system is subject to

high temperature incoherent driving. In this section, we show that non-additive population

enhancement, and inversion, as shown in the previous section is restricted to a subset of s,

namely s > smin where smin is a real number greater than 1, for which we find an analytic

value.

Equivalence of incoherent driving to 4-level laser model

We will now gain some more intuition about the behaviour observed in the previous section,

by investigating the low phonon-temperature regime kBT � ~Ω, where a simple analytical

model of the populations can be attained. Although the phonon-temperatures in the previous

section are not particularly low, the insight we can gain from this analysis is be able to

qualitatively explain higher temperature behaviour too.

For low phonon-temperatures kBT � ~Ω, the populations of the above model can be

represented by a 4-level laser model, as depicted in Figure (3.4) (b). This means that ρ11 is

the population of the state |g, 0〉 ≡ |g〉 ⊗ |0〉, where numbers indicate the excitation number

of the CC, ρ33 of the state
∣∣e, 0̃

〉
and ρii for i ∈ {2, 4} are the populations of non-equilibrated
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Figure 3.4: (a) : Threshold spectral density frequency-dependence, smin as a function of
electromagnetic temperature TEM for ε = 2eV. (b): Diagram for the four-level laser model.
Only important transitions have been included.

vibrationally excited states which are populated vertically by emission and absorption of a

photon. As in the previous section, shifted bosonic states are denoted by |m̃〉 = D(η/Ω) |m〉.
The ω34 and ω12 are effective energies that lie some δω above the vibrational ground state

in their respective manifolds, which is determined by the Franck-Condon overlap factors as

described in the previous section. For this analysis, neither the exact value of δω nor the

form of the states corresponding to ρ44 and ρ22 are important. All we need to know is that

δω is some function of phonon-coupling strength α, which follows from the FC principle and

the form of the displacements η/Ω =
√
πα/2Ω.

The red and blue arrows in Figure (3.4) (b) represent photon and phonon-mediated

processes, respectively and since phonon populations relax on sub-picosecond timescales and

the electronic populations decay on nanosecond scale, we can assume that Γ43 ≈ Γ21 � Γ32.

From the low-temperature assumption can also approximate that there is little thermal

excitation to vibrationally excited states: Γ21/Γ12 ≈ Γ34/Γ43 → 0 and thus keeping only the

dominant transitions we get the system of equations:

ρ̇11(t) = −(Γ14 + Γ13)ρ11 + Γ21ρ22 + Γ31ρ33

ρ̇22(t) = −Γ21ρ22 + Γ32ρ33

ρ̇33(t) = −(Γ32 + Γ31)ρ33 + Γ13ρ11 + Γ43ρ44

ρ̇44(t) = −Γ43ρ44 + Γ14ρ11.

(3.46)

When setting the left-hand side to zero and solving for the steady state populations in terms
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of ρ33, these yield

ρ11 =
Γ32 + Γ31

Γ14 + Γ13

ρ33

ρ22 =
Γ32

Γ21

ρ33

ρ44 =
Γ14

Γ43

ρ11

(3.47)

which give the population inversion ratio

P ≡ ρ44 + ρ33

ρ11 + ρ22

=
Γ14 + Γ13

Γ32 + Γ31

. (3.48)

Due to a separation of timescales, the non-radiative process do not factor into these rates

and so we are left only with

Γ13 =
Γ0

2π
n(ω13)ε−sωs13 ∝ n(ε)

Γ14 =
Γ0

2π
n(ω14)ε−sωs14 ∝ n(ε+ δω)

(
1 +

δω

ε

)s

Γ32 =
Γ0

2π
(n(ω23) + 1)ε−sωs23 ∝ (n(ε− δω) + 1)

(
1− δω

ε

)s

Γ31 =
Γ0

2π
(n(ω13) + 1)ε−sωs13 ∝ n(ε) + 1.

(3.49)

Here we have introduced the energy definitions which are perturbed by δω, as defined via

Figure 3.4 (b). We have also identified that ω13 = ε. The common factor of ε−s comes

from the denominator of the spectral density (3.45). As expected, if the driving field was

on resonance only with ω14, then Γ13 → 0 and this would reduce to the normal model of

a four-level laser. We will see this in more detail in the next section. Plugging in the rate

expressions (3.49) and cancelling pre-factors yields

P =
n(ε+ δω)

(
1 + δω

ε

)s
+ n(ε)

(n(ε− δω) + 1)
(
1− δω

ε

)s
+ n(ε) + 1

. (3.50)

As we have seen in the previous chapter, one hallmark of non-additivity is a positive

dependence of population on phonon coupling strength. Due to the nature of displacements

between manifolds, P (δω) is a monotonically increasing function. This means that dP/dδω >

0 holds for all values of δω. We posit then that dP/dδω > 0 is a precondition for population

inversion (P > 1) to occur under incoherent thermal driving. It follows then that a choice

of s which causes P (δω) to be increasing for small δω, will lead to non-additive population

inversion at large δω. We assume that there is some threshold value of s = smin, such that

dP/dδω = 0.

For small phonon-couplings, the displacement between manifolds is small, so δω � ε and
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Figure 3.5: (a) : Steady-state population of TLS excited state as a function of phonon-
coupling for TEM = 6000K, where smin = 2.017 and (b) where TEM = 12000K and
smin = 1.294. Negative gradient of population for s < smin, meaning that the phonons
are suppressing the population of the electronically excited manifold.

we can expand P to first order in δω
ε

:

P = e−ε/kBTEM + e−ε/kBTEM
(
s− ε

2kBTEM

)
coth

(
ε

2kBTEM

)
δω

ε
+O((

δω

ε
)2), (3.51)

we then take the derivative and then set dP/dδω = 0 to get

smin =
ε

2kBTEM
coth

(
ε

2kBTEM

)
. (3.52)

In figure 3.4 (a) we plot smin(TEM) for ε = 2eV, where we can see that smin diverges as

temperature decreases and converges to smin → 1 for large temperatures. This shows that

the spectral density must always be ohmic and the temperature must be sufficient enough

for population enhancement to occur.

We can also take the first order expansion of P in Eq. (3.51) and set P > 1 to see what

the conditions are on δω for population inversion, which gives:

δω >
ε(eε/kBTEM − 1)

s− smin
. (3.53)

This expression gives some intuition: if s = smin then δω diverges since P has zero gradient,

this means that phonon-coupling would have to be infinitely large for population enhance-

ment to occur. If s < smin then the denominator is negative which means that, due to

the positive numerator, population inversion is not possible since this would require states

|2〉 and |4〉 to lie lower than |1〉 and |3〉, respectively. In effect this just means that the

vibrationally excited and unexcited levels on each manifold will swap and the laser model in

equation (3.46) breaks down.

In Figure 3.5, the full Collective Coordinate master equation is solved using s =

{1, 2, 3, smin} for the optical spectral density at (a) TEM = 6000K and (b) TEM = 12000K.
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We can see from these figures that, at the threshold value s = smin, the master equation

predicts invariance due to α in the steady state TLS population.

From Eq. (3.50) we can see that for values of s either side of smin, the Collective Coor-

dinate model has qualitatively different behaviour. It is important to understand the two

competing processes in incoherent excitation, determined by the fact that ω32 = ε− δω and

ω14 = ε+ δω are changing as a function of phonon-coupling strength, the former being red-

shifted and the latter, blue-shifted. On the one hand, there is the sampling of the spectral

density J (ω) = (2πεs)−1Γ0ω
s at these different frequencies, which means J (ω14) increases

and J (ω32) decreases. This occurs because the displacement causes higher-lying vibrational

states to be excited by the optical field. On their own, these processes would lead to an

enhancement of excited state population. On the other hand, as δω increases, the thermal

occupation number n(ω14) decreases while n(ω32) increases, which leads to a suppression of

Γ14 and Γ32, respectively. For s < smin, the spectral density is still an increasing function,

but this frequency dependence is not enough to outweigh the decrease (increase) in thermal

excitation of the absorption (emission) transitions.

Through this analysis, we can now explain the population inversion observed in the previ-

ous section as a phenomenon that depends entirely on the cubic form of the electromagnetic

spectral density.

3.6 Spectrum of resonance fluorescence

Here we take the same monomer system as in the previous section, but instead of exciting

it incoherently with thermal light, we take a low-temperature EM environment and model

coherent driving with a continuous-wave (CW) laser. This is a typical experiment that is

performed in order to characterise the emission properties of a fluorescent system, such as a

molecule or quantum dot.

The emission properties of single molecules has become of great interest over the last few

decades, since it has been found that they can behave like nearly-ideal two-level systems [95,

96]. TLS have the property that the light they emit is anti-bunched, which means that they

can be used a sources of single photons. Single photon sources are of great importance to the

fields of quantum computing, quantum cryptography and quantum communication, where

pure, single photon quantum states are manipulated and interfered. Furthermore, these

single photons must be indistinguishable from each other, in order for interference effects

to be properly observed, e.g. for coincidence counts to be minimised in Hong-Ou-Mandel

experiments [97]. This means that highly efficient sources of indistinguishable photons are a

requirement for making linear optical quantum computing a reality [98].

There is a growing amount of research into using quantum dots in single-photon source

applications [99, 100, 101], since these artificial atoms can be made to behave like single

two-level systems, which have anti-bunched photon emission statistics. The possibility of
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exploiting Purcell enhancement to increase spontaneous emission rates and efficiencies has

been a major focus, although recent work on quantum dots has shown fundamental trade-offs

in efficiency and indistinguishability due to phonon interactions [102].

Over the last few decades, experimental developments have also allowed single organic

molecules to be isolated and trapped in transparent molecular crystals [103]. Similarly to

quantum dots, the TLS absorption frequencies changes with the size of the molecule, as

this changes the confinement of delocalised electrons. Recently, single Dibenzothiophene

(DBT) molecules have been trapped by Van Der Waals forces within a host crystal of an-

thracene [103], which is completely transparent around the zero-phonon line of DBT near

785nm. The Van der Waals forces are very weak, which means that there is very little phonon-

interaction within the DBT molecule due to the host [104], which differentiates them from

quantum dots. Bulk phonon modes and discrete vibrational modes present in DBT, which

while leading to deleterious effects on indistinguishability are also exploited in order to attain

population inversion in the TLS [105].

Although quantum information generally relies on pulsed, monochromatic single photons,

broadband and CW sources are still of value in the quantum communications industry [105].

Here we build a simple model of the latter, which is intended to pave the way for future work

and also understand the extent to which non-additivity plays a role in these systems.

3.6.1 Photon-statistics, emission spectra and quantum regression

theorem

In order to study the spectrum of emitted light under resonance fluorescence, we need to

relate system observables to electromagnetic fields. We quote the result from Ref. [22] for

the probability of detecting a photon of frequency ν in the interval from t = 0 to t = T , with

an ideal detector,

P (ν) ∝
∫ T

0

dt

∫ T

0

dt′e−iν(t−t′) 〈σ̃+(t)σ̃−(t′)〉 . (3.54)

When the system is in the steady-state and the dynamics are described by a Born-Markov

master equation, we can express the spectrum of emitted light under coherent driving as

S(ν) =

∫ ∞

−∞
dτeiντgss1 (τ) (3.55)

where we have defined τ ≡ t′ − t, for t′ ≥ t and

gss1 (τ) ∝ 〈σ̃+(0)σ̃−(τ)〉ss ≡ lim
t→∞
〈σ̃+(t)σ̃−(t+ τ)〉 . (3.56)

Two-level emitters behave like single photon sources because at the moment that they

have just emitted, the probability of them re-emitting goes to zero. The probability then

increases with time and depends on how fast the TLS is repopulated. This means that the
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emission of photons from a single two level system should be anti-bunched, because it is

less likely for photons to be emitted at around the same time. As the number of emitters

increases, the more likely it is that two of them can emit at the same time. The degree of

bunching in photon statistics can be found by measuring the second-order coherence function

g2(τ) = G2(τ)/ limτ→∞G2(τ), where

G2(τ) = 〈σ̃+(0)σ̃+(τ)σ̃−(τ)σ̃−(0)〉ss . (3.57)

For single-photon sources to operate effectively, the rate with which the system is repopulated

by the driving field, known as the Rabi frequency, should be smaller than the spontaneous

emission rate. This is to make sure that the TLS will not have been repopulated appreciably

within one lifetime of an emission event, as well as preventing the laser from coherently

depopulating the TLS.

So far in this thesis, we have explored methods for evolving the reduced density matrix

for a system of interest given some bath interactions. From equations (3.54)-(3.57) it is clear

that these single time averages alone, will not be sufficient for calculating emission spectra.

Instead we need a way of calculating the first-order correlation function 〈σ̃+(0)σ̃−(τ)〉. Firstly,

we define the full density operator of the system and bath as χ(t) = ρ(t)ρR(t), and then use

the Heisenberg picture representation of the operators, χ(0) = U−1(t)χ(t)U(t) and O(t) =

U−1(t)O(0)U(t), where U(t) = e−iHt:

〈O1(t)O2(t′)〉 = trs{trR{O1(t)O2(t′)χ(0)}}
= trs{trR{U−1(t)O1(0)U(t)U−1(t′)O2(0)U(t′)U−1(t)χ(t)U(t)}}
= trs{O2(0) trR{U(t′ − t)χ(t)O1(0)U−1(t′ − t)}}

(3.58)

where we have used the resolution of the identity I = U−1(t)U(t). If we define τ ≡ t′− t, for

t′ ≥ t, then we can identify the object

Λ1(t, τ) ≡ U(τ)χ(t)O1(0)U−1(τ) (3.59)

which evolves under
dΛ1(t, τ)

dτ
= −i[H,Λ1(t, τ)], (3.60)

with the initial condition Λ1(t, 0) ≡ χ(t)O1(0). This gives the second-order correlation

function as:

〈O1(t)O2(t+ τ)〉 = trs{O2(0)ρ1(t, τ)}, (3.61)

where we have also defined ρ1(t, τ) ≡ trR{Λ1(t, τ)}, ρ1(t, 0) = trR{χ(t)O1(0)}. To proceed

we must assume that the density matrix factorises for all times χ(t) = ρ(t) ⊗ ρR. This

effectively imposes the Born approximation, since we assume that the action of the time-

evolution operator does not evolve the bath on timescales relevant to system evolution. This
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means that ρ1(t, 0) = trR{ρ(t)O1 ⊗ ρR} = ρ(t)O1. From equations (1.12) and (3.60), we can

see that χ(t) and Λ1(t, τ) evolve under the same Hamiltonian. This means that after making

the Markov approximation a Lindblad master equation can be derived in exactly the same

way as before, so we can use master equation definitions (1.41) and (1.42) to approximate

the dynamics of ρ1(t, τ), giving

〈O1(t)O2(t+ τ)〉 = trs{O2(0)eLτ [ρ1(t, 0)]}. (3.62)

This means that (3.56) becomes

〈σ̃+(0)σ̃−(τ)〉ss = trs{σ−eLτ [ρssσ+]}. (3.63)

Similarly (3.57) becomes

〈σ̃+(0)σ̃+(τ)σ̃−(τ)σ̃−(0)〉ss = tr{σ̃−(0)ρssσ̃+(0)σ̃+(τ)σ̃−(τ)} (3.64)

= tr
{
U(τ)σ̃−(0)ρssσ̃+(0)U−1(τ)σ̃+(0)σ̃−(0)

}
(3.65)

≈ tr
{
eLt[σ−ρssσ+]σ+σ−

}
, (3.66)

where we have again used the cyclic property of the trace, the resolution of the identity and

the Born-Markov approximation on the dynamical evolution.

3.6.2 Monomer-laser Hamiltonian

We will now derive a theory for a coherently-driven emitter with strong vibrational coupling.

The treatment includes the transverse (vacuum) field and the laser driving in a non-additive

manner. Although the CC approach we employ gives non-Markovian dynamics, the un-

derlying master equations are Markovian, which means that standard quantum regression

theorem can be applied.

We start with the Hamiltonian H = HM + HEM
I + HPH

I + HEM
B + HPH

B where the

phonon-renormalised Hamiltonian is HM = ε′σ†σ with molecule-field interaction described

by

HEM
I = −~d · [ ~El(~0, t) + ~E⊥(~0)], (3.67)

with the longitudinal field component ~El(~0, t) = ~E cosωLt. This goes to HL = Ωσx cosωt,

which we take into the system Hamiltonian, giving H ′M = ε′σ†σ+Ωσx cosωt. The transverse

component of the electromagnetic field is given by −d · ~E⊥(~0) =
∑

j σx(fja
†
j + f ∗j aj), which

we have seen in the previous sections. Overall, this gives the Hamiltonian

H = ε′σ†σ + Ωσx cosωt+
∑

j

σx(fja
†
j + f ∗j aj) +HPH

I +HB, (3.68)
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with

HB = HEM
B +HPH

B =
∑

j

ωja
†
jaj +

∑

k

νkb
†
kbk. (3.69)

In order to remove the explicit time-dependence from the system Hamiltonian, we now

make a rotating wave approximation by transforming briefly to the interaction picture with

HI(t) = eiH0tHe−iH0t with H0 = ε′σ†σ +
∑

j ωja
†
jaj, after expanding out the cosine in terms

of exponentials it becomes

H̃(t) =
Ω

2
(σ†eiε

′t + σe−iε
′t)(eiωLt + e−iωLt)

+
∑

k

(σ†eiε
′t + σe−iε

′t)(fja
†
je
−iωjt + f ∗j aje

iωjt) +HPH
I +HB.

(3.70)

In the two electromagnetic interaction Hamiltonians, there are terms oscillating with±(ε′±ν)

where ν ∈ {ωL, ωk} the frequencies of the monochromatic laser and the transverse electro-

magnetic vacuum modes respectively. Around resonance, where the system couples most

strongly to the external fields, ν ≈ ε′ the processes are either stationary or oscillating with

≈ ±(2ε′). These fast interaction terms are likely to affect the bare electronic system on very

short time-scales (≈ 1 − 3fs) but to average out to zero on the longer timescales that we

are interested, so we can approximate the full Hamiltonian by neglecting them, which after

transforming back to the Schrödinger picture gives:

H(t) ≈ ε′σ†σ +
Ω

2
(σeiωLt + σ†e−iωLt) +

∑

j

(fjσa
†
j + f ∗j σ

†aj) +HPH
I +HB. (3.71)

Next, we transfer the time-dependence from the laser-driving term to the free-field term by

moving to a frame rotating at the laser frequency with the unitary transformation H →
UHU † − iU̇U †, where U = e−iωLσ

†σt:

HRW (t) ≈ (ε′ − ωL)σ†σ +
Ω

2
(σ + σ†) +

∑

j

(fjσa
†
je
−iωLt + f ∗j σ

†aje
iωLt) +HPH

I +HB.

(3.72)

3.6.3 Quantum master equations for resonance fluorescence

Next, we perform the collective coordinate mapping on the phonon bath, which takes the

salient features of the system-bath interaction and puts them in the system Hamiltonian,

this repartitions the closed system as HS + HEM
I + HPH

I + HEM
B + HPH

B → H ′S + HEM
I +
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HR
I +HEM

B +HR
B :

H ′S = HS + ησ†σ̃(b† + b) + ν0b
†b, (3.73)

HS = (ε′ − ωL)σ†σ +
Ω

2
(σ + σ†) (3.74)

HR
I = (b† + b)

∑

m

hm(ĉ†m + ĉm), (3.75)

HR
B =

∑

m

ν̃mĉ
†
mĉm. (3.76)

We follow the same procedures for constructing the residual bath and optical field dissipators

as in the previous section.

The non-secular master equation is attained by performing the same steps as before, by

moving into the interaction picture numerically:

H̃EM
I (t) =

∑

i,j

(
σ(i,j) |ϕi〉〈ϕj| ei(ξij−ωL)t

∑

k

fka
†
ke
iωkt + σ†(j,i) |ϕj〉〈ϕi| e−i(ξij−ωLt)

∑

k

f ∗kake
−iωkt

)

(3.77)

where σ(i,j) = 〈ϕi|σ |ϕj〉. This gives the interaction picture operators:

σ̃(t) =
∑

i,j

σ(i,j) |ϕi〉〈ϕj| ei(ξij−ωL)t (3.78)

σ̃†(t) =
∑

(i,j)

σ†(j,i) |ϕj〉〈ϕi| e−i(ξij−ωLt). (3.79)

This allows us to define the rate operators, χ̂1 =
∑

jk σ(j,k)Γ↓(ξij − ωL) |ϕj〉〈ϕk| and χ̂2 =∑
jk σ

∗
(j,k)Γ↑(ξij − ωL) |ϕk〉〈ϕj|. After discarding the Lamb-shift terms, we can find analytic

forms for the decay rates:

Γ↓(λ) = πJ (λ)(n(λ) + 1), (3.80)

Γ↑(λ) = πJ (λ)n(λ). (3.81)

So we can see that the effect of the rotating wave approximation in the optical dissipator is

to the frequency values at which the decay rates are evaluated. This allows us to write the

full master equation in the Schrödinger picture

∂tρ(t) = L[ρ(t)] = −i [H ′S, ρ(t)] +KR[ρ(t)] +KEM[ρ(t)], (3.82)

with the non-additive electromagnetic dissipator in the compact form:

KEM [ρ(t)] = −
[
σ̂†, χ̂1ρ(t)

]
− [σ̂, χ̂2ρ(t)] + h. c. (3.83)
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Figure 3.6: Steady-state population as a function of detuning and temperature at: (a):
weak-driving where Ω = ΓEM . (b): Strong-driving where Ω = 500Γ.

and residual bath dissipator in the exact same form as (5.22) with Drude-Lorentz system-

phonon spectral density given by (3.2).

3.6.4 Analysis of resonance fluorescence

Figure (3.6) shows steady-state populations as a function of phonon temperature and detun-

ing for weak-driving (left) and strong-driving (right). The former corresponds to the case

where the Rabi frequency is equal to the inverse of the optical lifetime, Ω = ΓEM . We can see

that in this case, the temperature of the phonons hugely affects the steady-state population,

since the vibrational populations equilibrate to higher states in the potential wells, which

causes more decay channels to be available. At low-temperature, the electronic population

in the excited state is quickly dissipated to the vibrational ground state which emits photons

less efficiently than higher vibrational states (due to a reduced FC overlap).

On the right axes in Figure (3.6), the Rabi frequency is much larger, Ω = 500ΓEM .

In this case, high levels of population inversion are attained when exciting to higher lying

vibrational modes, but population always saturates to
〈
σ†σ
〉

= 0.5 when pumping the system

on resonance with the zero-phonon line. In the resonant case, population is not trapped in

the excited state. The strong-driving case is within the Mollow regime, which means that

there are available states to emit through close to resonance with the ZPL. Large population

inversion can be achieved through off-resonant driving for Rabi-frequencies much smaller

than these.

In Figure (3.7) (a)-(b), we can see dynamics, emission spectra, first and second order

coherence functions for the weak-driving case. The emission spectra has been normalised so

that the maximum value is always 1, but in reality the peak amplitudes decrease at larger

phonon couplings, as seen in figure 3.8 (a), since more power goes into the side-bands and

less emits through the zero-phonon line, which is centred close to zero. These vibrational



64 CHAPTER 3. ENVIRONMENTAL NON-ADDITIVITY IN QUANTUM EMITTERS

0 1000 2000 3000 4000

Time (ps)

0.00000

0.00002

0.00004

0.00006

0.00008

0.00010

0.00012

〈σ
† σ
〉

(a)

−100 −80 −60 −40 −20 0 20

Frequency meV

0.0

0.2

0.4

0.6

0.8

1.0

S
(ω

)
(N

or
m

al
is

ed
)

(b)α =20meV

α =25meV

α =30meV

0.0 0.5 1.0 1.5 2.0

τ (ps)

0.0

0.2

0.4

0.6

0.8

1.0

g
(1

) (τ
)

(c) α =20meV

α =25meV

α =30meV

0 1000 2000 3000 4000

τ (ps)

0.0

0.2

0.4

0.6

0.8

1.0

g
(2

)
ss

(τ
)

(d)

Figure 3.7: (a): Population dynamics, (b): Emission spectra (c): First order optical coher-
ence function g(1)(τ) (d): Second order coherence function g(2)(τ) for different phonon cou-
plings at weak-driving: Ω = ΓEM = 1/4ns−1. Other parameters: Γph = 10meV, Tph = 77K,
TEM = 0K.

side-bands occur due to the phonon spectral density given in (3.2).

3.7 Summary

In summary, we have demonstrated that for models of electronic systems strongly coupled

to vibrational environments, including the electromagnetic field in an additive manner can

lead to dynamics inconsistent with the FC principle. By developing a dynamical formalism

based on collective coordinate mappings, we capture the impact of non-additive effects to

recover both transient and stationary non-equilibrium behaviour consistent with FC physics.

Furthermore, we find that for common model assumptions on the forms of vibrational and

electromagnetic couplings, non-additive phenomena enable steady-state population inversion

under incoherent electromagnetic excitation conditions. In relaxing the cubic restriction on

the optical spectral density and mapping to a simple four-level laser model, we were also

able to analytically show that population inversion due to non-additivity can never occur

for ohmic frequency dependency of the electromagnetic field. It would be interesting to
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Figure 3.8: (a): Un-normalised version of emission spectra in figure 3.7: Ω = ΓEM = 1ns−1,
Γph = 10meV, Tph = 77K, TEM = 0K. We can see that phonon coupling causes a decline in
overall emission. (b): Temperature dependence of emission spectra.

explore whether such inversions could be harnessed to enhance work extraction (i.e. current)

in models of solar energy conversion devices. Furthermore, we have shown that the CC

approach can be used in conjunction with standard quantum regression theorem to calculate

optical spectra for emitters with non-Markovian evolution.
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Chapter 4

Vibronic effects on energy transfer in

molecular dimers

Biological systems have been under the lens of quantum physicists ever since the seminal

lecture series What is Life?, in which Erwin Schrödinger proposed a theory for the chemical

basis of genetic information, sparking what would later become the field of molecular biology.

Although quantum mechanics underpins the structure of molecules and their interaction with

light, non-trivial quantum effects - such as superposition and entanglement - were largely

thought to be irrelevant to the biological realm. In the past two decades, quantum effects have

been proposed as the explanation for a variety of biological phenomena [44], such as magneto-

reception in birds [106], olfaction [107] and energy transfer in photosynthetic systems [44, 46].

The latter has gained most of the attention in the field and forms the background of this

chapter. In photosythetic systems, networks of interacting chromophores known as pigment

protein complexes (PPCs) can exchange energy via dipole-dipole interactions [48, 52]. The

role of PPCs is to transport absorbed excitations from the absorption antennae to the reaction

center (RC), where charge-separation occurs, driving the necessary chemical reactions for life

to occur. PPCs also act as a valve, moderating the number of excitons which come through

the RC [8]. This means that efficiency and tunability are key for the proper function of the

system.

Early experiments claimed to observe ultra-fast wave-like transfer of excitons [108, 109,

4], which manifested itself as beating patterns in the 2D optical spectra of a PPC called

the Fenna-Matthews-Olsen complex [110] (FMO). These oscillations were seen to persist

for several picoseconds, even at physiological temperatures, and were thought to be signals

of quantum coherence between electronically excited molecular orbitals. For many years

this coherence was thought to be mostly electronic in nature and enabled by relatively

strong coupling between the densely-packed chromophores, which can be as close as a few

nanometres apart. The protein environments were configured in such a way as to shield

the superposition states just enough so as to allow for partial wave-like exciton diffusion

but also to slightly decohere states in order to trigger efficient energy transfer via non-

67



68CHAPTER 4. VIBRONIC EFFECTS ON ENERGY TRANSFER INMOLECULARDIMERS

adiabatic phonon transitions [11]. This mechanism, known as environment-assisted energy

transfer, would allow quantum states which were trapped far from the reaction centre to

be destroyed, leading to a quantum speed-up of transfer as compared to purely incoherent

or coherent transfer [109, 111, 11]. These theories gained popularity as they hinted at the

biological role that coherence could fulfil in enhancing efficiency and the possibility of its

emergence from Darwinian evolution.

Theories arose that the spectra could be fully explained by the presence of electron-

vibrational interactions. Resonant vibrational modes could transfer energy on ultra-fast

timescales and the vibronic coherences would cause off-diagonal peak oscillations in the 2D

spectra of FMO [112, 113] and other complexes [114, 115, 116, 7]. Localised vibrations could

also cause the formation of polarons around excitations which effectively decrease the inter-

action between excitations and the transverse phonon environment [9]. Today the dominant

explanation for coherence in the spectral signals is through a combination of resonant vibra-

tional modes and intermediate-strength dipole-dipole interactions, although the biological

function they serve is still disputed [117].

Of great interest to researchers in this field is how these biological systems can permit

such large electron diffusion lengths and fast exciton transfer timescales despite being highly

disordered systems [8]. This could be of great benefit in developing organic photovoltaic cells

(OPVs), since the efficiencies of these suffer due to short electron diffusion lengths and low

charge mobilities [118, 17].

A key theoretical concept in studying these systems is that the molecular electronic

degrees of freedom can often be treated as two-level systems, with the highest occupied

molecular orbital (HOMO) at ambient temperature representing the ground state and the

lowest unoccupied molecular orbital (LUMO) the excited state. These HOMO and LUMO

states are generally the bonding and anti-bonding orbitals of π-conjugated systems, respec-

tively [48, 52].

Another key concept is that, for sufficient interaction-strength between two parallel

dipoles, the energy eigenstates can delocalise across the LUMO states of two or more

molecules. The alignment of two molecules gives rise to symmetric and anti-symmetric eigen-

states in the single-excitation subspace, which are known as bright and dark states due to

the enhancement/suppression of their dipole moments (via constructive/destructive interfer-

ence). In the ideal case of two identical monomers and in the absence of vibrational mixing,

the dark state will have zero optical decay rate and the bright state will have twice that of

the underlying monomer. The bright state energy is larger than the dark state energy for

plane-to-plane parallel dipoles. An analogy can be drawn with H - and J-aggregates of con-

jugated polymers [119], where inter-chain coupling gives rise to optically active H-aggregate

bands which lie higher than the uncoupled monomer energy [120]. For head-to-tail arrange-

ments then the opposite structure occurs, giving rise to J -aggregate bands. In the latter, the

lowest energy exciton state is optically active, which can lead to super-radiance [120]. This
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chapter will focus only on the former dipole arrangement where the bright state lies above

the dark state, so excitons vibrationally relax to the optically inactive state. Though we use

this analogy, the details of polymeric aggregation is beyond the scope of this work.

Due to their symmetry, transitions between bright and dark states are largely medi-

ated by localised or delocalised vibrational environments which can cause non-adiabatic,

irreversible transitions from bright to dark states, given adequate spacing of energy levels

(ψ+−ψ− > kBT ). This potentially allows dimer-based systems to overcome the principle of

detailed balance, which restricts classical systems in that “good absorbers must also be good

emitters”. Instead energy can be absorbed efficiently in the bright state and then parked in

the dark state, where it will be resilient to spontaneous emission [121, 122]. This has naturally

led to the proposal that molecular dimers could be used in photovoltaic devices [18], which

could utilise quantum superposition of excited emitter states to overcome classical perfor-

mance restrictions [121]. These studies have used weak-coupling master equations [121, 122],

resonant vibrational modes [69] and recently with strongly-coupled continuous phonon envi-

ronments [54, 123]. Ultimately, phonons are seen to have a variety of effects on photovoltaic

performance, by influencing steady-state populations and mediating non-adiabatic transi-

tions from highly absorbing bright states to weakly-emitting dark states, a concept that has

been termed dark-state protection [122].

In this chapter, I investigate the underlying models used in these previous studies by

deriving a full non-perturbative model for two coupled emitters in order to elucidate the

interplay between vibrational and electromagnetic degrees of freedom. This allows us to

further the understanding of using realistic dimer systems as absorbers in proposed photo-

cell applications. I employ the Collective-Coordinate model, which extends the validity of

master equations well into the strong-coupling and non-Markovian regimes, for the electron-

vibrational interactions. This method not only shows substantial qualitative differences to

weak-coupling theory but also offers a concise framework to understand and explain the

behaviour. As well as explaining the influence that phonons have on populations in these

dimer models, steady-state quantum coherence is observed in the excitonic basis which is

not predicted at all by a secular weak-coupling master equation approach and is not repli-

cated accurately by Redfield theory beyond the weak-coupling and broad phonon-spectrum

regimes. I show that stronger phonon coupling does not increase the transition rates from

bright to dark states, ultimately putting into question the notion that dark-state protection

can be sustained in realistic molecular systems. Recently, a similar conclusion was arrived

at independently by using a polaron theory treatment [123], although the analysis is com-

plementary to this work as it focuses on changes to absorption coefficients rather than our

approach which is based on eigenstructure and thermalisation considerations.

In section 4.1.1 I lay out the model and Hamiltonians for the bare electronic systems,

electromagnetic interactions and phonon environments. In section 4.1.2 the Redfield theory

is introduced. In section 4.1.3 I derive the CC master equation and non-additive optical
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master equations. In the remaining sections I explore the behaviour of the model and gain

physical insight in order to understand the predicted steady-state populations and coherences

of the dimer system.

4.1 The dimer model

4.1.1 Dipole-dipole interactions and the dimer Hamiltonian

Here we derive a Hamiltonian for dipole-coupled monomers with inter-molecular coupling,

each with independent, continuous vibrational environments due to the dynamical confor-

mation changes of the host nuclei. The set of states in the combined space is written as

{|OO〉 , |OX〉 , |XO〉 , |XX〉}, where tensor products of the two subsystem states are repre-

sented as |m1〉 ⊗ |m2〉 = |m1m2〉, with mi ∈ {O,X} corresponding to ground and excited

states of each two-level system (TLS). In the subspace of each TLS the raising and lowering

operators are σ† = |X〉〈O|, σ = |O〉〈X|, with identity operator I = |X〉〈X|+ |O〉〈O|. In order

to maintain simplicity in the model, we assume that all the electronic states are singlet in

nature and that no inter-system crossing occurs. However, spin-characteristics of excitons

are hugely important, with singlet fission an active area within photovoltaic research, due to

its potential to greatly enhance quantum yield.

Following [124], we arrive at the full dimer Hamiltonian, which has explicit longitudinal

dipole-dipole and dipole-host couplings, in addition to the coupling between each dipole

and the transverse (vacuum) electric field modes. The notion of phonons arises from the

quantisation of host excitations in the coulomb gauge and must therefore be consistent

with the transverse field interaction - this gauge consistency is important at strong phonon-

coupling and is commonly overlooked. In total, this yields a Hamiltonian of the form H =

Hd+H⊥I +H⊥B +Hph
B +Hph

I , where Hd = HM1 +HM2 +H
‖
I , with the Hamiltonian for monomer

j given by HMj
and the dipole-dipole (longitudinal) and dipole-field (transverse) interaction

Hamiltonians given by H
‖
I and H⊥I , respectively. Setting the ground state energy of each

TLS to zero, we write

Hd = ω1(σ†σ ⊗ I) + ω2(I ⊗ σ†σ) + V (σ† + σ)⊗ (σ† + σ) + ωxxσ
†σ ⊗ σ†σ (4.1)

= ω1 |XO〉〈XO|+ ω2 |OX〉〈OX|+ ωXX |XX〉〈XX|
+ V (|XO〉〈OX|+ |OX〉〈XO|+ |OO〉〈XX|+ |XX〉〈OO|)

(4.2)

where V is the dipole-dipole coupling strength between the two monomers and ωXX =

ωxx + ω1 + ω2 is the energy of the doubly occupied state subject to Coulomb repulsion ωxx.

The coupling terms |OO〉〈XX| + |XX〉〈OO| are fast-oscillating and are often omitted due

to time-scale considerations, which we will analyse later when looking at the transverse field
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Hamiltonian. We can relabel the basis states for convenience such that

Hd = ω1 |1〉〈1|+ ω2 |2〉〈2|+ ωXX |3〉〈3|+ V (|1〉〈2|+ |2〉〈1|+ |0〉〈3|+ |3〉〈0|) . (4.3)

We take ω1 = ω2 + ε, with ε > 0. The eigenstates of the single-excitation subspace are:

|ν±〉 =
1√
2η

(√
η ± ε |1〉 ± √η ∓ ε |2〉

)
. (4.4)

with corresponding energies

λ± = ω2 +
1

2
(ε± η) (4.5)

where ω1 = ω2 + ε and η =
√
ε2 + 4V 2. The excited monomer states can be expressed in

terms of these eigenstates

|1〉 =
1√
2η

(√
η + ε |ν+〉+

√
η − ε |ν−〉

)

|2〉 =
1√
2η

(√
η − ε |ν+〉 −

√
η + ε |ν−〉

)
.

(4.6)

Exciton-phonon coupling

We take the form of electron-phonon coupling which is common throughout the literature [48,

52], akin to two coupled monomers as seen in the previous chapter,

Hph
I =

1

2

∑

i

∑

k


p2

i,k + ω2
i,k

(
xi,k −

gi,k
ω2
i,k

σ†iσi

)2

 , (4.7)

where the vibrational environments cannot directly cause electronic transitions on uncoupled

monomers and their whole influence on the electronic system is incorporated into coupling

strengths {gi,k}. We have also introduced the notation σ1 = |0〉〈1|+ |2〉〈3| and σ2 = |0〉〈2|+
|1〉〈3|. Expanding out the mass-weighted position xi,k and momentum pi,k operators of the

bath, which fulfill [xi,k, pi,l] = δl,k, we have:

H = Hd −
∑

i

σ†iσi
∑

k

gi,k(b
†
i,k + bi,k)

+
∑

i

∑

k

g2
i,k

ωi,k
(σ†iσi)

2 +
∑

i

∑

k

ωi,kb
†
i,kbi,k

+H⊥.

(4.8)

We also now define spectral densities for the phonon environments

J
(i)
ph (ω) =

∑

k

∣∣g2
i,k

∣∣δ(ω − ωi,k), (4.9)
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Figure 4.1: (a): diagram of dipole-dipole coupling between sites 1 and 2 of the dimer system.
(b): energy eigenbasis of the dimer where green (red) arrows correspond to phonon (photon)
mediated population transfer processes.

as seen in previous chapters.

Since the aim of this work is to study the effect that correlations between system and

environment have on system observables, we assume that each phonon environment is un-

correlated with the other so as to avoid any effects due to the existence of decoherence-free

subspaces. However, the non-Markovian formalism used later allows for inter-bath correla-

tions to build up via their back-action against the electronic subsystem, which can be studied

explicitly. The renormalisation terms proportional to
∑

k

g2i,k
ωi,k

are second-order in system-

bath coupling strength and a discussion of how they should be treated at the various levels

of approximation follows in the next section.

Light-matter coupling

The ambient electromagnetic field Hamiltonian and its interaction with the system dipoles

are derived in the long-wavelength limit,

H⊥ =
∑

k

(
f

(1)
kλ (σ1 + σ†1) + f

(2)
kλ (σ2 + σ†2)

)
(dk + d†k) +

∑

k

ωkd
†
kdk, (4.10)

where dj are the bath annihilation operators and f
(i)
kλ are the coupling strengths between

dipole i and field mode k, which in the Coulomb gauge take the following form [51]:

f
(i)
kλ = ie

(
ωi

2ε0L3

) 1
2

e
(i)
kλ · di

(
ωi
ωk

) 1
2

(4.11)
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with the electric field vectors ~ekλ, polarization λ, dipole orientation vector ~di = |di|d̂i and ωi

is the transition frequency. Other constants are the elementary charge e, the quantization

volume L and the permittivity of free-space ε0.

The long-wavelength limit means that the distance between each monomer (typically

1 − 10nm in light-harvesting complexes [125]) is small compared to the wavelength of the

absorbed visible light (400−900nm), such that each dipole is influenced by an identical field

ekλ ≡ e
(1)
kλ ≈ e

(2)
kλ . We also assume that the electric dipole moments of the two monomers are

parallel such that
~d1
|d1| =

~d2
|d2| . This allows the interaction Hamiltonian to be written

HEM
I =

∑

j

(
σ(1)
x + µσ(2)

x

)
⊗ f (1)

j (dj + d†j) (4.12)

where

µ ≡
f

(2)
j

f
(1)
j

=
ω2(ej · d2)

ω1(ej · d1)
=
ω2|d2|
ω1|d1|

, (4.13)

and the polarisation vector notation has been omitted for compactness. By this definition,

the system-bath interaction strength is fully characterised by the spectral density

JEM(ω) =
∑

j

∣∣∣f (1)
j

∣∣∣
2

δ(ω − ωj), (4.14)

which, given Eq. (4.11), leads to the expression

JEM(ω) =
e2ω2

1

2ε0L3

∑

kλ

1

ωk
|ekλ · d1|2δ(ω − ωk). (4.15)

We now choose a coordinate system such that we may write |~ekλ · ~d1|2 = |~d1|2(1− |d̂ · k̂|) =

|~d1|2(1− cos2 θ) and take the continuum limit using

∑

kλ

→ L3/(8π3c3)

∫ ∞

0

dωk ω
2
k

∫ π

0

dθ sin θ

∫ 2π

0

dφ (4.16)

and find

JEM(ω) =
π

2

e2ω2
1|~d1|2

3ε0π3c3
ω. (4.17)

Rather than input specific dipole information into (4.17), we instead consider molecules

with zero-temperature excited state lifetimes ≈ 100ps− 1ns, which gives a value for sponta-

neous emission rate (Γ0 ≈ 109− 1010s−1). We can then express the spectral density in terms

of this, JEM(ω) = Γ0ω
2πω1

.

Now we have set up the Hamiltonian, we will apply the Collective Coordinate mapping

to enable modelling of strongly-coupled phonon environments.
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4.1.2 Redfield theory for system-phonon interaction

For many years, the dominant method of studying energy transfer in theoretical chemistry

and open-quantum systems has been Redfield theory, in which one expands the electron-

phonon interaction to second-order in the coupling-strength and derives a (non-secular)

master equation in the Born and Markov approximations for the reduced density matrix of

the electronic system. Including optical dissipation therefore amounts to deriving a separate

(additive) master equation. In order to ensure complete positivity and trace-preservation of

the dynamical map, it is also very common to make the secular approximation at the master

equation level to get equations of Lindblad form. These simple forms are also appealing since

they can quite easily be incorporated into models in a phenomenological way to introduce

quantum noise and thermal relaxation.

Given that, in Redfield theory, we expand to second-order in the coupling strength αi,

we will keep the counter terms in the interaction Hamiltonian and expand them to second-

order Hph
I =

∑
αAα ⊗ Bα + λ̃αA

2
α, which means that any shifts they induce emerge from

commutators in the master equation, which after moving to the continuum limit has the

form:

∂ρS(t)

∂t
= −i[HS, ρS(t)]− iλ̃α

[
Ã2
α(t), ρ(0)

]
− λ̃2

α

∫ ∞

0

dτ
[
Ã2
α(t), [Ã2

α(t− τ), ρ̃S(t)]
]

−
∑

α

∫ ∞

0

dτ
(
[Aα, Ãα(−τ)ρS(t)]Cα(τ) + [ρS(t)Ãα(−τ), Aα]Cα(−τ)

) (4.18)

where λ̃α =
∫∞

0
dωJ

(α)
ph (ω)/ω, the system operator for sites 1 and 2 are

Ã1(t) =
(η − ε)

2η
|ϕ−〉〈ϕ−|+

(η + ε)

2η
|ϕ+〉〈ϕ+|+

V

η

(
|ϕ+〉〈ϕ−| eiζt + |ϕ−〉〈ϕ+| e−iζt

)
(4.19)

Ã2(t) =
(η + ε)

2η
|ϕ−〉〈ϕ−|+

(η − ε)
2η

|ϕ+〉〈ϕ+| −
V

η

(
|ϕ+〉〈ϕ−| eiζt + |ϕ−〉〈ϕ+| e−iζt

)
(4.20)

and correlation functions are

Cα(τ) =

∫ ∞

0

dωJ
(α)
ph (ω) coth

(
βαω

2

)
cosωτ − i

∫ ∞

0

dωJ
(α)
ph (ω) sinωτ. (4.21)

Making use of (4.19)-(4.21) and (4.18) gives the Redfield master equation:

Lα[ρS(t)] = −icα[σ†ασα, ρS(t)]−
∑

α

(
[σ†ασα, ZαρS(t)]− [ρS(t)Z†α, σ

†
ασα]

)
(4.22)

where

Zα =

∫ ∞

0

dτÃα(−τ)Cα(τ). (4.23)

This Born and Markov approximations that have been made in reaching (4.22) mean that
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Figure 4.2: Schematic of dimer system before and after the Collective Coordinate mapping.
After a normal mode transformation, the sites do not couple directly to the a phonon bath,
instead interacting only with the discrete CCs.

it is only valid in the weak-coupling limit, however we will see that it does not give reliable

results even within this regime.

4.1.3 CC mapping and quantum master equations

Here we follow the techniques outlined in previous chapters and perform a Collective Coor-

dinate mapping [28, 29, 25] on the electron-phonon interaction Hamiltonian in Equation 4.7.

This means that two discrete bosonic modes are incorporated into the system description,

which collectively encodes the most salient features of both baths, given by the definition:

λi(a
†
i + ai) =

∑

k

gi,k(b
†
i,k + bi,k), (4.24)

where λi is the coupling of dipole i to the CC of its corresponding bath and ai are the CC

annihilation operators. After the mapping, the system Hamiltonian is expanded as

HS = Hd +
∑

i

δωiσ
†
iσi −

∑

i

λiσ
†
iσi(ā

†
i + āi) +

∑

i

Ωiā
†
i āi, (4.25)

where we have defined the CC annihilation operators ā1 ≡ I1 ⊗ I2 ⊗ a1 ⊗ ICC2 and ā2 ≡
I1 ⊗ I2 ⊗ ICC1 ⊗ a2 to absorb the total composite Hilbert space. We have also defined the

level shifts δωi =
∑

k g
2
i,k/ωi,k. This leaves the CC oscillator frequencies Ωi and system-CC

coupling strengths λi to be defined by the CC mapping and these will depend on the spectral

density appropriate for the problem.
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Each residual bath is a collection of oscillators, much like in the original frame but with

newly defined bosonic operators and dispersion relations

HR
B =

∑

i

∑

k

νi,kc
†
i,kci,k. (4.26)

In the new frame, both of the CCs are coupled bi-linearly to their respective residual baths

HR
I =

∑

i

Ai
∑

k

fi,k(c
†
i,k + ci,k) +

∑

i

A2
i

∑

k

f 2
i,k

νi,k
(4.27)

with the system operators being defined as Ai = ā†i + āi. We can also define spectral

densities for the CC-residual bath interactions J
(i)
R (ω) =

∑
k f

2
i,kδ(ω − ωi,k). The second

term is an environmentally-induced renormalisation of the bath energies. In this form the

total Hamiltonian governing the closed, interacting system and environment dynamics is

H = HS +HR
B +HR

I +HEM
B +HEM

I .

For the specific case of Lorentzian spectral densities

J
(i)
ph (ω) =

αiΓiω
2
0,i ω

(ω2
0,i − ω2)2 + Γ2

iω
2
, (4.28)

the mapped parameters in the CC frame are λi =
√
παω0,i/2, J

(i)
R (ω) = γiω with CC-

residual bath coupling strength γi = Γi/2πω0,i and Ωi = ω0,i. In the continuum limit∑
k

g2k
ωk
→
∫∞

0
J(ω)/ω = παi/2, so in the mapped frame the energy shift becomes δωi = λ2

i /Ωi.

We consider the two residual baths to be kept the same constant temperature TR = T1 = T2.

Following the same method as in [25], we derive a master equation under the Born

and Markov approximations for the reduced density matrix of the two coupled electronic-

vibrational subsystems, such that ρ̇s(t) = −i[HS, ρs(t)]+KR1 [ρs(t)]+KR2 [ρs(t)]+KEM [ρs(t)],

where ρ(t) = TrR{ρs(t)}, this gives

KRj [ρS(t)] =
[
ρS(t)Z†j , Sj

]
− [Sj, ZjρS(t)] (4.29)

with Sj = a†j + aj and

Zj ≈
∑

pq

J
(j)
R (ξpq)(coth

(
βjξpq

2

)
+ 1)S(j)

pq |φp〉〈φq| . (4.30)

Electromagnetic field dissipator

The symmetry of the electronic and phonon Hamiltonians alone means that population is

prohibited from leaving and entering the different electronically excited subspaces. The

presence of ambient/transverse electromagnetic fields can cause the electronic excitations

to spontaneously decay to the ground state as they emit photons. In this study, we are
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interested in the effect that high-temperature thermal occupation of electromagnetic fields

has on the behaviour of molecular systems, in this case the system can also absorb photons

and occupy excited states or decay via stimulated emission.

We will take the thermal occupation of the field to be the blackbody spectrum of the sun,

which is approximately 5800K and emits photons with no phase coherence. This incoherent

excitation is expected to populate the various energy eigenstates of the dimer system as a

classical mixture and to have a much longer time-scale than that of the vibrational coupling.

The Hamiltonian (4.12) is in the form

HEM
I = A⊗B (4.31)

with A = σ̄
(1)
x + µσ̄

(2)
x and B =

∑
k fk(b†k + bj,k). We obtain a quantum master equation in

the Schrödinger picture in the manner outlined in previous chapters:

KEM [ρS(t)] =−
∫ ∞

0

dτ

(
[A, Ã(−τ)ρS(t)]C(τ)− [A, ρS(t)Ã(−τ)]C(−τ)

)
(4.32)

with autocorrelation function

C(τ) =
∑

k

|hk|2
〈

(b†ke
iωkt + bke

iωkt)(b†j,k + bk)
〉
ρB

=
∑

k

|hk|2((2n̄k + 1) cosωkτ − i sinωkτ)
(4.33)

where we have defined the thermal occupation of mode k in bath j by n̄k =
〈
b†kbk

〉
=

(eβωk − 1)−1, where 〈·〉 is the expectation value over a thermal state of the electromagnetic

field. The autocorrelation function can be written in terms of the spectral density by taking

the continuum limit

C(τ) =

∫ ∞

0

dωJ(ω)

(
coth

(
βω

2

)
cosωτ − i sinωτ

)
. (4.34)

This permits the ME to be written as

KEM [ρS(t)] = [A, ζρS(t)]− [ρS(t)ζ, A] (4.35)

where

ζ =

∫ ∞

0

dτC(τ)Ã(−τ), (4.36)

which can be calculated numerically by expressing the system operator in terms of eigenstates

by truncating the Hilbert space of the CC and using

Ã(t) =
∑

m,n

Am,ne
iξmnt |ϕm〉〈ϕn| . (4.37)
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Bringing this all together yields

ζ =
∑

m,n

Am,nΓ(ξmn) |ϕm〉〈ϕn| (4.38)

where the temperature-dependent rates are defined

Γ(ξmn) =

∫ ∞

0

dτ

∫ ∞

0

dω
(
f1(ω)ei(ω−ξmn)τ + f2(ω)e−i(ω+ξmn)τ

)
(4.39)

f1(ω) =
1

2
J(ω)(coth(βω/2)− 1)

f2(ω) =
1

2
J(ω)(coth(βω/2) + 1).

(4.40)

These integrals can be evaluated using the Sokhotski-Plemelj theorem

Γ(ξmn) =





πf1(ξmn) if ξmn > 0,

π
2

lim
x→0

(
J(x) coth

(
βx
2

))
if ξmn = 0,

πf2(|ξmn|) if ξmn < 0.

(4.41)

Additive field approximation

In deriving the optical field dissipator, we moved to the interaction picture H̃⊥I (t) =

U †(t)H⊥I U(t) with U(t) = e−iHSte−iHBt using the full augmented system Hamiltonian HS.

Here we will discuss the additive approximation that is often made in calculating the dipole-

field dissipator. This amounts to using the bare electronic Hamiltonian when moving into

the interaction picture with the unmapped system Hamiltonian U(t) = e−iHdte−iHBt. Here

Hd should use the bare electronic levels ωi and not incorporate the phonon-induced level

shifts ∆ωiσ
†σi.

From Equation 4.8, we can see that the electronic level shifts ∆ωi arise at the Hamiltonian

level due to phonon counter terms and are incorporated into the dipole energy scales in the

closed evolution and in the derivation of the CC dissipator. In order for the additive approach

to be consistent with non-additive in the appropriate regimes, the level shifts should not be

included in the Hamiltonian when deriving an optical dissipator. This is so that the bath

interactions have no reference to each other and because the energy shifts are cancelled out

during diagonalisation, as illustrated in the polaron transformed Hamiltonian 4.47.

The coupling operator A = σ
(1)
x + µσ

(2)
x for the dimer system is

A = |2〉〈XX|+ |0〉〈1|+ µ(|1〉〈XX|+ |0〉〈2|) + h.c (4.42)
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which in the eigenbasis becomes

A =
1√
2η

(
(
√
η − ε+ µ

√
η + ε) |ν+〉〈XX|

− (
√
η + ε− µ√η − ε) |ν−〉〈XX|

+ (
√
η + ε+ µ

√
η − ε) |0〉〈ν+|

+ (
√
η − ε− µ√η + ε) |0〉〈ν−|

)
+ h.c.

(4.43)

We can transform this operator to the interaction picture with respect to the unperturbed

electronic Hamiltonian and decompose it into a sum of eigenoperators such that A(t) =∑
ω A(ω)e−iωt + A†(ω)eiωt given by

A(ωxx − λ+) =
1√
2η

(
√
η − ε+ µ

√
η + ε) |ν+〉〈XX|

A(ωxx − λ−) =− 1√
2η

(
√
η + ε− µ√η − ε) |ν−〉〈XX|

A(λ+) =
1√
2η

(
√
η + ε+ µ

√
η − ε) |0〉〈ν+|

A(λ−) =
1√
2η

(
√
η − ε− µ√η + ε) |0〉〈ν−| .

(4.44)

Thus we can calculate ζ(t) =
∑

ω AωΓ(−ω)A(ω)e−iωt + A†ωΓ(ω)A†(ω)eiωt, where Aω corre-

sponds to the matrix element of A corresponding to the bra and ket in the eigenoperator,

e.g. Aλ+ = 〈0|A |ν+〉. Note that due to the symmetry of the dipole operator: Aω = A†ω.

Moving back to the interaction picture, we get the non-secular Liouvillian

KEM [ρS(t)] = [A, ζρS(t)]−
[
ρS(t)ζ†, A

]
(4.45)

where ζ is now additive. This Liouvillian has 128 terms to calculate, many of which will be

identically zero due to the overlaps of the eigenoperators. The dipole operator does not couple

the populations of |ν+〉 and |ν−〉, but some non-secular terms in the master equation couple

populations and coherences of these states together with timescales of ∝ e±π2ηt which may

be slowly evolving for nearly resonant monomers. One can obtain an equation in Lindblad

form by making a further secular approximation in which all terms with time-dependence

are discarded, though we only use the non-secular version in this chapter.

4.2 Analysis

Now I will take the above models and analyse their behaviour. Firstly, I determine whether

removing the doubly-excited state |XX〉, which turns the model described by (4.3) into a

three-level system (3LS), is a safe approximation to make. I do this by comparing steady-
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state observables in the 4LS and 3LS and seeing how their qualitative behaviour changes as

a function of phonon bath properties and biexciton Coulomb repulsion ωxx.

Following this, the next few sections are primarily concerned with taking the non-

perturbative model we derived above and testing the hypotheses that increasing the phonon

coupling causes:

1. faster decay rates of population from bright to dark states

2. larger steady-state population of the dark state,

which are properties that appear in weak-coupling treatments and are posited to increase

the output of biologically-inspired photocells [121, 122]. In studying the short-time (∼ ps)

population relaxation due to the phonon environments we find that, while larger phonon

couplings do cause faster decay rates, they also cause a decrease in dark state population.

In order to gain some insight into the (perhaps surprising) dynamical evolution, I explore

the effects of making a single-mode polaron transformation on the two monomer-CC cou-

plings. This transformation elucidates the interplay between the vibronic coupling and the

dipole-dipole coupling and ultimately allows us to approximate values for the minimum en-

ergies in the bright and dark manifold. To a first approximation, the analytical eigenenergies

show that the vibronic coupling actually suppresses the excitonic coupling, which effectively

pushes the two manifolds closer together. These energy shifts are seen in the exact diago-

nalisation of the (CC-dressed) augmented system Hamiltonian (4.46), which agree with the

approximate polaronic values relatively well for sufficiently weak excitonic couplings.

I then move onto long-time behaviour of the full CC model under the influence of in-

coherent optical driving, analogous to solar illumination, where the effects of optical bath

dissipation become significant. My results show a significant difference in the qualitative

phonon-coupling dependence of the CC and Redfield theories, even in the weak-coupling

regime. By deriving an analytical model for the predicted populations of the full model in

a restricted regime, I determine that the underlying cause of these qualitative differences is

the closing of the energy gap between vibronic manifolds due to phonon renormalisation.

Finally, I move onto studying electronic coherences of the dimer system, distinguishing

between site-basis and eigenbasis coherences and highlighting their physical importance.

4.2.1 Single-excitation approximation

One of the most common approximations that is made in studying light-harvesting and

energy transfer in molecular systems is to look at only the single excitation subspace. To

account for optical dissipation, the state of zero excitations must also be included, so it

is a three-level approximation. For dimers, this amounts to removing the doubly-excited

state from the Hilbert space, on the basis that it is not appreciably occupied under natural

illumination conditions. In Figure 4.3, it can be seen that approximating the electronic

levels of the dimer as a three-level system does not change its qualitative behaviour in this
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Figure 4.3: Qualitative agreement between the full four-level dimer system (grey dashed)
with the three-level approximation for steady-state system observables (solid). System pa-
rameters: ω2 = 1.4eV, ε = 0meV, V = 15meV. Overdamped phonon baths parameters:
ωc = η/2, ω

(1)
0 = ω

(2)
0 = 5η, TR = 300K. EM bath parameters: Γ0 = 1ns−1, TEM = 5800K.

regime where TR = 300K and ε = 0. As biexciton repulsion ωxx increases, the three-

level approximation becomes more valid, exponentially converging on the four-level theory

as ωxx → ∞. The degree of this agreement is put into perspective in figure 4.4, where

the excitonic state populations are plotted on the same axes and the 4LS (solid) and 3LS

(dashed) theories are virtually indistinguishable.

Regardless of the parameter regime, the net effect of the three-level approximation is an

decrease in total excited state population and smaller inter-site coherence. Given then that

it is a safe assumption and that it reduces the complexity and computational requirements

of the model considerably, we will continue in the three-level approximation. Therefore the

system Hamiltonian becomes

HS = ω′1 |1〉〈1|+ ω′2 |2〉〈2|+ V (|1〉〈2|+ |2〉〈1|)−
∑

i

λi |i〉〈i| (ā†i + āi) +
∑

i

Ωiā
†
i āi (4.46)

where ω′i = ωi + δωi for i = 1, 2.

4.2.2 Phonon-induced renormalisation of dipole-dipole coupling

After removing the doubly-excited state, we are still left with a model which has several

interactions, occurring on a variety of timescales, and we have little intuition about its inter-

nal behaviour. We can gain some insight into the augmented system Hamiltonian (4.25) by

performing a single-mode polaron transformation on each of the collective coordinates, such
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Figure 4.4: Agreement of 4LS (solid) and 3LS (dashed )models (same populations as figure
4.3). Left: ε = 0meV and Right: ε = 15meV. System parameters: ω2 = 1.4eV, V = 15meV.

Overdamped phonon baths parameters: ωc = η/2, ω
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0 = ω

(2)
0 = 5η, TR = 300K. EM bath

parameters: Γ0 = 1ns−1, TEM = 5800K.

that H ′ = U †1U
†
2HU2U1 where Ui = exp

(
λi
Ωi
σ†iσi(a

†
i − ai)

)
. In the three-level approximation

this becomes Ui = |0〉〈0| + |i〉〈i|Di with displacement operators Di = exp
(
λi
Ωi

(a† − a)
)

. Ap-

plying this to the total Hamiltonian mixes the electronic and vibrational subsystems, with

the new system Hamiltonian part given by

H ′S = ω1 |1〉〈1|+ ω2 |2〉〈2|+ V (|1〉〈2|D†1D2 + |2〉〈1|D†2D1) + Ω1a
†
1a1 + Ω2a

†
2a2. (4.47)

We can see from (4.47) that the polaron transformation has removes the TLS-CC couplings

from the augmented system Hamiltonian by displacing the equilibrium positions of the ex-

cited states to the origin, this in turn makes the phonon-influence on excitonic coupling

explicit. Here the polaron shift to the monomer energies also exactly cancelled out the

counter-term in the original Hamiltonian ωi = ω′i − λ2
i /Ωi.

The polaron transformed model is still not exactly solvable, due to the mixing of electron-

vibrational subsystems via the non-linear interaction term. In order to investigate how the

eigenstates of the coupled system are influenced by the phonon coupling, we can treat this as

a perturbation and expand to first order in V, but as a first approximation to the energy of the

ground vibrational states in the single-excitation subspace we can (naively) take an ansatz

|±, 0, 0〉 and directly calculate the eigenenergy of this state ϕ±0 = 〈±, 0, 0|H ′S |±, 0, 0〉. The

justification is that for small enough V, this state should be approximately accurate, since

the superposition states have zero displacement. Using this ansatz gives the renormalised

excitonic energies:

ϕ±0 =
ω1 + ω2

2
± ε2 + 4V 2B1B2

2η
(4.48)

where Bi = 〈0|Di |0〉 = 〈0|fi〉 = e−f
2
i /2, where fi = λi/Ωi is the equilibrium displacement
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Figure 4.5: Comparison of analytic vibronic energy levels as given by Eq. (4.48) (dashed) and
numerically exact (solid) values. The two approaches agree at weak dipole-dipole coupling
and/or weak phonon coupling. All energies have been normalised by their bare electronic
value.

of the CC in the absence of excitonic coupling. We can see that the Bi factors effectively

suppress the excitonic coupling between the two monomers. This suppression increases as a

function of phonon-coupling strength, bringing the dark and bright manifolds closer together.

If we relabel the last term in (4.48) as η′ = ε2+4V 2B1B2

η
, we can see that this eigenvalue has

the exact same form as the bare electronic version in (4.5), ϕ±0 (α) = ω2 + ε±η′(α)
2

, where we

have made the phonon-coupling dependence explicit for convenience.

In Figure 4.5 we compare the analytical eigenvalues ϕ±0 (α) to the lowest vibronic eigen-

state calculated through exact numerical diagonalisation of (4.46). Note, these eigenvalues

are normalised to zero against the ϕ±0 (0) values. We can see that the two methods agree for

sufficiently small dipole-dipole and/or phonon couplings. This indicates that we can intu-

itively understand the low-energy eigenstates on the single-excitation manifolds as similar to

the phonon-free counterparts λ± but with suppressed V . As we will see in later sections, the

distance between these low-energy eigenstates are important in understanding the qualitative

behaviour of the CC model.

4.2.3 Population dynamics

In Figure 4.6 (left) short-time dynamics of bright (dashed lines) and dark state (solid lines)

are shown, for the dimer system with overdamped Drude-Lorentz spectral densities (right).

The system is initialised in the bright state and we set TEM = TPH = 300K. Here we can

see that the phonon dissipation causes rapid electronic population redistribution, with decay

rates increasing with coupling strength α. Along with an increase in decay rate, there is a

decline in dark-state population, which indicates that the suppression of the dipole-dipole

coupling and the resultant upward shift of the dark-state energy, as discussed in the previous

section, is significant. In the approximate model (4.48), the phonon-renormalisation shifts

have exponential dependence on the relative displacement of the manifolds, which in this
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Figure 4.6: Left: Short-time dynamics of bright (dashed lines) and dark (solid lines) state
populations at different phonon coupling strengths. Right: Corresponding phonon spectral
densities. Parameters: ε = 0meV and V = 15meV, which give and excitonic energy gap η ∼
33.5meV. Phonon bath cutoff ωc = η/2, with ω01 = ω02 = 5η. We take TR = TEM = 300K,
though the optical excitation has no significant effect on this timescale.

case must be more significant than the linear increase in the decay rate due to the phonon

spectral density (4.28). Ultimately, this means that even though increasing phonon-coupling

causes the underlying phonon dissipation to redistribute electronic populations to the dark-

state more quickly, it becomes less energetically favourable for population to remain there.

This may be a problem for dark-state protection, since it may lead to increased population

to the bright state, which enhances radiative decay of absorbed electronic excitations.

In figure 4.7, we compare the short-time bright-state population dynamics of CC and

Redfield theories for zero-bias (left) and ε = V = 15meV. Redfield theory tends to over-

estimate the bright state decay rates and it predicts that the populations relax to the same

quasi-equilibrium distribution in the zero-bias case regardless of phonon-coupling strength.

In both the biased and unbiased case, Redfield theory does not account for the oscillations in

the dynamics. The fact that they increase in magnitude at larger phonon-couplings indicates

that these oscillations are mediated by the non-Markovian phonon environment.

4.2.4 Steady-state populations

So far we have analysed the effect of the 3LS approximation on the long-time behaviour

and we have also seen how phonon coupling affects the equilibration of populations on short

times. Now we will take a deeper look at the steady state behaviour of the 3LS dimer model

and try to understand how it is influenced by the phonon-interactions. We will see that the

CC and Redfield approaches predicts markedly different qualitative behaviour and attempts
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Figure 4.7: Short-time dynamics of dark state population for CC (solid lines) and Redfield
(dashed lines) theories. ε = 0meV and V = 15meV, which give and excitonic energy gap
η ∼ 33.5meV. Phonon bath cutoff ωc = η/2, with ω01 = ω02 = 5η. We take TR = TEM =
300K, though the optical excitation has no significant effect on this timescale.

will be made to explain these differences with a simple model based on rate equations.

From Figure 4.3, we have already seen that dark state population decreases as a function

of coupling strength to broad Drude-Lorentz phonon bath environments. Figure 4.8 shows

various steady-state expectation values predicted by the CC and Redfield theories for a

similar parameter regime. In the upper-right figure we can see that the weak phonon-

coupling approximation leads to a phonon-induced enhancement of dark-state population, in

contrast to the CCME, which shows a steady decline in the same quantity. This enhancement

of dark state population in the weak-coupling case has been seen in various theoretical

studies [121, 69, 122, 126], and is attributed to the enhancement of non-radiative bright to

dark transition rates through an increase in phonon coupling. This does not qualitatively

agree with the CCME approach, which consistently shows a decrease in dark state population

across all feasible parameter regimes.

The ground and bright states seem to be energetically favoured over the dark state, with

all three eigenstate populations having a roughly linear dependence on α. We can get an

idea of this linear-dependence by restating the analytical eigenenergies (4.48) in terms of α,

such that B1 = B2 = e−πα/4ω0 . For πα
2
� 2ω0 the change in the energy gap between the

dark and bright vibronic manifolds will be roughly linear, which is approximately valid for

this Drude-Lorentz spectral density, since ω0 = 10η and α < η .

In figure 4.9 we study the zero-bias (homodimer) case, we also find the surprising re-

sult that the Redfield theory does not predict any dark-state population enhancement for

homodimers, an effect which appears to be robust across the range of parameters we have

simulated. The CCME gives quite similar qualitative behaviour to the biased case, except

for in the magnitude of eigenstate coherences which shall be discussed later.
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Figure 4.8: Heterodimer comparison between Redfield and Collective Coordinate theories
for steady-state populations and eigenstate coherences (abs. value) of the 3LS. The system
parameters are ε = 15meV and V = 15meV, with excitonic energy gap η ∼ 33.5meV. Phonon
bath cutoff ωc = η/2, with ω01 = ω02 = 5η, TR = 300K and optical bath TEM = 5800K.

Analytical model for populations

In order to fully understand the disparities between strong-coupling and Redfield theory, we

simplify the population transfer to a simple three level system, such that we have equations

of motion for diagonal density matrix elements:

ρ̇+(t) = Γg+ρg + Γ−+ρ− − (Γ+− + Γ+g)ρ+ (4.49)

ρ̇−(t) = Γg−ρg + Γ+−ρ+ − (Γ−g + Γ−+)ρ− (4.50)

ρ̇g(t) = Γ−gρ− + Γ+gρ+ − (Γg+ + Γg−)ρg (4.51)

where Γij are transitions from i → j and time arguments on the right-hand side have

been made implicit for clarity. Since we are primarily interested in steady-state behaviour,

specifically of the relationship between dark and ground state populations, we will set

ρssi ≡ ρ̇i(∞) = 0 and solve for ρss−/ρ
ss
g :

RP ≡
ρss−
ρssg

=
Γg−
T−

+
Γ+−Γg+

T−(Γ+− + Γ+g)
(4.52)

where

T− = Γ−g + Γ−+

[
1− Γ+−

Γ+− + Γ+g

]
, (4.53)

which is a measure of the rate of population decay out of the dark state.
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Figure 4.9: Homodimer comparison between Redfield and Collective Coordinate theories
for steady-state populations and eigenstate coherences (abs. value) of the 3LS. The system
parameters are ε = 0meV and V = 15meV, with excitonic energy gap η ∼ 33.5meV. Phonon
bath cutoff ωc = η/2, with ω01 = ω02 = 5η, TR = 300K and optical bath TEM = 5800K.

Now we have found a simple analytical expression for the steady-state population, we need

to find suitable rates to use. For the transition rates from an initial i ∈ {+,−} manifold

and the ground manifold g, as well as the rate from the ground g to some final manifold

f ∈ {+,−}, we take a Fermi’s golden rule-like model from the exact eigenstates of HS:

Γig =
∑

nm

pm
∣∣〈ϕ(g)

n

∣∣AEM
∣∣ϕ(i)

m

〉∣∣2JEM(ϕ(g)
n − ϕ(i)

m )N(ϕ(g)
n − ϕ(i)

m ) (4.54)

Γgf =
∑

nm

pm
∣∣〈ϕ(f)

n

∣∣AEM
∣∣ϕ(g)

m

〉∣∣2JEM(ϕ(f)
n − ϕ(g)

m )(N(ϕ(f)
n − ϕ(g)

m ) + 1) (4.55)

where
∣∣∣ϕ(ν)

n

〉
corresponds to the nth lowest eigenstate on the manifold ν ∈ {+,−} with

energy ϕνn and for non-adiabatic phonon-induced transitions we simply take:

Γ−+ =
∑

j=1,2

∑

n

∣∣∣
〈
ϕ(+)
n

∣∣Aj
∣∣∣ϕ(−)

0

〉∣∣∣
2

J
(j)
R (ϕ(+)

n − ϕ(−)
m )Nj(ϕ

(+)
n − ϕ(−)

m ) (4.56)

Γ+− =
∑

n

∣∣∣
〈
ϕ(−)
n

∣∣Aj
∣∣∣ϕ(+)

0

〉∣∣∣
2

J
(j)
R (ϕ(−)

n − ϕ(+)
m )(Nj(ϕ

(−)
n − ϕ(+)

m ) + 1). (4.57)

Since for the overdamped Drude-Lorentz spectral densities we use Ωi/kBTi ≈ 6, we assume

that excitations are localised into the lowest vibronic level on a manifold, before being trans-

ferred to the other excitonic state. This is equivalent to taking p0 = 1 in equation (4.54),

although we could take a thermal distribution which may improve agreement.
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Figure 4.10: Population ratio comparison of master equation treatments (solid) and approx-
imate rate models (dotted). ε = 15meV, V = 15meV. Left: TR = 300K. Right: TR = 101K.
Remaining parameters ωc = η/2, TR = 300K and optical bath TEM = 5800K.

We can also approximate Redfield theory rates in a similar manner, using the exact same

form as (4.54), but since there are no vibronic manifolds we just use the bare electronic

eigenstates {|0〉 , |ν−〉 , |ν+〉}. We now do the same for the phonon rates (4.56) but we also

substitute the residual bath for the unmapped spectral density J
(j)
R (ω)→ J

(j)
ph (ω).

In Figure 4.10, we plot the population ratio RP for the full CCME theory (solid) and the

rate model (dashed) for T = 300K (left) and T = 101K (right). We see that although there is

some disagreement at higher-temperature, the rate model works well for T = 101K and shows

reasonable qualitative agreement in both regimes. The CC-mapped rate model continues to

become more accurate as the temperature decreases below T = 101K but Redfield theory is

not suited to low-temperatures and can become unstable and unphysical. From figure 4.10

(right), we can also see that decreasing the temperature has dramatically increased the dark-

state population. This occurs because excitations are increasingly localised in the minimum

of the dark state, which has a suppressed dipole moment. Being localised in a fewer vibronic

states also reduces the number of decay pathways there are to the ground state.

The optical rates as defined in (4.54) are independent of phonon-coupling within this

parameter range, so the behaviour of the rate models are dominated by Γ+− and Γ−+. From

Fig. 4.11 (left) it seems that the CC and Redfield rates are quite similar with both increasing

as a function α. However, in Fig. 4.11 (right) we can see that the ratio Γ+−
Γ−+

of the Redfield

rates is actually flat across this entire parameter regime, consistent with detailed balance,

whereas the ratio of the CC rates has a negative linear slope. Since Γ+−
Γ−+

is a measure of

how much the downward decay from bright to dark states dominates over the upward re-

excitations, it seems likely that this α-dependence determines the qualitative behaviour of

each model.
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Remaining parameters: ωc = η/2, TR = 300K and optical bath TEM = 5800K.

Temperature, bias and environmental non-additivity

In Figure 4.12 we investigate the temperature and bias dependence of steady-state observ-

ables further, setting α = 10meV and V = 15meV. Firstly, we can see that low phonon

temperatures generally lead to more population in the excited manifolds, as outlined above.

For small bias, excitations are more delocalised across the two monomers, which also leads

to higher |ρss12| and larger dark state populations. As phonon temperatures increase, the

coherence that gives rise to the eigenstates is destroyed and population can be more readily

excited across the gap between dark and bright manifolds.

In the figures 4.13, we have plotted the eigenstate populations as a function of bias

and for increasing phonon-couplings where TR = 300K and V = 15meV. The dashed lines

indicate that the additive electromagnetic field dissipator has been used in calculating the

dynamics. As we can see, the dark state population is actually increasing as a function of

bias in this case, since the thermal energy of the phonons is large enough to overcome the

unbiased excitonic gap with this dipole-dipole coupling. Increasing the bias then increase

the bright state energy which makes it favourable for population to reside in the ground and

dark states, with the energy of the latter also decreasing.

Of particular note is the effect that non-additivity has on the populations at stronger

system-bath couplings. We can see that the additive approximation still leads to a reduction

in dark-state population for increasing phonon-coupling, although slightly less pronounced.

The additive theory assumes that the photon emission of the dimer is independent of the

phonon coupling, however as we have discussed the CC-dressed eigenstructure of the dimer

is still taken account of in the phonon dissipation and the unitary dynamics. Since the

coupling to the optical field is much smaller than to the phonon environment, the CC model

is dominated by the eigenstate-dressing and population relaxation due to phonons, regardless

of whether the additive approximation is made. This also means that non-additivity is a less

prominent feature the dimer than in the case of the monomer, since phonon dissipation now
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Figure 4.12: Dependence of populations and coherences on bias and phonon temperature.
Here α = 10meV, V = 15meV. Remaining parameters: ωc = η/2, TR = 300K and optical
bath TEM = 5800K.

has a direct impact on electronic populations.

At larger phonon-couplings, non-additive effects do start to have a significant impact on

the steady-state distributions of eigenstate populations, causing the dark-state population

to decrease. This is partly due to the linear (Ohmic) spectral density we used for the

electromagnetic field interaction, which was shown to lead to reductions in excited state

populations for the monomer. This effect was specifically to do with how the displacements

affect the optical transition frequencies, which subsequently changes equilibrium thermal

populations and system-field interaction strengths. Population that is trapped in the dark

state of the dimer will effectively act like a monomer, which means that the same deleterious

non-additive effects will occur here.

In addition to the non-additive insights from the monomer, there is vibrational mixing of

the electronic dimer eigenstates. This causes states more localised on the dark state manifold

to gain some characteristics of the bright state, such as an enhanced dipole moment. This

makes the manifold of dark states more emissive than in the bare electronic counterpart,

ultimately degrading the ability for population to be trapped there. Similarly, the dipole

moment of the bright state decreases, which we can directly in figure 4.13 (right), where

populations are actually enhanced by the inclusion of phonons for zero-bias when α = 30meV.

This is the opposite behaviour of the simple monomer case, indicating that the bright and

dark state are not behaving like monomers in this regime due to the electronic delocalisation

V >> ε. This change to the emission properties of the dimer is only incorporated into a

non-additive theory, since the additive approximation ignores the vibronic eigenstructure in

the optical dissipator.
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Figure 4.13: Left: Ground state population. Middle: Dark state population. Right: Bright
state population, as a function of bias ε, for various coupling strengths. Dashed lines indicate
the additive electromagnetic theory. Remaining parameters: V = 15meV, ωc = η/2, TR =
300K and optical bath TEM = 5800K.

4.2.5 A deeper look at coherence

Here we will try to interpret the eigenstate coherences seen in the CC treatment of the dimer.

The single excitation subspace of the electronic Hamiltonian is

Hd = ω1 |1〉〈1|+ ω1 |2〉〈2|+ V (|1〉〈2|+ |2〉〈1|), (4.58)

where ω1 ≥ ω2. We can define a current operator from state |2〉 to state |1〉 as

j = Ṅ1 = −i[N1, H] = −i[|1〉〈1| , H]

= −iV (|1〉〈2| − |2〉〈1|) = V σy
(4.59)

where σy = i(|2〉〈1| − |1〉〈2|). The expectation values of this are

V Tr{ρσy} = iV (ρ21 − ρ12) = iV (ρ21 − ρ∗21) = −2V Im(ρ21) (4.60)

which means that a positive imaginary part of site basis coherence is equivalent to a particle

current from state |2〉 to state |1〉. Furthermore, it is straightforward to show that |ψ−〉〈ψ+|−
|ψ+〉〈ψ−| = −iσy, which after taking the expectation value one finds

〈j〉 = 2V Im{〈|−〉〈+|〉} = 2V Im{〈|2〉〈1|〉}. (4.61)

This states that the imaginary part of the coherence is the same in both the excitonic basis

and the site basis and is proportional to the particle current from excited to ground state.

Now we can investigate the real part of the exciton coherence:

|ψ−〉〈ψ+|+ |ψ+〉〈ψ−| =
2V

η
(|1〉〈1| − |2〉〈2|)− ε

2η
(|2〉〈1|+ |1〉〈2|). (4.62)
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Figure 4.14: Left: Site coherence as a function of bias ε, for various coupling strengths.
Right: Excitonic coherence as a function of bias ε, for various coupling strengths. Remaining
parameters: V = 15meV, ωc = η/2, TR = 300K and optical bath TEM = 5800K.

|ψ−〉〈ψ+|+ |ψ+〉〈ψ−| →





−σx, if V = 0 or ε→ +∞,
σz, if ε = 0 or V → +∞,

1√
2
σz − 1√

2
σx, when ε = 2V.

(4.63)

This means that the real part of the eigenstate coherence - a measure of how delocalised

the states are - is a mixture of population imbalance and real coherence in the site basis.

When ε � V , the eigenbasis looks like the site basis. For a homodimer where ε = 0, the

eigenstate coherence depends entirely on the site population imbalance, which will be zero

at equilibrium. We can see in figure 4.14 (right) that eigenstate coherence always vanishes

at zero bias. Larger biases tend to increase excitonic coherence, up to the point ε > 2V

when the monomer excitations become more localised on each site. At this point the validity

of the additive approximation (dashed) also breaks down for the eigenstate coherences, as

the dimer system is becoming more like two independent monomers, such that steady-state

populations are increasingly determined by the optical decay rates rather than vibrational

relaxation. This specific breakdown in additivity is also visible, though not prominent, in

the dark state populations in figure 4.13 for ε > 2V and α = 30meV.

4.3 Summary

In this chapter we have seen that non-perturbative phonon interactions lead to a variety

of effects within coupled quantum emitters. Firstly, a suppression of inter-molecular cou-

plings and vibrational mixing of the dimer eigenstates, which are accounted for in the system

Hamiltonian, cause the gap between bright and dark state manifolds to decrease. Secondly,

thermal relaxation due to phonons in the single-excitation subspace happens on timescales

orders of magnitude faster than optical excitation and emission. The dissipation into the

CC-dressed eigenstates dominates much of the phonon-coupling dependence of the model,

leading to a significant diversion from weak coupling (Redfield) predictions. In Redfield
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theory, energy and coupling renormalisations are introduced perturbatively through prin-

cipal value integrals at the level of the dissipator, using a basis that ignores the explicit

vibronic component of the system. This ultimately leads to an over-estimation of dark-state

populations.

Environmental non-additivity can also be observed in the dimer expectation values de-

pending on the degree of electronic delocalisation and phonon-coupling. Sufficiently strong

coupling leads to non-additive suppression of excited state populations, due to the ohmic

form of the optical spectral density. This effect tends to be enhanced at large biases, as the

two emitters start to behave independently and electronic population is localised on each

monomer.

Further work

In light of this work, a few questions remain unresolved. Firstly, the degree to which non-

additivity is affected by the coherent inter-molecular coupling could be studied further. One

way of approaching this could be to compare the model to the uncoupled monomer case.

Secondly the nature of the eigenstate coherences observed in both the Redfield and CC

theories is still unclear. The hypothesis that coherence arises due to the non-secular master

equations coupling populations and coherences in the excitonic basis could be investigated

further. It may be helpful to cast the electronic part of CC-dressed Hamiltonian into the

eigenstate basis |ν±〉 and investigate coherence in this way.

Another clear drawback of the approach taken in this chapter is the large Hilbert spaces

which arise due to the inclusion of two CCs in the augmented system Hamiltonian. Two

things are particularly problematic. Firstly, the requirement of building Liouvillians of di-

mension (3 ∗N1 ∗N2)2, where Ni is the CC dimension for environment i, means that we are

quite restricted in the number of states that we can take in each CC. This ultimately limits

the number of applications that this theory can be used for. One potential remedy for this

could be in quantum jump approaches to calculating dynamics, however these are generally

only easily applicable to the solution of secular master equations.

As well as preventing the use of standard quantum jump methods, the non-secularity of

the resultant Liouvillians means that the underlying matrices are poorly conditioned, which

means that iterative steady-state solutions are not feasible [127]. Being restricted to direct

solvers is another limiting factor in the applicability of CC methods to larger systems. A

recent paper has suggested a method of partial secular approximation via a coarse-graining

approach [128] to recover the the standard Lindblad form of dissipator. Using this method

it might be possible to find secular forms for both the optical and residual bath dissipators,

ultimately enabling much more efficient solutions whilst retaining the important dynamical

features.



Blank page



Chapter 5

Molecular photocells

5.1 Introduction

Organic photovoltaic cells (PVCs) have the potential to significantly reduce the cost and

environmental impact of solar energy, due to cheaper raw materials, manufacturing, trans-

portation and installation processes [129] compared to silicon PVCs. Importantly, the time

that it takes for a solar cell to offset the energy used in its own fabrication could be re-

duced from years to days [130]. These systems are also very lightweight and offer precision

tunability of their optical and electronic properties, even enabling transparency in the vis-

ible spectrum for potential use as ubiquitous energy conversion layers on surfaces such as

windows and screens.

Organic photovoltaics generally use a blend of donor and acceptor molecular materials,

where a light-sensitive donor - usually a doped polymer - is interspersed with small molecules

which have high electron affinities, such as fullerenes. In other circumstances, small molecules

are also used as donor materials, which permits more biologically-inspired design principles

based on photosynthetic reaction-centers. As well as increases in performance due to quan-

tum interference, these types of biomimetic photocells could also increase exciton diffusion

lengths substantially. Increasing diffusion lengths of energy and charge carriers reduces the

surface area requirements of donor-acceptor interfaces, which could lead to reductions in

static disorder and non-radiative recombination which could ultimately increase open-circuit

voltages [17].

Under illumination, the cell (usually the donor) can absorb photons, which promote the

material from its highest occupied molecular orbital (HOMO) at thermal equilibrium, to its

lowest unoccupied molecular orbital (LUMO). Molecular materials have very low dielectric

constants compared to traditional semiconductors, which means that excited electrons and

holes are not screened as effectively. This means that the low-energy excitations are Frenkel

excitons rather than free charge-carriers, such that the electron and hole are Coulomb-bound

on the same molecule. Organic solar cells need to then dissociate excitons, by donating

electrons to a neighbouring acceptor material.

95
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Excitons move randomly in the donor material until they reach an interface with an ac-

ceptor, at which point, provided it is thermodynamically preferable, the electrons may move

onto the acceptor LUMO. The gap between donor and acceptor LUMOs must be sufficiently

greater than the exciton binding energy in order to drive efficient charge-separation and pre-

vent thermal reexcitation back from acceptor to donor [118, 131]. Once the charge carriers

have been sufficiently separated, they can tunnel onto opposite electrodes to generate elec-

trochemical work, leaving the system in a positively charged state. After some time another

electron will tunnel back onto the HOMO and the cycle starts again. Occupation of both

orbitals is also possible, although this is strongly suppressed in many molecular materials

due to inefficient screening of charges and low dielectric constants which cause Coulomb

repulsion between electrons.

As well as broadening absorption and emission peaks, vibrational interactions also greatly

affect energy transport [45] and charge-separation [132]. As briefly discussed in the previous

chapter, environment-assisted energy transfer can greatly enhance transport efficiency and

is generally pronounced in the intermediate-coupling regime where the phonon-coupling is

on the order of excitonic couplings [133, 11, 111]. Additionally, as we have seen in previous

chapters, environmental non-additivity can alter decay rates in non-trivial ways, leading

to profoundly different qualitative predictions. In this section, we will see an even richer

interplay of non-additive effects, due to fermionic environments (leads) as well as bosonic

(vibrations). These effects can be seen to increase the steady-state population of excited

states, which is seen to enhance the power-output of the photocell.

5.2 Methods

5.2.1 Model

Here I construct a minimal photocell model inspired by the various discussions about organic

photovoltaics in the previous section as well as by recent studies on bio-inspired quantum

photocells [18, 121, 69, 70, 122, 54, 123]. I distinguish between photocell and photovoltaic, in

that the latter generates both voltage and current through absorption of photons, whereas

the former causes current to flow against an externally applied voltage. In practice, the

characterisation of photovoltaics is done in precisely this way, by applying an external bias

voltage and then studying the current behaviour, so this work is applicable to both cases.

Previous work on photocells use a variety of models and system Hamiltonians, mostly

based on molecular dimers, to explore the influence that quantum interference and phonons

have on photocurrent. In all but [18], optically dark states are utilised in order to overcome

detailed balance and extend exciton lifetimes. Charge-separation and electron-electrode tun-

nelling is commonly accounted for by positing state-transfer rates described by Lindblad

super-operators, though a Redfield theory analysis is also presented in [122] which is shown

to agree. However, in all these heat-engine approaches, the authors rely on the phenomeno-
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logical definition of a fictitious load or trap which irreversibly draws current from the charge-

separated state. In more recent work, intermediate to strong phonon coupling is accounted

for using collective-coordinate approaches [54] and polaron theory [123] within the setting of

fictitious-load models.

Here I take a HOMO-LUMO system, with a single excitonic state and without excitonic

coupling or dark and bright states. Rather than defining an ambiguous charge-separated

state, or skipping out the charge separation process altogether, we explicitly define the exci-

ton as being an electron-hole pair localised on the donor molecule, which can be dissociated

by electrons tunnelling off and onto two fermionic leads. Upon absorption of a photon an

exciton can form, the electron is effectively in a conduction band state and can subsequently

tunnel off onto the right lead, subject to some attracting electron-hole binding energy, leaving

the system in a positively charged state. In this same scenario, a negatively charged state

can also arise from an exciton state if the hole in the valence band is filled by an electron

tunnelling on from the left lead before the electron in the conduction band has the chance

to tunnel onto the right lead.

Due to the unidirectional flow of current in this model, I am effectively studying a diode.

I do this in order to create a simple, minimal model of charge separation and to study the

effects of non-additivity in optical, fermionic and vibrational environments. Such a situation

is potentially realisable for single molecules with sufficient asymmetry of ground and excited

dipole moments [134], or as an effective subspace of a double quantum dot system [135]. This

model is also reminiscent of a single-molecule break-junction [136], which may enable some

results to be validated in the future through photoswitch conductivity experiments [137, 138].

To further aid simplicity, the exciton state is taken to be singlet character, although including

spin-effects is an interesting area for future study.

Hamiltonian

We write down a Hamiltonian which describes this system as H = HS +HB +HI , where

HS = εvd
†
vdv + εcd

†
cdc − Ud†vdvd†cdc, (5.1)

which includes the fermionic electron and hole creation and annihilation operators d†m and

dm, where m = c, v, respectively, each of these have energy εm and the exciton binding energy

U . The total interaction Hamiltonian is given by HI = Hvib
I + HL

I + HR
I + HEM

I with the

vibrational environments coupling individually to the electrons and holes: Hvib
I = Hvib

I,h+Hvib
I,e

where

Hvib
I,m = −d†mdm

∑

k

(
f ∗m,kb

†
k + fm,kbk − d†mdm

f 2
m,k

ωm,k

)
,

Hvib
B =

∑

k

ωkb
†
kbk.

(5.2)
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Figure 5.1: Schematic of the fermionic leads model. Grey arrows depict allowed electronic
transitions between the molecule and the leads. Red arrows represent photon-mediated
processes, blue arrows represent phonon-interactions.

The electromagnetic field Hamiltonians are

HEM
I = (d†vd

†
c+dcdv)

∑

i

(gia
†
i + giai) and HEM

B =
∑

i

ωia
†
iai, (5.3)

where ai are photon annihilation operators which have frequency ωi and couple to the system

with strength gi.

As stated above, for simplicity we consider the spectral densities of the left and right

leads to be peaked around the valence and conduction energies, respectively, such that the

left lead only couples to holes and the right lead only couples to electrons. After making this

assumption, the Hamiltonians for the left and right leads can be written as

HL
I =

∑

kL

(tkLdvckL + t∗kLc
†
kL
d†v)

HR
I =

∑

kR

(tkRd
†
cckR + t∗kRc

†
kR
dc)

HL+R
B =

∑

j=L,R

∑

kj

εkjc
†
kj
ckj

(5.4)

where ckj (for j = L,R) are fermionic annihilation operators for bath modes with frequency

εkj and system-bath coupling strength tkj . Note the product of annihilation (creation) oper-
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ators in this Hamiltonian, which occur due to holes and electrons having energies of opposite

sign and both baths are comprised of electrons. For example, this means that the term dvckL
describes a hole being filled in the valence band by removal of an electron from the left lead.

The fermionic operators obey the anti-commutation relations:

{ckj , d†i} = 0,

{cki , c†kj} = {di, d†j} = δi,j

{c†ki , c
†
kj
} = {cki , ckj} = 0

{di, dj} = {d†i , d†j} = 0.

(5.5)

The terminology of left and right lead comes from the convention of molecular junction

diagrams for the electron current to flow from left to right.

Jordan-Wigner Transformation

In the form written above, the molecule-lead interaction Hamiltonians HL
I and HR

I do not

have tensor product structure so cannot be written in the generic form HI =
∑

αAα ⊗
Bα, where Aα and Bα are operators acting in only the system and bath Hilbert spaces

alone. This is due to the fact that fermionic system and bath operators anti-commute with

one another. We may however apply the Jordan-Wigner transformation, decomposing the

fermionic operators in terms of Pauli operators acting on a set of spins. For illustrative

purposes we will state that the bath Hµ
B for µ = 1, 2 has a finite number Mµ fermionic

modes and can be written:

dv = (σ− ⊗ σz)⊗
( ML⊗

kL

I
)
⊗
( MR⊗

kR

I
)

dc = (I ⊗ σ−)⊗
( ML⊗

I
)
⊗
( MR⊗

I
)

ckL = (σz ⊗ σz)⊗
[ kL−1⊗

σz

]
⊗ σ− ⊗

[MR+(ML−kL)⊗
I
]

ckR = (σz ⊗ σz)⊗
[ ML⊗

σz

]
⊗
[ kR−1⊗

σz

]
⊗ σ− ⊗

[MR−kR⊗
I
]
.

(5.6)

Substituting the above definitions into the Hamiltonians and using Pauli operator product

relations yields with definitions



100 CHAPTER 5. MOLECULAR PHOTOCELLS

d̃v = (σ− ⊗ σz) d̃c = (I ⊗ σ−)

c̃kL =

[ ⊗

k′<kL

σz

]
⊗ σ+ ⊗

[MR+(ML−kL)⊗

k′

I
]

c̃kR =

[ML+kR−1⊗

k′

σz

]
⊗ σ+ ⊗

[MR−kR⊗

k′

I
]
.

(5.7)

The above description allows us to find an appropriate basis for the problem by defining

I ≡ |0〉〈0|+ |1〉〈1|, calculating I ⊗ I = |00〉〈00|+ |10〉〈10|+ |01〉〈01|+ |11〉〈11|, we can relabel

the basis:

|φ〉 = |00〉 excitonic vacuum (filled valence band)

|h〉 = |10〉 extra hole in valence band

|e〉 = |01〉 extra electron in conduction band

|x〉 = |11〉 exciton state (electron and hole present)

(5.8)

This gives the following operators in the discrete electronic basis:

d̃v = |0〉〈1| ⊗ (|1〉〈1| − |0〉〈0|) = |e〉〈x| − |φ〉〈h|
d̃c = (|1〉〈1|+ |0〉〈0|)⊗ |0〉〈1| = |h〉〈x|+ |φ〉〈e|
d̃†vd̃v = |h〉〈h|+ |x〉〈x| d̃†cd̃c = |e〉〈e|+ |x〉〈x|
d̃vd̃

†
v = |φ〉〈φ|+ |e〉〈e| d̃cd̃

†
c = |h〉〈h|+ |φ〉〈φ|

d̃vd̃c = |φ〉〈x| d̃†cd̃
†
v = |x〉〈φ|

ded̃
†
v = |h〉〈e| d̃†cd̃v = − |e〉〈h|
d̃†vd̃vd̃

†
cd̃c = |x〉〈x|

(5.9)

from which we rewrite the system Hamiltonian

HS = εv |h〉〈h|+ εc |e〉〈e|+ εx |x〉〈x| , (5.10)

where εx = εh + εe − U . The electron-lead and hole-lead interaction Hamiltonians become

HL
I =(|e〉〈x| − |φ〉〈h|)⊗

∑

kL

tkLckL

+(|h〉〈φ|+ |x〉〈e|)⊗
∑

kL

t∗kLc
†
kL

HR
I =(|h〉〈x|+ |φ〉〈e|)⊗

∑

kR

t∗kRc
†
kR

+(|x〉〈h| − |e〉〈φ|)⊗
∑

kR

tkRckR ,

(5.11)
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which are now in tensor product form. Note that the tensor products have been written

explicitly in equation (5.11) but will be omitted in all further Hamiltonians.

Electron-phonon interaction

After the Jordan-Wigner transformation, the phonon-interaction Hamiltonians become

Hvib
I,h = − |h〉〈h|

∑

k

(
f ∗h,kb

†
k + fh,kbk

)
,

Hvib
I,e = − |e〉〈e|

∑

k

(
f ∗e,kb

†
k + fe,kbk

)
,

Hvib
I,x = − |x〉〈x|

∑

k

(
(f ∗h,k + f ∗e,k)b

†
k + (fh,k + fe,k)bk

)
,

(5.12)

where the counter-terms become energy shifts on the fermionic states

HS = ε̃h |h〉〈h|+ ε̃e |e〉〈e|+ ε̃x |x〉〈x| , (5.13)

with shifted energies ε̃j = εj +
∑

k f
2
j,k/ωj,k, for j = e, h and ε̃x = ε̃h + ε̃e − U . If we set

that fk = fe,k and assume for simplicity that fh,k = Mfk, such that there is a real constant

scaling between hole-phonon and electron-phonon interaction strengths (i.e. they have the

same mode-dependence), the interaction Hamiltonian becomes

Hvib
I = −(|e〉〈e|+M |h〉〈h|+ (1 +M) |x〉〈x|)

∑

k

(
f ∗k b
†
k + fkbk

)
. (5.14)

We can also define a system-phonon spectral density J(ν) =
∑

k |gk|2δ(ν − νk), which we

take to be of Drude-Lorentz form as in previous chapters:

J(ω) =
αΩ2Γω

[(ω2 − Ω2)2 + Γ2ω2]
. (5.15)

Briefly ignoring the electromagnetic and lead environments we can see that, after accounting

for the energy shifts, Hamiltonian (5.14) has the exact same form as the Hamiltonian (2.62).

Therefore we can perform the Collective Coordinate mapping[28, 29, 25] in the same way as

before:

H = H ′S +H ′I +H ′B, (5.16)

where

H ′S = HS +
[
Ωa†a+ λs(a† + a)

]
(5.17)

H ′I =
∑

k

hk(a
† + a)(b†k + bk)

+
∑

k

(b†k + bk)
2h

2
k

ωk

(5.18)
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with s = |e〉〈e|+M |h〉〈h|+(1+M) |x〉〈x|, CC oscillator frequency Ω and system-CC coupling

strength λ. The residual bath Hamiltonian is given by

H ′B =
∑

k

ωkb
†
kbk, (5.19)

where we have defined CC-residual bath coupling strengths hk and mode frequencies ωk.

This gives rise to a new spectral density defined by JCC(ω) =
∑

k |hk|
2δ(ω − ωk) = Γω/2πΩ

for the CC-residual bath interaction.

5.2.2 Quantum master Equations

Residual phonon bath

By moving to the interaction picture with respect to H ′S +H ′B, in the exact same way as in

previous chapters, a time-local master equation can be found for the enlarged-system under

the influence of the residual bath
∂ρ′S((t)

∂t
≡ L[ρ′S(t)] where

L[ρ′S(t)] = −i[H ′S, ρ′S(t)] +KCC [ρ′S(t)] +KR[ρ′S(t)] +KL[ρ′S(t)] +KEM [ρ′S((t)] (5.20)

where the residual phonon dissipator has the form

L[ρ′S] = [S, ρ(t)ζ] + [ζρ(t)†, S] (5.21)

with ζ = a† + a and

Z ≈
∑

pq

JCC(ξpq)(coth

(
βξpq

2

)
+ 1)Spq |φp〉〈φq| (5.22)

where ξpq = (ϕp−ϕq) given H ′S |ϕp〉 = ϕp |ϕp〉 and Xlm = 〈ϕl|X |ϕm〉. The imaginary Lamb-

shift terms have been neglected. In the enlarged basis, operators on the system Hilbert space

now share the tensor product structure

d̄j ≡ d̃j ⊗ ICC . (5.23)

Fermionic leads

We now focus on the interaction of the molecule with the fermionic leads, which are described

by system operators now embedded in a basis which has been dressed by the Collective

Coordinates as described by (5.23). After the Jordan-Wigner transformation, the interaction
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Hamiltonian (5.11) has the structure HI =
∑

αAα ⊗Bα, where

AR1 = |x〉〈h| − |e〉〈φ| BR
1 =

∑

kR

tkRckR

AR2 = |h〉〈x|+ |φ〉〈e| BR
2 =

∑

kR

t∗kRc
†
kR

AL1 = |e〉〈x| − |φ〉〈h| BL
1 =

∑

kL

tkLckL

AL2 = |h〉〈φ|+ |x〉〈e| BL
2 =

∑

kL

t∗kLc
†
kL

(5.24)

so we can see that AL1 removes a hole from the system (i.e., by removing an electron from

the left lead) and AR1 adds an electron to the system (and takes it from the right lead). Since

the two leads are independent, we can find a second order Born-Markov master equation for

the interaction between the system and fermionic environments starting from the well-known

general form [21]:

K[ρ′S((t)] = −
∑

j=L,R

∑

α,β

∫ ∞

0

dτ

(
[Ajα, Ã

j
β(−τ)ρ′S(t)]Cj

αβ(τ)

+ [ρ′S(t)Ãjβ(−τ), Ajα]Cj
βα(−τ)

)
,

(5.25)

where we have defined K[ρ′S((t)] = KL[ρ′S((t)] + KR[ρ′S((t)] for compactness. The system

operators Ajα are now embedded in the enlarged space as in (5.23). The bath correlation

functions are defined

Cj
αβ(τ) = trEj(B̃α(τ)B̃β(0)) (5.26)

with the stationary state of both leads given by ρE. We now assume that each lead is in a

thermal state at all times ρE = ρLEρ
R
E, where

ρjE =
e
−βj

∑
kj

(εkj−µj)b
†
kj
bkj

tr

(
e
−βj

∑
kj

(εkj−µj)b
†
kj
bkj

) , (5.27)

where βj and µj are the inverse temperature and chemical potential of each lead, respectively.

We now calculate the bath correlation functions by noticing that
〈
c̃†jµ c̃

†
kµ

〉
E

=
〈
c̃jµ c̃kµ

〉
E

= 0

due to the diagonal form of the thermal state, which leaves

Cν
12(τ) =

∑

kν ,k′ν

tkν t
∗
k′ν
e−iεkν t

〈
c̃jν c̃

†
kν

〉
ρνE

Cν
21(τ) =

∑

kν ,k′ν

t∗kν tk′νe
iεkL t

〈
c̃†jν c̃kν

〉
ρνE

(5.28)
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for ν = L,R. We calculate the expectation values by performing the traces over the thermal

state, which yields

〈
c̃†kµ c̃k′µ

〉
E

= δkµk′µfj(εkj)〈
c̃kµ c̃

†
k′µ

〉
E

= δkµk′µ(1− fj(εkj)),
(5.29)

where fj(εkj) = (eβ(εkj−µj) + 1)−1 are the Fermi factors for each lead. We proceed by moving

to the continuum limit:
∑

kν
→
∫∞
−∞ dεν and by defining the spectral densities:

Jν(εν) =
∑

kν

|tkν |2δ(εν − εkν ), (5.30)

where
∣∣tkj
∣∣2 describes the coupling strength between the system and mode k of the jth lead,

which has absorbed the coefficients from the continuum transformation. The two baths are

independent and therefore described by different sets of particles, hence the subscript on εj.

This enables us to simplify the correlation functions

Cν
12(τ) =

∫ ∞

−∞
Jν(εν)e

−iενt(1− fν(εν)) and Cν
21(τ) =

∫ ∞

−∞
Jν(εν)e

−iενtfν(εν). (5.31)

In order for the lead dissipators to be consistent with the number-conserving form of the

system-lead interaction Hamiltonians (5.11), we make a further secular approximation by

discarding terms that have time-dependence in the interaction picture. Note that this is

only done for the lead dissipators, and not the residual or electromagnetic baths. Starting

from (5.25), we move to the interaction picture with respect to the full augmented system

Hamiltonian and decompose operators into sums of operators with a spectrum of eigenenergy

differences Ãα(t) =
∑

ω e
−iωtAα(ω),

Dν [ρ
′
S(t)] = −

∑

αβ

∑

ωω′

∫ ∞

0

(
dτeiω

′τe−i(ω+ω′)t

(
Cαβ(τ)[Aα(ω), Aβ(ω′)ρ′S(t)]

+Cβα(−τ)[ρ′S(t)Aβ(ω′), Aα(ω)]

))
+ h.c.

(5.32)

for the right lead ν = R, we explicitly define A1(t) =
∑

ω e
iωtA1(ω) and A2(t) =∑

ω e
−iωtA2(ω). The reason for this becomes clear if we inspect the additive case, where

A2(t) = dc(t) = |h〉〈x| e−i(εc−U)t + |φ〉〈e| e−iεct, the annihilation operator for electrons has

negative time dependence. With this definition:

Dν [ρ
′
S(t)] = −

∑

αβ

∑

ωω′

∫ ∞

0

(
dτeiω

′τei(ω−ω
′)t

(
C12(τ)[A1(ω), A2(ω′)ρ′S(t)]

+C21(−τ)[ρ′S(t)A2(ω′), A1(ω)]

))
+ h.c.

(5.33)



5.2. METHODS 105

We now discard terms for which ω′ 6= ω to ensure that the Liouvillians are completely positive

trace preserving maps, therefore ensuring physical evolution of the reduced density matrix.

The secular approximation results in a form of Liouvillian which is in Lindblad form:

Dν(ρ
′
S(t)) =

∑

ω

Γν12(ω)

(
2Aν2(ω)ρ′S(t)Aν1(ω)− {Aν1(ω)Aν2(ω), ρ′S(t)}

)
− iSν12(ω)[Aν1(ω)Aν2(ω), ρ′S(t)]

+Γν21(ω)

(
2Aν1(ω)ρ′S(t)Aν2(ω)− {Aν2(ω)Aν1(ω), ρ′S(t)}

)
− iSν21(ω)[Aν2(ω)Aν1(ω), ρ′S(t)]

(5.34)

with the decay rates

ΓR12(ω) = πJR(ω)(1− fR(ω))

ΓR21(ω) = πJR(ω)fR(ω)

ΓL12(ω) = πJL(−ω)(1− fL(−ω))

ΓL21(ω) = πJL(−ω)fL(−ω)

(5.35)

and energy level shifts

SR12(ω) = −iP
[∫ ∞

−∞
dε
Jν(ε)(1− fν(ε))

ε− ω

]

SR21(ω) = −iP
[∫ ∞

−∞
dε
Jν(ε)fν(ε)

ε− ω

]

SL21(ω) = −iP
[∫ ∞

−∞
dε
Jν(ε)fν(ε)

ε+ ω

]

SL12(ω) = −iP
[∫ ∞

−∞
dε
Jν(ε)(1− fν(ε))

ε+ ω

]
.

(5.36)

From the above expressions, we can see that the energies of the holes are summed together

within the rates, which which highlights the fact that they are destroyed by electrons which

have energy of the opposite sign. In practice, the operators are decomposed in the augmented

system basis with Aα(ξjk) = 〈ϕk|Aα |ϕj〉 |ϕk〉〈ϕj| and the secular approximation is performed

on the spectrum of eigenenergy differences.

Fermionic leads : the additive case

In the weak phonon-coupling regime, the vibrational contribution to the system eigenstruc-

ture is negligible, so the decomposition {|ϕj〉} can be well approximated by using the original

unmapped basis {|φ〉 , |h〉 , |e〉 , |x〉}. In this case, the operators in the interaction picture be-
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come:

ÃR1 (t) = d†c(t) = |x〉〈h| ei(εc−U)t + |e〉〈φ| eiεct

ÃR2 (t) = dc(t) = |h〉〈x| e−i(εc−U)t + |φ〉〈e| e−iεct

ÃL1 (t) = dv(t) = |e〉〈x| e−i(εv−U)t − |φ〉〈h| e−iεvt

ÃL2 (t) = d†v(t) = |x〉〈e| ei(εv−U)t − |h〉〈φ| eiεvt,

(5.37)

which leads to Liouvillians of the form

DL[ρS(t)] = −i[HL
LS, ρS(t)]

+ πJL(−εv)(1− fL(−εv))L|h〉〈φ|[ρS(t)]

+ πJL(−εv)fL(−εv)L|φ〉〈h|[ρS(t)]

+ πJL(−εv + U)(1− fL(−εv + U))L|x〉〈e|[ρS(t)]

+ πJL(−εv + U)fL(−εv + U)L|e〉〈x|[ρS(t)]

(5.38)

and

DR[ρS(t)] = −i[HR
LS, ρS(t)]

+ πJR(εc)(1− fR(εc))L|φ〉〈e|[ρS(t)]

+ πJR(εc)fR(εc)L|e〉〈φ|[ρS(t)]

+ πJR(εc − U)(1− fR(εc − U))L|h〉〈x|[ρS(t)]

+ πJR(εc − U)fR(εc − U)L|x〉〈h|[ρS(t)].

(5.39)

In the limit U → 0 this gives the total lead dissipator:

DL+R[ρS(t)] = −i[HLS, ρS(t)] + πJL(−εv)(1− fL(−εv))Ld†v [ρS(t)] + πJL(−εv)fL(−εv)Ldv [ρS(t)]

+ πJR(εc)(1− fR(εc))Ldc [ρS(t)] + πJR(εc)fR(εc)Ld†c [ρS(t)],

(5.40)

where Lindblad terms are described by LO[ρ] = 2OρO† − {O†O, ρ} and the coherent Lamb-

shift Hamiltonian is

HLS = SL12(εv)(|φ〉〈φ|+ |e〉〈e|) + SL21(εv)(|h〉〈h|+ |x〉〈x|)
+ SR12(εc)(|e〉〈e|+ |x〉〈x|) + SR21(εc)(|φ〉〈φ|+ |h〉〈h|).

(5.41)

A brief inspection of the Fermi factors fL(−εv) = (e−β(εv+µL) + 1)−1 shows that:

fL(−εv)→





1 if µL � −εv,
1/2 if µL = −εv,
0 if µL � −εv,

(5.42)



5.2. METHODS 107

which means that the creation and annihilation of holes must be carried out by electrons

with energy of the opposite sign. As we will see later, this determines the characteristics of

the current-voltage behaviour. The conditions for exchange of particles between the right

lead and the conduction band are straightforward:

fR(εc)→





1 if µR � εc,

1/2 if µR = εc,

0 if µR � εc.

(5.43)

Solar radiation field

After a Jordan-Wigner transformation, the Hamiltonian describing the interaction between

the system and its electromagnetic environment in (5.3) becomes

HEM
I = (|x〉〈φ|+ |φ〉〈x|)

∑

k

(gkb
†
k + gkbk), (5.44)

where it is clear that the electromagnetic field creates and destroys excitons through photon

absorption and radiative recombination, respectively. The above Hamiltonian has the struc-

ture HI = A ⊗ B where A = |x〉〈φ| + |φ〉〈x| and B =
∑

k gk(b
†
k + bk), which means we can

derive an optical dissipator for the system bath interaction via the method outlined in [38].

This gives a Liouvillian of the form

KEM [ρS(t)] = [A,ZρS(t)]−
[
ρS(t)Z†, A

]
(5.45)

where the rate operator

Z =

∫ ∞

0

dτC(τ)S̃(−τ) (5.46)

and correlation function

C(τ) =

∫ ∞

0

dωJEM(ω)

(
coth

(
βω

2

)
cosωτ − i sinωτ

)
. (5.47)

are defined in terms of JEM(ω) =
∑

k |fk|
2δ(ω − ωk), the electromagnetic bath spectral

density. After decomposing the operator A into eigenstates of the augmented system Hamil-

tonian H ′S and moving into the interaction picture, as above, we find

Z =
∑

m,n

Am,nΛ(ξmn) |ϕm〉〈ϕn| (5.48)

where the complex, temperature-dependent factors are defined

Λ(ξmn) =

∫ ∞

0

dτ

∫ ∞

0

dω
(
f1(ω)ei(ω−ξmn)τ + f2(ω)e−i(ω+ξmn)τ

)
(5.49)
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where

f1(ω) =
1

2
J(ω)(coth(βω/2)− 1)

f2(ω) =
1

2
J(ω)(coth(βω/2) + 1).

(5.50)

Note that the real and imaginary parts of Λ(ξmn) are effectively transition rates and energy

shifts associated with the transition ξmn. These integrals can be evaluated in the same way

as in previous sections

Λ(ξmn) =





πf1(ξmn) + iS+(ξmn) if ξmn > 0,

π
2

lim
x→0

(
Jph(x) coth

(
βx
2

))
− iS(0) if ξmn = 0,

πf2(|ξmn|) + iS−(ξmn) if ξmn < 0.

(5.51)

given

S+(ξmn) = P
[∫ ∞

0

(
f1(ω)

ω − ξmn
− f2(ω)

ω + ξmn

)
dω

]

S(0) = P
[∫ ∞

0

Jph(ω)

ω
dω

]

S−(ξmn) = P
[∫ ∞

0

(
f1(ω)

ω + |ξmn|
− f2(ω)

ω − |ξmn|

)
dω

]
.

(5.52)

All of the above can now be calculated numerically in a straightforward manner and we can

bring together the four Liouvillians to explore photocurrent in this simple model. We use

the electromagnetic field spectral density in cubic form [51, 38]

JEM(ω) =
Γ0

2πε3x
ω3 (5.53)

where the characteristic frequency εx corresponds to the excitonic energy gap. The above

spectral density means that the bare electronic transition, in the absence of phonons has the

rate 2πJ(εx) = Γ0, which also becomes the total transition rate for the additive theory.

Solar radiation field: the additive case

The additive dissipator is found by ignoring the vibronic contributions to the system Hamil-

tonian when moving the relevant system operators |φ〉〈x| and |x〉〈φ| into the interaction

picture, and also making the rotating wave approximation on the interaction Hamiltonian.

This results in |φ〉〈x| (t) = eiHSt |φ〉〈x| e−iHSt = |φ〉〈x| e−iεxt, where HS is given by (5.10). This
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results in the standard Lindblad form of quantum optical Liouvillian:

KEM[ρ(t)] =
Γ0

2
(n(εx) + 1)L|φ〉〈x|[ρ(t)] (5.54)

+
Γ0

2
n(εx)L|x〉〈φ|[ρ(t)]. (5.55)

which can form part of the total master equation given in equation (5.45).

5.2.3 Note on parameters

Certain symmetries are imposed and parameters defined, in order to simplify the analysis of

the model. The reverse-bias voltage is taken to be the difference between the electrochemical

potentials of the two fermionic reservoirs eV = (µR − µL). I consider a central chemical

potential µ which the leads are symmetric about µL = µ− eV/2 and µR = µ+ eV/2. I also

take the leads and phonon bath to be the same temperature TC ≡ Tph = TL = TR to avoid

any intrinsic thermoelectric effects between the leads and the phonons.

I define a bandgap ε, a valence band energy εv and an exciton binding energy U , which

fixes the conduction band εc = εv + ε and exciton energy εx = 2εv + ε − U . In all of the

following, ε = 1.4eV and εv = 300meV.

In all but the end of Section 5.3.2 of this chapter, the lead spectral densities are taken to

be Lorentzians

JL(ω) =
1

2π

γδ2

((ω + ωv)2 + δ2)
and JR(ω) =

1

2π

γδ2

((ω − ωc)2 + δ2)
, (5.56)

where δ and γ are the widths and heights of the peaks, respectively. Unless otherwise stated

γ = Γ0 = 1ns−1 for simplicity, which means that the lead and optical decay processes occur

on the same time-scale. Unless otherwise state δ = 15meV, the width of phonon spectral

density Γ = 10meV and TEM = 5800K.

5.2.4 Photocell performance metrics

Much of the behaviour of a photovoltaic (or photocell) can be understood through the anal-

ysis of current-voltage (I-V ) diagrams, whereby an external reverse-bias voltage is applied

across the two electrodes and the resultant photocurrent is measured.

The most common figure of merit used in the analysis of photovoltaics is the power

conversion efficiency (PCE), which is the amount of power generated from the incident light

which hits the cell. The PCE is proportional to open-circuit voltage, VOC and short-circuit

current, ISC . Open-circuit voltage of cell is heavily dependent on the difference between

donor HOMO and acceptor LUMO. Short-circuit current depends on the most amount of

light being absorbed (with the fewest recombination losses), which is increased by reducing

the donor band-gap. The great challenge in the last few decades has been to optimise both
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Figure 5.2: Left: schematic of the fermionic leads model in the energy basis. Red and blue
arrows correspond to optical and phonon induced processes, respectively. Right: schematic
for model under short-circuit conditions, V = 0 and kBTC � µ. Black arrows illustrate which
electron transitions are allowed under these conditions, with blue arrows now unidirectional.

of these simultaneously, resulting in PCEs of up to 13% in of single-layer devices [139] and

17.29% tandem devices [140], which use two active layers with complementary absorption

profiles (long and short wavelengths) to further increase photocurrent.

For the model derived above, current can be calculated from the steady-state density

matrix L[ρSS] = 0. Although the total time-derivative is zero, the phonons do not di-

rectly affect electronic populations so the optical and lead processes should balance out:

KEM [ρSS] = −KR[ρSS] > 0. Since there are no other internal recombination effects, the cur-

rent can thus be found by simply taking the steady-state density matrix, acting on it with

the right-lead dissipator and taking the trace with the conduction band occupation operator:

I = − tr{KR[ρSS]nc}. (5.57)

Here, the minus sign fixes the direction of the dark current to flow from left to right, i.e. in

the absence of incoherent excitation when TEM = 0 but when V > ε.

On current-voltage diagrams, there are usually two points where zero power-output oc-

curs, one where no bias is applied (V = 0) and the other where V is large enough to

completely suppress current (I = 0). The actual maximum attainable power Pmax occurs

somewhere between these limits.

The current that passes through the system at the point where the V = 0 is the short-

circuit current, denoted by ISC . The voltage that is required in order to suppress I → 0 is the

open-circuit voltage, VOC . Usually Imax = ISC and VOC is the maximum possible potential

that can be overcome, so these two metrics are intrinsic figures of merit to each photocell.

Another metric, called the filling factor FF = Pmax/ISCVOC , is often used to study photo-
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Figure 5.3: Top: Conduction and valence band populations as a function of reverse-bias
voltage and in the absence of phonon-coupling and binding energy. Bottom: Corresponding
current-voltage diagrams. α = 0, U = 0. Voltage is defined as µL = µ− V/2, where (Left):
µ = ε− 100meV . (Middle): µ = ε+ 100meV. (Right): µ = ε.

voltaic performance because of its close relation to various internal experimental values [129].

Intuitively, the filling factor compares the actual Pmax to the theoretical maximum, where

the cell is generating ISC whilst working against VOC . For FF = 1, the I-V curve would need

to be a perfect step function around VOC , so FF can be thought of as the curvature of the

I-V diagram.

The final - and most commonly quoted - metric we describe is the power conversion

efficiency which was introduced earlier. This compares the power of the sunlight that is

incident on the cell with the amount of power generated by the cell, ηPCE = Pout/Pinc..

Since the electromagnetic field is kept fixed for each set of photocell parameters, Pinc. is

redundant and Pout will be qualitatively the same as ηPCE. Due to the nature of our model,

the following discussion will be primarily focused on ISC , VOC and Pmax as figures of merit.

5.3 Results and discussion

5.3.1 Photocell performance at zero phonon-coupling

Characteristics of zero binding energy

In order to understand the current-voltage behaviour of the above model, it is useful to

inspect the behaviour of the lead dissipators in the limit of no phonon-coupling or exciton
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binding energy, as in Eq. (5.34). As we have already seen, exchange between the valence

band and the left lead is determined by the relationship between µL and −εv given by Eq.

(5.42). The steps on the I-V diagram are determined by which energy levels are included

within the bias window, or between the left and right chemical potentials. In the lower plots

of fig 5.3, the steps that occur at the dotted red and blue lines on the I-V curves correspond

to points where µR = εc and µL = −εv, respectively. We can calculate the location of these

steps by defining µ
(red)
R = εc which gives a left chemical potential µ

(red)
L = µ−(εc−µ) = 2µ−εc

and a bias eVr = 2(εc − µ). Similarly for the step at the blue dotted line µ
(blue)
L = −εv so

µ
(blue)
R = 2µ+ εv and eVb = 2(µ+ εv). By equating the expressions for Vr and Vb, we can see

that the relative position of the steps is determined by the value of µ, the central value of

the bias window, and whether this sits above or below the centre of the bandgap: ε/2. In

the fig 5.3 (right), µ = ε/2 which means that the blue and red dotted lines coincide. Note

that, in order to exaggerate the steps in the I-V diagrams, we have taken a relatively low

lead reservoir temperature of TC = 50K.

When µ < ε/2 as in figure 5.3 (left), increasing the bias from V = 0 incorporates the

valence band energy (blue dotted) before the conduction band. As V increases fL → 0

as µL decreases beyond µL < −εv, according to (5.42). This causes a large spike in hole

population as electrons can freely jump off from the valence band onto the left lead. Then

as V increases further, the window incorporates the conduction band (red dotted), which

means that fR → 1 and electrons can freely tunnel onto the conduction band from the right

lead.

For µ > ε/2 in figure 5.3 (center), the opposite occurs, as shown in the central plot

in figure 5.3, since the bias window now incorporates the conduction energy before valence

energy and the ordering of the red and blue lines is reversed.

As already discussed, the case where µ = ε/2 as in the right-hand figure, the conduction

and valence steps overlap exactly, so the system goes directly from positive to negative

current behaviour around a single point, εx = εv + εc. For positive or negative current to

exist, both nc and nv must simultaneously have non-zero expectation value.

Characteristics of finite binding energy

Now we increase the complexity of the model slightly by considering non-zero exciton binding

energy, governed by the additive dissipators (5.38) and (5.39), since the non-additive theory

reduces to additive theory in the absence of phonons. Now there are two sets of steps in

the I-V diagram, since the dissociation of an exciton into a free charge occurs at a lower

energy than that of a free charge on the system hopping onto a lead. Using a similar

analysis carried out in the previous section on figure 5.4, we find that the dashed blue and

red and vertical lines correspond to the points where the charge-separation processes are

suppressed, occurring at µ̃blue
L = −(εv − U) and µ̃red

R > εc − U , where the tildes distinguish

them from the binding energy-free processes. These chemical potentials give the bias voltages
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Figure 5.4: Top: Conduction and valence band populations as a function of reverse-bias volt-
age and in the absence of phonon-coupling for different values of µ. Bottom: Corresponding
current-voltage diagrams. α = 0, U = εv = 300meV. Voltage is defined by µL = µ − eV/2,
where (Left): µ = ε− 100meV. (Middle): µ = ε+ 100meV. (Right): µ = ε.

of Ṽb = 2(µ+εv−U)/e and Ṽr = 2(εc−U−µ)/e for the blue and red dashed lines respectively.

We can also see that the scale of the y-axis has changed considerably, with two orders

of magnitude less current being generated for U = εv = 300meV. This is due to the fact

that the exciton-dissociation processes are now off-resonant with the Lorentzian lead spectral

densities, since these have been set to be centred exactly at the band energies.

Figure 5.5 includes the I -V (left) and P -V (right) curves for the case where TC = 300K

and α = 0, this time the axes are zoomed in to the area where positive current occurs, since

in practice this is the most important regime of operation. For higher temperature leads,

the steps in current occur more smoothly and we can see that their close proximity causes

the current to approach zero at an angle. ISC and VOC are strong indicators of Pmax and

in figure 5.5 (right) we can see that for a given U , Pmax is maximised where µ = ε/2 and

VOC = εx. If VOC , U and µ stay fixed, then Pmax is directly proportional to ISC , so there is

no need to calculate the entire I-V curve. We will use this property in the next section.

5.3.2 Finite phonon-coupling and environmental non-additivity

From Eq. (5.10) - (5.12), we can see that the system and the phonon-interaction Hamilto-

nians commute, which means that the phonon-mediated processes will never directly affect

populations. The non-perturbative treatment of the phonons gives rise to an enlarged basis,

where the eigenstates will be vibronic in nature, with a mixture of both electronic and vi-
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brational characteristics. We have seen how utilising this basis in deriving master equations

for additional weakly-interacting bath processes, such as the system-lead and system-photon

interactions, gives rise to non-additive dissipators. In fact, as we will see in more detail, non-

additivity is the only way that phonons will affect current and photocell performance in this

model. From Eq. (5.54), (5.38) and (5.39) we can also see that in an additive treatment, the

Liouvillians for the lead and electromagnetic field interactions do not depend on any phonon

influence at all. This means that the baths do not see the vibronic states, only the bare

electronic eigenstates of Eq. (5.10). For truly perturbative phonon-coupling, an additive

treatment may provide adequate predictions, however any dependence on phonon-coupling

is lost within such a theory.

In this section, we will analyse how environmental non-additivity due to the phonon-

coupling affects the performance of the photocell. In doing so, we identify two important pa-

rameter regimes which completely determine the qualitative behaviour of the model, namely

where the spectral density of the fermionic leads is either relatively flat around the system

energy scales or more sharply peaked. These are referred to as the flat and peaked spectrum

regimes, since they define the width of the energetic window within which states can interact

with the fermionic bath. Note that we consider a sharp cutoff of the spectral densities to

ensure that the left and right leads only ever couple, respectively, to holes and electrons.

Regime of peaked spectral density for fermionic leads

In order to gain some intuition about environmental non-additivity, we inspect some example

I-V curves for finite phonon-couplings in figure 5.5 (left). For these parameters, we see that

an increase in phonon-coupling leads to a decrease in ISC , but no change to VOC ≈ 1.6V

since all four curves converge to zero current at the same voltage. Although VOC is largely

unaffected by phonon coupling, the current does begin to decline for lower V . This change

in curvature ultimately decreases the voltage at which maximum power is attained - visible

as a gradual peak-shift in the P-V diagram, as well as having some effect on Pmax. As can

be seen in the power-voltage diagram in figure 5.5 (middle), the decrease in ISC and this

change in curvature leads to a reduction in the maximum power output of the photocell.

The filling factor FF , takes into account both the maximum power and the short-circuit

current and thus shows how exactly how the power output of the cell is affected by the

change in curvature of the I-V curve due to phonon interactions. In figure 5.6 (left) we can

see that FF decreases as a function of both binding energy and phonon-coupling strength.

Figure 5.6 (right) also shows the extent to which Pmax is affected by both phonon-coupling

and binding energy.

Despite the behaviour of the filling factor, ISC remains a very accurate indicator of Pmax,

even in the presence of phonons, which permits it to be used as the primary figure of merit in

much of the following discussion. Limiting the discussion to ISC also simplifies the analysis

of the model, since the chemical potentials of the leads are sufficiently far away from the
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Figure 5.7: (Left): Schematic of the electronic manifold displacements induced by coupling
to vibrational environments. Upward transitions are blue-shifted and downward transitions
are red-shifted, which causes the average frequencies sampled by the optical and lead spectral
densities to be augmented, these are indicated by purple and red dashed lines, respectively.
(Middle): Depiction of non-additive effects for Lorentzian leads. The coupling between the
conduction band and the right lead decreases due to curvature of spectral density. Red-
shifted (blue-shifted) emission (absorption) frequency, leading to a diminished transition
rate. (Right): Depiction of non-additive effects for locally-flat leads. The phonon-induced
shifts to transition energies are less significant.

band edges so as to suppress any back-flow of current, as depicted in figure 5.2 (right). In

other words, the tunnelling of electrons from the filled valence state to the left lead (creating

a hole) are suppressed , i.e. fL → 1, as is the tunnelling of electrons from the right lead onto

the conduction band state, fR → 0. Also, only the V = 0 case needs to be calculated, rather

than the entire I-V curve, which has enormous computational benefits.

From figure 5.5 (left) we can see that, for this set of parameters, increasing phonon-

coupling leads to a decline in short-circuit current. This can be understood by using a similar

analysis as in the case of optical non-additivity. Where U = 0, in the absence of phonon-

coupling and under short-circuit conditions, the four dominant processes are proportional

to L|h〉〈x| and L|φ〉〈e|, due to the right lead and L|φ〉〈h|, L|e〉〈x| due to the left. Under these

conditions, the processes are all on resonance with their respective lead. Finite phonon-

coupling leads to relative displacements between the various electronic manifolds, associated

with a change in equilibrium position of the nuclear coordinates. As we have seen in the

case of optical processes in Chapter 3, these displacements cause a decrease (increase) in the

average emission (absorption) wavelength, as depicted in figure 5.7 (left), but in this case

instead of photons being emitted to the EM field it is electrons tunnelling into the leads.

This shift to the transition frequency pushes the processes out of resonance with the leads

as depicted in figure 5.7 (middle).

From the analysis of figures 5.5-5.6 above, it would appear that phonon-coupling only

has a deleterious effect and inevitably diminishes current and power, however there are

certain regimes where this is not the case. In the left and middle figures of 5.8, we calculate

the percentage change of ISC over a change in phonon-coupling strength ∆α from α = 0

to α = ∆α, for Ω = 120meV and Ω = 50meV, respectively. This allows us to see how
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current is affected by the inclusion of phonons and to identify any vibrationally-induced

current enhancements. By scanning across a range of binding energies, we can see that the

dependence of current-increase on binding energy is non-monotonic, with peaks where ISC

is enhanced. These peaks correspond to resonances between the binding energy U and the

vibrational harmonics.

In order to fully understand the peaks in figure 5.8 (a) and (b) where TC = 300K, we

compare to the low-temperature case in figure (b), where normalised ISC is given as a function

of increasing α for different binding energies at TC = 50K. In this figure we can see that

ISC always decreases as a function of α, even when binding energy and mode frequency are

on resonance U = Ω = 50meV. This is because the first vibrationally-excited state is never

populated at TC = 50K, so the non-additive renormalisation of fermion emission frequencies

pushes the transitions away from the maximum of the Lorentzian, exactly as the central

diagram in figure 5.7 shows.

Now we return to the TC = 300K case, where Ω = U as shown in figure 5.9, where left

and middle plots show Ω = 50meV and Ω = 120meV, respectively. As discussed, under

these conditions increasing the phonon-coupling gives an increase in the current (blue solid

lines). After a point, increasing phonon-coupling any further causes the average transition

frequency to get pushed too far out of the optimal window, which causes current to decrease.

This means that there is an intermediate coupling regime which maximises the non-additive

current enhancement. The red dashed lines use a non-additive theory for the fermionic leads,

but additive in the thermal electromagnetic field, this is included to gain insight into the

underlying behaviour of the full model.

For lower vibrational frequencies, the non-additivity is dominated by the lead dissipa-

tors, since the large mode occupations cause large current enhancements to occur. For larger

mode frequencies, a similar effect happens, however now the average vibrational mode occu-

pations are lower, which diminishes the non-additive component in the lead dissipators. The

electromagnetic dissipation is less influenced by the mode occupation, being largely dictated

by the effective decay rates and thermal occupations of optically-active vibronic transitions,

which means that optical non-additivity is more prominent in this regime. This is seen as a

discrepancy between the fully non-additive (solid blue) and additive EM (dashed red) curves

in the left and central plots in figure 5.9.

Due to the dependence on mode occupation at TC , the efficacy of non-additive enhance-

ment of current decreases as the mode frequency increases, causing it to be suppressed

beyond U > 130meV. This means that for organic materials, where binding energies are

normally ≥ 300meV, a resonant mode may have too low an occupation for non-additive

current enhancement to take place.

When the lead spectral density is flat around the range of important electronic transi-

tions, as in figure 5.7 (right), then the non-additive renormalisation of fermionic transition

frequencies does not have a significant effect on current and power. In this regime, the
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phonon-coupling dependence of current is instead dominated by the non-additivity in the

optical dissipator (as described in Chapter 3). The choice of super-ohmic spectral density

gives rise to a positive increase in current with increasing α, as shown in figure 5.9 (right).

5.4 Conclusions

I have introduced a minimal model for a photocell device which explicitly takes into ac-

count the electrons and holes as separate charges. In performing the collective coordinate

mapping, I have accounted for non-perturbative phonon interactions, which manifest them-

selves primarily as non-additive bath effects in the lead and electromagnetic dissipators. I

have identified regimes where this non-additivity increases and decreases performance of the

photocell and explained the physical basis for this.

One particularly interesting case where non-additive phonon effects enhance photocurrent

is when the peak of the vibrational spectral density coincides with the exciton binding energy.

Given sufficient vibrational mode occupation, this can increase the coupling between the leads

and the excitonic levels, ultimately improving the performance of the photocell. For locally

flat lead spectral densities, the phonon-induced processes are dominated by the optical non-

additivity effects observed in the monomer model of Chapter 3.

Further work

The prevailing method for studying quantum photocells in the literature is through the use of

fictitious-load models [18, 121, 122, 123], which attempt to account for the voltage generation

of photovoltaics through equilibrium thermodynamic arguments. Rigorously linking the work

in this chapter to the fictitious-load models is of great interest in future work.

Another area for future work would be to relax the restrictive form of system-leads

coupling, which means that the valence and conduction band only couple to the left and

right lead, respectively. This type of coupling currently prevents the model from being

used in conjunction with larger molecular systems, such as the dimer model seen in the

previous chapter. In this case the Jordan-Wigner transformation could become considerably

more involved. Additionally, the way we have defined current in equation (5.57) may no

longer hold, since phonons would now directly affect populations and so the same symmetry

arguments would not hold.

It could also be possible to use the same model treated in this chapter to investigate light

emitting diodes and other photonic systems. This could be done by setting TEM = 0 and

investigating the emission properties of the system under different potential biases, using the

theory from Chapter 3.
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Chapter 6

Concluding remarks

In this thesis I have developed a methodology for modelling strongly-coupled open-quantum

systems that interact with multiple baths at different temperatures. A common theme in this

work has been that non-perturbative phonon coupling can cause a break-down of traditional

quantum optics approaches and that enforcing additivity between environments should be

exercised with caution. This has specifically been applied to models of interest within the

contexts of natural and artificial light-harvesting, however the same phenomena are likely to

arise in many damped-driven quantum systems with strongly-coupled low-frequency baths.

In Chapter 3, it was shown that the collective coordinate approach gives rise to non-

additive effects in the optical decay rates of a quantum emitter. Under incoherent thermal

driving, the frequency dependence of the light-matter coupling and thermal occupations can

lead to population inversion for super-ohmic optical spectral densities. I investigated the

conditions for this behaviour in detail with an effective analytical model, identifying a re-

striction on the form of the optical spectral density for non-additive population enhancement

to occur.

In Chapter 4, I studied a model dimer and demonstrated how strongly-coupled phonons

leads to renormalisation of the dipole-dipole coupling. This is a non-perturbative effect

which is accounted for in the additive theory as well, but is completely missed in a weak-

coupling approach. Non-additive optical effects were also seen to be significant at strong

phonon coupling, ultimately diminishing the excited state population, due to the linear

optical spectral density used. The inclusion of phonons is seen to always be deleterious to

the excitation of the dimer, which may cast doubt onto the practical importance of dark-state

protection in proposed molecular photocells.

In Chapter 5, I derived a model of a toy molecular photocell. In this setting, it was

shown how phonon-coupling might affect photocurrent, directly through environmental non-

additivity. This ultimately depends on the form of lead-molecule coupling and on the curva-

ture of the lead and optical spectral densities. Regimes were identified where phonon effects

could increase the power output of the photocell, by overcoming the Coulombic binding

energy to allow dissociation of excitons into free charges.
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.1. CONTOUR INTEGRATION IN THE FOURIER-SPACE CC OPERATOR 125

.1 Contour integration in the Fourier-space CC oper-

ator

This can be done by using the residue theorem - integrating anti-clockwise around a semicircle

on the upper-half of the complex plane, the straight section of which is along the real line.

First, we locate the poles of the integrand. The denominator has zeros at ν = ±z and ν = 0,

but since we are concerned with only the upper-half plane only the positive z (depending

on how we define it) will be contained inside the semicircle. The singularity at ν = 0

must be removable since it lies on the boundary of the contour (causing residue theorem to

breakdown otherwise) which imposes a restriction on the form of JSB(ν) that it must be at

least proportional to ν. Other restrictions on JSB are that it is a real-valued function with

an arbitrary number of poles and (for applications later on) that it is an odd function. We

decompose the SD into the form

JSB(ν) =
νf(ν)∏N

l (ν − αl)(ν − α∗l )
, (1)

where any poles are explicitly shown as conjugate pairs of arbitrary complex numbers, so

that the function is real-valued. The function f(ν) is some analytic function and the ν in

the numerator is necessary to remove the singularity at ν = 0 in the denominator. We also

know that the function fν must be real valued, since the spectral density must also be real

valued. Inspecting the integral in equation 2.17 we have

I(z) =

∫ ∞

0

dν
νf(ν)(∏N

l (ν − αl)(ν − α∗l )
) · 1

ν(ν − z)(ν + z)
, (2)

where the singularity at ν = 0 has now been removed. We now make some simplifying

assumptions. Firstly, we assume that {αl} are purely imaginary such that α = ial where

al > 0, this is justified since we do not expect a physical spectral density to diverge at

specific points on the real line. Secondly, we set N = 2, in order to simplify calculations.

The integral now becomes

I(z) =

∫ ∞

0

f(ν)

(ν − ia1)(ν + ia1)(ν − ia2)(ν + ia2)
· 1

(ν − z)(ν + z)

=

∫ ∞

0

f(ν)

(ν2 + a2
1)(ν2 + a2

2)(ν − z)(ν + z)
,

(3)



126

for which we calculate the residues in the upper-half plane ν ∈ {z, ia1, ia2},

Res(z) = lim
ν→z

f(ν)

(ν − ia1)(ν + ia1)(ν − ia2)(ν + ia2)(ν + z)
=

f(z)

2z(z2 + a2
1)(z2 + a2

2)
(4)

Res(ia1) = lim
ν→ia1

f(ν)

(ν + ia1)(ν − ia2)(ν + ia2)(ν − z)(ν + z)
=

if(ia1)

2a1(a2
2 − a2

1)(z2 + a2
1)

(5)

Res(ia2) = lim
ν→ia2

f(ν)

(ν − ia1)(ν + ia1)(ν + ia2)(ν − z)(ν + z)
=

if(ia2)

2a2(a2
1 − a2

2)(z2 + a2
2)
. (6)

From the residue theorem, we know that the integral around the whole contour is equal to

the sum of the residues. This integral consists of a straight section along the real line and

an arc section, we introducing a change of variables ν = ρeiθ,

∮

Contour

f(ν)dν =

∮

Real

f(ν)dν +

∮

Arc

f(ν)dν (7)

=

∫ ρ

−ρ

JSB(ν)

ν(ν2 − z2)
dν +

∫ π

0

ρieiθJSB(ρeiθ)

ρeiθ(ρ2e2iθ − z2)
dθ ≡ I1 + I2, (8)

where the integral over the straight section has been extended over the whole real line by

the assumption JSB(−ν) = −JSB(ν). For simplicity, we will now consider only situations

where the arc contribution of the integral goes to zero value. Since the value of the entire

integral only depends on the residues contained in the contour not on the radius of the arc,

it should be the same when taking the limit ρ → ∞. We will now see what restrictions on

the spectral density JSB(ν) need to be made in order for I2 → 0 as ρ → ∞. A simple way

of doing this is to show that the modulus of the integrand in

I2 =

∫ π

0

i
JSB(ρeiθ)

ρ2e2iθ − z2
dθ, (9)

is less than or equal to zero; since a modulus can not be negative the equality follows. Taking

the modulus of the whole integral and using the triangle inequality |a + b| ≤ |a| + |b| leads

us to

∣∣∣∣
∫ π

0

i
JSB(ρeiθ)

ρ2e2iθ − z2
dθ

∣∣∣∣ ≤
∫ π

0

∣∣∣∣i
JSB(ρeiθ)

ρ2e2iθ − z2
dθ

∣∣∣∣ =

∫ π

0

∣∣JSB(ρeiθ)
∣∣

|ρ2e2iθ − z2|dθ ≤
∫ π

0

∣∣JSB(ρeiθ)
∣∣

ρ2 − |z2| dθ. (10)

Where the denominator in the final step is reached by using the reverse triangle inequality

|a−b| ≥ |a|−|b|. Now we suppose that JSB is always bounded by some polynomial: ∃ρ, k s.t.

|JSB(ρeiθ)| ≤ kρs, where ρ needs to be large enough to contain the poles in the upper-half

plane. This yields

I2 ≤
∫ π

0

kρs

ρ2 − |z2|dθ =
πkρs

ρ2 − |z2| , (11)

which tends to zero as ρ→∞ if s < 2, as long as |z2| is finite. Here we have assumed only

two poles, but we will show that the number of poles does not explicitly change the result
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we are interested in.

We have now enforced some restrictions on the spectral density, that it has two poles and

increases slower than ν2 as ν →∞,

K̃(z) = −z2

(
1 + 2πi

(
f(z)

(z2 + a2
1)(z2 + a2

2)(2z)
+

if(ia1)

(a2
1 − a2

2)(a2
2 + z2)(2a1)

+
if(ia2)

(a2
1 − a2

2)(a2
1 + z2)(2a2)

))
.

(12)

Comparing Res(ν = z) to the original spectral density in 1, it can be seen that performing

the integral has resulted in the function JSB(ν) being evaluated at z and divided by 2z2. We

can then recast 12 as

K̃(z) = −z2

(
1 + iπ

(
JSB(z)

z2

)
− πf(ia1)

(a2
1 − a2

2)(a2
2 + z2)(a1)

− πf(ia2)

(a2
1 − a2

2)(a2
1 + z2)(a2)

)
. (13)
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[12] E. K. Irish, R. Gómez-Bombarelli, and B. W. Lovett, “Vibration-assisted resonance in

photosynthetic excitation-energy transfer,” Phys. Rev. A, vol. 90, p. 012510, Jul 2014.

[13] A. Kolli, E. J. O’Reilly, G. D. Scholes, and A. Olaya-Castro, “The fundamental role

of quantized vibrations in coherent light harvesting by cryptophyte algae,” Journal of

Chemical Physics, vol. 137, no. 17, 2012.

[14] Y. Fujihashi, G. R. Fleming, and A. Ishizaki, “Influences of quantum mechanically

mixed electronic and vibrational pigment states in 2D electronic spectra of photosyn-

thetic systems: Strong electronic coupling cases,” arXiv e-prints, June 2015.

[15] M. B. Plenio, J. Almeida, and S. F. Huelga, “Origin of long-lived oscillations in 2D-

spectra of a quantum vibronic model: Electronic versus vibrational coherence,” The

Journal of chemical physics, vol. 139, p. 235102, Dec. 2013.

[16] J. Iles-Smith, A. G. Dijkstra, N. Lambert, and A. Nazir, “Energy transfer in structured

and unstructured environments: Master equations beyond the Born-Markov approxi-

mations,” Journal of Chemical Physics, vol. 144, no. 4, p. 44110, 2016.

[17] J. L. Brédas, E. H. Sargent, and G. D. Scholes, “Photovoltaic concepts inspired by

coherence effects in photosynthetic systems,” Nature Materials, vol. 16, no. 1, pp. 35–

44, 2016.

[18] K. E. Dorfman, D. V. Voronine, S. Mukamel, and M. O. Scully, “Photosynthetic re-

action center as a quantum heat engine,” Proceedings of the National Academy of

Sciences, vol. 110, no. 8, pp. 2746–2751, 2013.

[19] D. Gelbwaser-Klimovsky and A. Aspuru-Guzik, “On thermodynamic inconsistencies in

several photosynthetic and solar cell models and how to fix them,” Chemical Science,

vol. 8, no. 2, pp. 1008–1014, 2017.

[20] R. Barnett, S. Barnett, P. Radmore, and D. Radmore, Methods in Theoretical Quantum

Optics. Oxford Series in Optical & Imaging Sciences, Clarendon Press, 1997.

[21] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum Systems. Oxford

University Press, 2002.

[22] H. Carmichael and S.-V. (Berlin)., Statistical Methods in Quantum Optics 1: Mas-

ter Equations and Fokker-Planck Equations. Physics and astronomy online library,

Springer, 1998.



BIBLIOGRAPHY 131

[23] P. Strasberg, G. Schaller, N. Lambert, and T. Brandes, “Nonequilibrium thermody-

namics in the strong coupling and non-Markovian regime based on a reaction coordinate

mapping,” New Journal of Physics, vol. 18, no. 7, p. 073007, 2016.

[24] G. W. Ford, J. T. Lewis, and R. F. Oconnell, “Quantum Langevin equation,” Physical

Review A, vol. 37, no. 11, pp. 4419–4428, 1988.

[25] J. Iles-Smith, N. Lambert, and A. Nazir, “Environmental dynamics, correlations, and

the emergence of noncanonical equilibrium states in open quantum systems,” Physical

Review A - Atomic, Molecular, and Optical Physics, vol. 90, no. 3, pp. 1–9, 2014.

[26] R. Silbey and R. A. Harris, “Variational calculation of the dynamics of a two level

system interacting with a bath,” The Journal of Chemical Physics, vol. 80, no. 6,

pp. 2615–2617, 1984.

[27] D. P. S. McCutcheon and A. Nazir, “Quantum dot rabi rotations beyond the weak

exciton–phonon coupling regime,” New Journal of Physics, vol. 12, p. 113042, Nov

2010.

[28] A. Garg, J. N. Onuchic, and V. Ambegaokar, “Effect of friction on electron transfer in

biomolecules,” The Journal of Chemical Physics, vol. 83, no. 9, pp. 4491–4503, 1985.

[29] K. H. Hughes, C. D. Christ, and I. Burghardt, “Effective-mode representation of non-

markovian dynamics: A hierarchical approximation of the spectral density. i. appli-

cation to single surface dynamics,” The Journal of Chemical Physics, vol. 131, no. 2,

p. 024109, 2009.

[30] A. Strathearn, P. Kirton, D. Kilda, J. Keeling, and B. Lovett, “Efficient non-Markovian

quantum dynamics using time-evolving matrix product operators,” Nature Comms.,

vol. 9, p. 3322, 2018.

[31] N. Makri and D. E. Makarov, “Tensor propagator for iterative quantum time evolution

of reduced density matrices. I. Theory,” The Journal of chemical physics, vol. 102,

pp. 4600–4610, Mar 1995.

[32] N. Makri and D. E. Makarov, “Tensor propagator for iterative quantum time evolution

of reduced density matrices. II. Numerical methodology,” The Journal of chemical

physics, vol. 102, pp. 4611–4618, Mar 1995.
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