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ABSTRACT 
The vast amount of routinely collected information in Electronic Health Records (EHRs) is 

increasingly used for other purposes than direct care – and in particular, for research. Although 

research would not aim to improve the care for any specific patient, it can produce 

generalisable knowledge that can be translated into action within specific healthcare contexts. 

The main aim of this PhD thesis was computing actionable information from EHR data for 

specified healthcare contexts, including health research itself, population health management, 

and health information technology (HIT) engineering. We focused on two main research areas: 

predictive modelling using EHR data and patient portals.  

First, we explored how to use more effectively longitudinal EHR data to investigate 

multimorbidity. In a 10-year retrospective cohort study in the UK primary care, we tested 

different longitudinal comorbidity metrics and their value in predicting mortality. We found 

that explicitly accounting for longitudinal changes in comorbidities, as measured with the 

Charlson Comorbidity Index (CCI), better captures comorbidity burden on mortality, with 

more rapid changes in CCI posing a greater mortality risk. We suggest that the survival model 

proposed in the study should be considered by health researchers when investigating 

multimorbidity in EHR data. 

Second, we followed international guidelines to externally validate available models for 

predicting onset of CKD in the UK primary care (i.e. seven in total). We tested their 

performance on a five-year time horizon. All models had good discrimination on a five-year 

time horizon, however the majority over-predicted the CKD risk. QKidney, the only model 

originally developed in the UK, outperformed the other models and was shown to support a 

high risk approach to CKD prevention. This finding is actionable at a population health 

management level: on the basis of our results, policy makers should consider to update clinical 

practice guidelines by including QKidney among the CKD screening criteria. 

Finally, we focused on providing actionable information for HIT engineers. Particularly, we 

carried out a controlled study assessing whether patient interpretation and decision-making is 

influenced by the way the laboratory test results are presented to them in patient portals. We 

did not find any statistically significant differences between the three presentations that we 

tested, but we did find that misinterpretation of risk was high across all three presentations. 

Furthermore, we developed a method to calculate dynamic, patient-tailored alerts. Our method 

underwent proof-of-concept testing using one type of laboratory test value (i.e. potassium) 

and a group of GPs. Although representing a substantial methodological advancement and 

promising results were obtained, further evaluation of this method is required before HIT 

engineers can implement it in EHR systems. 

In this thesis, we used routinely collected EHR data to investigate decision-making in different 

contexts and involving different stakeholders. These included patients, clinicians and policy 

makers, as well as HIT engineers and researchers. Ultimately, we produced actionable 

information across health research and population health management, with methodological 

advances in predictive modelling using EHR data and findings from evaluation studies that 

are relevant to policy makers.  



xii 
 

Declaration 

No portion of the work referred to in the thesis has been submitted in support of an application 

for another degree or qualification of this or any other university or other institute of learning. 

 

Copyright Statement 

i. The author of this thesis (including any appendices and/or schedules to this thesis) 

owns certain copyright or related rights in it (the “Copyright”) and s/he has given The 

University of Manchester certain rights to use such Copyright, including for 

administrative purposes.  

ii. Copies of this thesis, either in full or in extracts and whether in hard or electronic 

copy, may be made only in accordance with the Copyright, Designs and Patents Act 

1988 (as amended) and regulations issued under it or, where appropriate, in 

accordance with licensing agreements which the University has from time to time. 

This page must form part of any such copies made. 

iii. The ownership of certain Copyright, patents, designs, trade marks and other 

intellectual property (the “Intellectual Property”) and any reproductions of copyright 

works in the thesis, for example graphs and tables (“Reproductions”), which may be 

described in this thesis, may not be owned by the author and may be owned by third 

parties. Such Intellectual Property and Reproductions cannot and must not be made 

available for use without the prior written permission of the owner(s) of the relevant 

Intellectual Property and/or Reproductions. 

iv. Further information on the conditions under which disclosure, publication and 

commercialisation of this thesis, the Copyright and any Intellectual Property 

University IP Policy (see 

http://documents.manchester.ac.uk/display.aspx?DocID=24420), in any relevant 

Thesis restriction declarations deposited in the University Library, The University 

Library’s regulations (see http://www.library.manchester.ac.uk/about/regulations/) 

and in The University’s policy on Presentation of Theses.  



xiii 
 

Acknowledgements 

First of all I would like to thank the NIHR Greater Manchester Primary Care Patient 

Safety Translational Research Centre and the Health eResearch Centre, in the persons 

of Prof. Stephen Campbell and Prof. Iain Buchan, for believing in me and giving me 

the opportunity of this PhD project. 

Second, I want to thank all my supervisors (Prof. Iain Buchan, Dr. Niels Peek, Dr. 

Sabine Van der Veer, Dr. Mattia Prosperi and Prof. John Ainsworth) for the support 

provided during my PhD studies. At different times and in different ways, each one of 

them has contributed in making me succeed in this PhD project and grow as a scientist.  

Third, I thank my friends Lora, Jonny and Shoba, with whom I shared this experience 

at the University of Manchester. 

Fourth, I want to thank my parents, Astor and Daniela, and my family, who, despite 

being thousands of kilometres far from Manchester, have always been there for me 

when I needed. On the same lines, I would like to thank my friends Stefano and 

Federica, also there for me since I have left from Italy. 

For last, but not least, I want to thank my fiancé Stefania, with whom I have embarked 

on this new life in the UK. I could not have made it without her support and advice. 

 

Thanks to you all! 

Paolo 

  



xiv 
 

 

 

 
 
 
 
 
 
 

 



1 

Chapter 1  
 

INTRODUCTION 

Clinical information systems are now widespread in many western countries [1–3], with 

electronic health records (EHRs) in primary care adopted by the majority of general 

practitioners (GPs) in high income countries [3]. Although initially introduced for billing 

reasons, the current use of clinical information systems reaches far beyond administrative 

purposes, with health reforms making EHRs an essential part of care delivery and service 

evaluation [4–6]. 

This widespread adoption of EHRs has made a vast amount of clinical information available 

in electronic format [7]. Depending on the purpose for which the information is utilised, the 

use of such electronic data can be seen as primary or secondary, the definitions of which vary 

across the literature [8–11]. In this thesis, we adopted the definitions by the American Medical 

Informatics Association (AMIA) [10], who defined primary use as: “the use of personal health 

information by the organization or entity that produced or acquired these data in the process 

of providing real-time, direct care of an individual.”; and secondary use, which is the main 

focus of this thesis, as “non-direct care use of personal health information including but not 

limited to analysis, research, quality/safety measurement, public health, payment, provider 

certification or accreditation, and marketing and other business including strictly commercial 

activities.”. 

Primary use happens in the clinical practice context, when data from a single patient is used 

for clinical decision making. While this is usually done by clinicians, patients are more and 

more important in primary use since they can increasingly access portions of their EHR with 

systems called patient portals [12]. Although overall uptake of patient portals is still low [12], 

this is seen as a key way of having patients involved in their care [54–59]. Primary use involves 

deduction, for example knowing from Mr. Socrates’ EHR data that he was born 80 years ago, 

we can use generic, prior information (i.e. knowledge) to deduce that he is old. Conversely, 

especially in research, secondary use of EHR data often concerns data from multiple patients 

(e.g. a cohort) utilised with the aim of producing new knowledge. This is obtained by using 

induction (i.e. generalisation) as the main reasoning method. For example, a research study on 

a large cohort of United Kingdom (UK) primary care patients might find that older patients 

who have been prescribed non-steroidal anti-inflammatory drugs (NSAIDs, often prescribed 
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to treat arthritis) without gastro-protective medication have a higher incidence of 

gastrointestinal bleeding. 

Knowing that Mr. Socrates is old does not help us to take any action on its own. Conversely, 

the piece of generic information coming from the research project in the above example can 

be used in decision making when applied to a specific patient. For example, if we prescribe 

NSAIDs to Mr. Socrates because he has joint pain, we should also prescribe gastro-protective 

medication to avoid gastrointestinal bleeding. This is an example of actionable clinical 

information, which we will define as “information that can automatically prompt the best 

decisions about care at the point in time when clinical decisions need to be made” (following 

[13]). However, actionability of information is not limited to clinical practice, but can also 

apply to other contexts where generic information coming from secondary use of EHR data 

can be used to guide decision-making. These contexts include technology development and 

engineering, population health management and research itself (see Table 1.1). In general, 

each of the lower levels in Table 1.1 aims at providing actionable information to the levels 

above. The closer levels are to the clinical practice level, the more direct impact the actionable 

information from that level can have on patient care. 

Table 1.1: Hierarchical structure representing the different contexts in which information produced through 

secondary use of EHR data can be actionable. 

Level Context Stakeholders Decision/action 

types 

1 Clinical practice Healthcare 

professionals and 

patients 

Clinical diagnosis 

and treatment; life 

style choices 

2 Technology 

development and 

engineering 

EHR developers EHR design 

decisions; 

development of 

computerised 

decision support; 

user interaction 

design 

3 Population health 

management 

Policy makers, 

commissioners, 

guideline 

developers 

Commissioning 

services; developing 

guidelines 

4 Research Health 

informaticians, 

health data 

scientists, 

epidemiologists 

Choice of 

appropriate study 

methods; choice of 

topic to investigate 

 

In the above example of Mr Socrates, we have seen how generic information produced as part 

of academic research was actionable in clinical practice. However, the same piece of 

information is also actionable in the other contexts. For instance, the findings from the 

research study could prompt EHR providers to include a specific alert suggesting clinicians to 
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prescribe gastro-protective medications for older patients on NSAIDs in EHR systems. 

Although the alert was the result of a research study (i.e. secondary use), once implemented 

in EHR systems it will start playing a role in the primary use of EHR data since it uses 

information to make clinical decisions for specific patients. This is also true for other forms 

of computerised decision support (e.g. prediction models and computerised clinical practice 

guidelines). Furthermore, in the engineering context the secondary use of EHR data is not 

limited to the analysis of the information, but it also comprises exploring optimal visualisation 

methods to improve user interaction with EHR systems and patient portals. Going back to our 

example, the results from the study are also actionable in the context of population health 

management, with policy makers making a decision of updating clinical practice guidelines 

accordingly. Finally, other researchers could consider the methodology adopted in the 

abovementioned research study when carrying out future research. 

This thesis explores how to extract actionable information from routinely collected data in 

EHRs for the stakeholders in Table 1.1. This chapter first introduces the two research areas 

we focused on, such as predictive modelling using EHR data and patient portals. We 

concentrate on the primary care in the UK, which is the main domain in which this project has 

been carried out. In addition, we present an overview of multimorbidity and chronic kidney 

disease (CKD), which are the main clinical conditions considered in the research. Finally we 

describe the research questions and present an outline of the thesis. 

 

1.1 USING EHR DATA FOR RESEARCH 

1.1.1 EHRs in UK Primary Care 

The UK is one of the early adopters of EHRs [14–16], and, despite major failures in some of 

its health IT programs [17,18], it is leading worldwide on the development of repositories for 

secondary use of anonymised, routinely collected EHR data for research purposes [19]. These 

include established databases like the Clinical Research Practice Datalink [20], which was 

established in 1987 and contains 10% of the UK population [20], and emerging ones like the 

Salford Integrated Record (SIR), which contains all data from primary care and a selection of 

secondary care data for all patients in the city of Salford (Greater Manchester, UK) [21]. SIR 

is the main data source that was used in this thesis. 

The UK’s world-leading position in this area was favoured by two main conditions [16]: the 

presence of the National Institute for Health and Care Excellence (NICE) [22], which 

standardises healthcare procedures in the context of a single National Health Service (NHS); 

and the incentive scheme that within the NHS brought almost all clinical information systems 
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in primary care to be compliant to specific standard specifications [23,24]. In addition, the 

introduction of the Quality and Outcomes Framework (QOF) incentive scheme [6] contributed 

to an even more central role of data in EHRs in delivering care. QOF is a scheme, set up in 

2004, which remunerates GPs based on whether they obtain a set of quality indicators for 19 

chronic conditions, and this is established from the data that they record into EHRs [6]. 

1.1.2 Differences between traditional studies and EHR studies 

To fully appreciate the challenges and opportunities that routinely collected EHR data present 

when analysed for research purposes, we need first to consider the differences with the data 

from traditional studies (i.e. studies that implement primary data collection) [25]. Table 1.2 

(modified from Casey et al. [25]) reports the main strengths and weaknesses of the two 

approaches. 

 

Table 1.2: Strengths and weaknesses of traditional versus EHR studies (Modified from Casey et al. 

[25]). 

Study feature Traditional study EHR study 

Original purpose of 

data collection 

Research; requires bespoke data 

collection. 

Clinical care; research relies on 

secondary use of data that were 

collected for care purposes. 

Cost Expensive; requires nursing staff 

to collect data. 

Less expensive, as data are collected 

during routine care. 

Common study 

design 

Randomised controlled trial; 

prospective cohort study; case-

control study; cross-sectional 

study. 

Retrospective or prospective cohort 

study; case-control study; cross-

sectional study. 

Time frame Follow-up restricted by funding; 

duration influenced by health 

outcomes occurrence in 

prospective studies. 

Retrospective data available only since 

EHR implementation; low cost for 

additional years of follow-up. 

Study population Recruitment-based; fewer 

participants than EHR. 

Based on patient use of a specific 

health system, therefore problems with 

representativeness; many participants 

potentially available. 
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Study feature Traditional study EHR study 

Follow-up Scheduled and with fixed, 

predefined times between visits. 

Variable follow-up times, driven by 

health condition; more patients lost to 

follow-up. 

Data collection and 

storage 

Established protocol; 

standardised and robust approach 

to data collection; possibility of 

storing biological samples for 

future analysis. 

Data collected at different levels of 

detail, based on provider practices; 

data stored: clinical diagnoses, 

laboratory test results, medication 

prescriptions, problem lists, and 

clinical narrative; biological samples 

rarely banked. 

Conditions captured Outcomes and severities are 

specified in the research study 

protocol at the beginning of the 

study. 

Only outcomes that require care or are 

necessary to deliver care are available; 

presence of missing data for those 

outcomes that patients experienced but 

for which they did not go to the doctor. 

Outcome 

ascertainment 

Pre-specified variables. Entire records are available; 

availability confounded by disease 

severity, socio-economic status and 

other factors. 

Covariate 

ascertainment 

Pre-specified variables; might be 

affected by recall bias (i.e. 

patients recalling events before 

being recruited) 

Often missing data on social and 

behavioural domains. 

External validity Low: Difficult to obtain 

representative samples because 

patients must agree to participate 

and this might be influence by 

incentives or healthy volunteer 

effects. 

Although not representative of the 

general population, high external 

validity brought by the real-world 

nature of the data (i.e. collected during 

routine care). 

 

1.1.3 Challenges presented by EHR studies 

From Table 1.2 we can identify three main challenges that EHR studies present in comparison 

to traditional studies. 

First, research based on EHR data is observational in nature. Therefore, EHR data cannot be 

used to evaluate the intended effect of a treatment or a procedure, for which randomised 

controlled trials are the best approach [26]. Subject to assumptions (i.e. no unmeasured 



6 

confounding), EHR data can only be used to discover new associations and find explanations 

to phenomena [26]. 

Second, in contrast to traditional studies, the lack of standardised procedures for data 

collection has an impact on data quality and organisation [27–29]. Information is recorded 

during clinical care and GPs have the possibility of using two formats [14–16]. On the one 

hand, GPs can record information in an unstructured format, such as narrative or free-text 

entries. In this case, Natural Language Processing techniques (NLP) may be used to extract 

meaning from GPs’ notes [30,31]. The main challenges in this area are represented by the 

human-like knowledge and understanding of context that machines need in order to resolve 

ambiguities in human language and infer the correct semantic [32]. This is even more difficult 

in the medical field, which is prone to using jargon, synonyms and abbreviations. Main 

advances in NLP have been observed in recent years [32], however, like for SIR, free-text is 

often omitted from research databases, as personal information might be still present even 

after de-identification efforts [25]. On the other hand, GPs can record information in a 

structured format by using a coding system, Read codes in the UK primary care [33]. This 

associates a unique code to every piece of information that GPs might need to record (i.e. 

diagnoses, symptoms, laboratory test results or medication prescriptions). In this instance, 

researchers develop lists of relevant codes that are used to ascertain outcomes and covariates 

from the EHR data [16]. Although UK primary care has adopted a single coding system for 

almost two decades, concerns were raised about the presence of different versions of the Read 

codes (i.e. 4-byte versus 5-byte and version 2 versus version 3) [14] and inconsistent data 

recording by GPs [16]. However, this was ameliorated by the introduction of QOF, which has 

been proven to improve data quality and completeness for patients living with the conditions 

within the incentives scheme [34–37]. 

Finally, generalizability of findings from EHR data is restricted to patients who had contact 

with the NHS (i.e. due to illness, monitoring visits or need of medical advice), rather than the 

general population [38]. For example, in the UK primary care databases we would have rich 

information about patients living with conditions in QOF, while having a lot of missing data 

on healthy people who do not interact often with the NHS. Although the issue of missing data 

has been treated extensively in the literature [39], little has been said in the literature about the 

“informative presence” of certain data in EHRs [40]. 

1.1.4 Opportunities presented by EHR studies 

Despite the abovementioned challenges, EHR studies have advantages over traditional studies 

in terms of costs, data quantity, richness and heterogeneity. These translate into several 

opportunities for EHR data to be used for research [20,25,29,30,40,41]. 
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First, due to the relatively low cost of aggregating large quantities of data together, once the 

infrastructure is in place, EHRs allow easy creation of research cohorts [25]. These can be 

specific to a particular disease, clinical context (i.e. as already said the UK is world leader in 

primary care research databases [19]) or integrate data from different domains. This permits 

the reuse of data for multiple projects and to validate findings from smaller studies. 

Second, the heterogeneity and richness of EHR data provide ample opportunities to look at 

multiple outcomes, risk factors and particular subgroups [25]. This is particular important 

because EHR data allow more information to be gathered than traditional studies about rare 

outcomes, and facilitate the investigation of stigmatised conditions (i.e. HIV or mental health), 

for which recruitment and follow-up can be challenging [25]. Furthermore, EHR data, with 

their real-world nature [41], present unique opportunities to improve our medical knowledge 

on subgroups of patients who are poorly characterised in the literature, as often excluded by 

randomised clinical trials [42]. This is particularly relevant for multimorbid patients (i.e. 

patients living with multiple concurring conditions, see paragraph 1.5 for details), who are 

increasing in number [43,44] and for whom evidence-based clinical practice is lacking [45]. 

Finally, due to their size and heterogeneity EHR data have been extensively used in the last 

years to develop predictive models (i.e. tools to identify in advance patients with increased 

risk of mortality, developing a disease or experience an adverse event) [40], with some of 

them (e.g. QRisk [46,47] in the UK primary care) that have been already introduced in clinical 

practice. 

1.1.5 Current challenges in predictive modelling using EHR data 

In this thesis, among the aforementioned opportunities, we focused on developing predictive 

models using EHR data. As shown by Goldstein et al. [40] in their recent systematic review, 

this area of research, despite the increasing number of studies published in the literature, 

presents several examples where EHR data advantages are currently under-exploited. 

First, although EHRs provide vast longitudinal information about patients, current EHR-based 

predictive models often involve a limited number of predictors and studies do not take 

advantage of the longitudinal nature of the data [40]. 

Second, although some sort of validation of the predictive models is carried out (i.e. cross 

validation or bootstrap), authors of current predictive models do not take advantage of EHR 

large data to perform external validation studies (i.e. testing performance of a predictive model 

outside the context the predictive model was developed in) [40,48–50], and when they do this 

is often not done properly [49]. External validation studies are essential to evaluate how 
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generalizable a model is and to what extent it could be used in clinical practice [40,48–50]. 

Furthermore, if previously published predictive models for the outcome under study are 

available, their performance should be tested in the clinical domain of interest instead of 

developing a new model. This is rarely done in the literature [49]. 

Third, EHR data not only provide the opportunity to perform external validation studies on 

large number of patients, they also allow performance to be calculated in relevant subgroups 

(e.g. male/female, people with particular risk factors) for whom a predictive model might be 

particularly helpful [40]. 

Finally, authors of current EHR-based predictive models focus their attention only on a limited 

number of techniques to develop the models and evaluating its performance. Particularly, 

logistic regression is mainly used to develop predictive models in the literature [40]. Although 

logistic regression is easy to implement and interpret (i.e. it is included in the group of the 

white-boxes methodologies), more effective, but less interpretable, techniques exist (called 

black-boxes) [51]. These are infrequently used in the literature [40,52]. Furthermore, although 

it is difficult to interpret and alternatives are available [53], the c-statistic is still the only 

reported metric in most predictive model studies [40]. 

 

1.2 PATIENT PORTALS 

Patient access to their own EHR data has been identified as a key route to engage and activate 

patients in their care [54–59]. The informatics systems that patients use to access their records 

are called patient portals [12]. They also provide patients with access to basic activities such 

as booking appointments or communicating with physicians. Most platforms that allow 

patients access to their records come from the long-term conditions context [60,61]. Patients 

with long-term conditions undergo complex longitudinal follow-ups, and self-management is 

considered a key component of their care [62]. 

Despite the increasing availability of patient portals and reported high satisfaction among 

users [63–65], there are several challenges related to patient portals implementation. 

First, overall uptake is still low [12], with many people stopping using patient portals shortly 

after their first login [66]. This potentially happens because with the introduction of patient 

portals the care business model did not change accordingly [67], therefore patients do not 

perceive any additional value to their current care [68]. Kaiser Permanente’s patient portal 

[69], the most widely used privately owned patient portal in the world [70], showed how 



9 

patient-centeredness and making information actionable are the main components for a 

successful implementation [71]. 

Second, although patients mainly access their EHR data to check their laboratory test results 

[66,72–75], there are concerns on current patient portals’ effectiveness in supporting patients 

in this task [60,76]. Several studies have shown that patients find it difficult to interpret and 

act on laboratory test results [77–80], however to date little is known on how to best support 

them. 

Finally, the evidence about the impact of patient portals on health outcomes and care processes 

is inconsistent [67,81,82]. Several studies failed to show benefits from using patient portals 

[67,81,82], however the reasons for this lack of impact are still poorly understood. 

The NHS is aiming to provide online access to primary care EHR data to all patients by 2018 

[83]. This comes after a major failure like HealthSpace [18], which was a similar initiative 

suspended in 2010 for lack of uptake and impact on NHS costs and patient engagement [84]. 

In order to avoid further disappointments, it is particularly important to investigate how to 

overcome the abovementioned challenges. 

 

1.3 MULTIMORBIDITY 

Multimorbidity is defined as “any combination of chronic disease with at least one other 

disease (acute or chronic) or bio-psychosocial factor (associated or not) or somatic risk factor” 

[85]. With an aging population, the prevalence of patients with multiple conditions increases 

[43,44]. Particularly, population-based studies revealed the presence of at least one long-term 

condition in over a third of patients [44,86], with two thirds of those aged over 65 years and 

three quarters of those aged over 85 years having at least two concurring conditions [87]. This 

places extra demand on healthcare systems [88,89], especially in primary care, which is has a 

pivotal role in multimorbid patients management [90,91]. 

The combination of diseases that are commonly reported to concur in multimorbidity are [92–

94]: cardiovascular diseases, diabetes mellitus, chronic kidney disease, chronic 

musculoskeletal disorders, chronic lung disorders, and mental health disorders (particularly 

dementia and depression). This interaction of conditions generates: (1) duplication of tests, 

(2) obstacles in the continuity of care, (3) confusing self-management information, and (4) 

medication errors. As they are often excluded from clinical trials [42], another major issue 

faced in multimorbidity is the lack of evidence-based clinical practice [42].  
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EHR data offer new information about multimorbid patients [95], with multimorbidity that is 

often measured with summary scores in research studies based on EHR data [96]. These 

summary scores range from a simple summation of the number of conditions a patient has to 

more complex scores that accounts for the prognostic impact of the different pathologies [97–

101]. Although EHR systems can provide rich longitudinal information, a big limitation of 

most studies in the literature is that they do not exploit this data [102–104]. Particularly, they 

measure comorbidities at a single time point, disregarding the dynamic nature of the evolution 

of the comorbidity burden over time [102–104]. This seems counter intuitive as it is reasonable 

to hypothesise that those with rising comorbidity over time may have worse health outcomes 

[103]. 

In this thesis, we considered the Charlson Comorbidity Index (CCI) [101], which is one of the 

most widely used examples of comorbidity summary scores [96]. The CCI has different 

weights for several clinical conditions (i.e. myocardial infarction, congestive heart failure, 

peripheral vascular disease, cerebrovascular disease, dementia, chronic pulmonary disease, 

connective tissue disease, ulcer disease, liver disease [mild, moderate and severe], diabetes 

[without and with complications], hemiplegia, chronic renal disease, cancer, metastatic tumor, 

leukemia, lymphoma, and acquired immune deficiency syndrome) in relation to their impact 

on prognosis. Although originally developed to predict mortality risk after hospitalisation, the 

CCI has been shown to independently predict adverse outcomes across a broad spectrum of 

conditions [105–115]. 

 

1.4 CHRONIC KIDNEY DISEASE 

Chronic Kidney Disease (CKD) is a long-term condition characterized by a gradual, 

irreversible loss of kidney function over a period of months or years.[116]. CKD has a 

substantial burden of disease worldwide [117–120], with kidney disease related mortality 

being the 9th leading cause of death in the United States [121]. An increasing number of people 

are diagnosed with CKD [122,123]. In the UK, a study of 2.8M UK adults in 2010 reported a 

5.9% prevalence of stage 3-5 CKD [124], with costs related to CKD care in 2009-2010 

estimated around £1.45 billion (1.3% of the National Health Service (NHS) budget) [125]. 

These costs are set to rise steeply [123,125]. 

The main determinants of kidney function are ethnicity, age and gender, with CKD mainly 

caused by conditions including hypertension, diabetes, nephritis, and use of nephrotoxic 

medications [126]. CKD causes abnormalities in the anatomical structure or function of 

kidneys [116]. Kidney function is measured by the glomerular filtration rate (GFR), which 
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describes the flow rate of filtered fluids through the kidneys [127]. GFR, in combination with 

albumin-creatinine ratio (ACR), is used to diagnose and stage CKD [116] (see Table 1.3 and 

Table 1.4). ACR aims at identifying proteinuria (i.e. large quantity of proteins in urine), which 

is a key sign of CKD [116]. Alternatives to ACR are also protein-creatinine ratio and 24h 

proteinuria [116]. 

 

Table 1.3: GFR categories in CKD [116]. 

GFR (ml/min per 1.73 m2) GFR category Terms 

≥ 90 G1 Normal or high 

60-89 G2 Mildly decreased 

45-59 G3a Mildly to moderately decreased 

30-44 G3b Moderately to severely decreased 

15-29 G4 Severely decreased  

<15 G5 Kidney failure 

Abbreviations: CKD: Chronic Kidney Disease; GFR: glomerular filtration rate. 

Table 1.4: ACR categories in CKD [116]. 

ACR (mg/mmol) ACR category Terms 

< 30 A1 Normal or mildly increased 

30-300 A2 Mildly increased 

>300 A3 Severely increased 

Abbreviations: CKD: Chronic Kidney Disease; ACR: albumin-creatinine ratio. 

In clinical practice, an estimated version of the GFR is used (called estimated GFR [eGFR]). 

This is based on serum creatinine, in combination with age, gender and ethnicity. There are 

different formulas to calculate eGFR, with the main ones that are the Modification of Diet in 

Renal Disease (MDRD) [128] and Chronic Kidney Disease Epidemiology Collaboration 

(CKD-EPI) [129] formulas. The latter represents an improvement on the MDRD formula but 

is not commonly used in clinical practice. 

Despite efforts worldwide to improve early detection [130], CKD often remains undiagnosed 

in its early stages [122]. Although difficult to interpret and requiring a blood sample, most of 

current CKD clinical surveillance relies on eGFR [130]. Prediction models to identify patients 

at high risk of developing CKD can extend this clinical screening toolkit. However, only a 

minority of the numerous models available in the literature to predict CKD onset were 

externally validated [131,132]. 

Once diagnosed with CKD, as for many chronic conditions, patients undergo regular blood 

tests. This can range from yearly tests in the early stages to quarterly tests for stable patients 
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in the severe stages. For CKD patients in the UK there is patient portal called PatientView 

[64] that patients who are referred to a nephrologist in secondary care can use to access their 

laboratory test results. Although the platform has been established in 2004, overall uptake is 

still low [66]. 

 

1.5 RESEARCH QUESTIONS 

The main aim of this thesis is to explore how to extract actionable information from routinely 

collected data in EHRs in different contexts – i.e. for supporting researchers, policy makers 

and EHR developers. Our objectives were to investigate the following research questions in 

two main research areas (i.e. predictive modelling and patient portals): 

1. RQ1: How can we use clinical longitudinal information in EHRs more effectively to 

investigate multimorbidity? 

2. RQ2: How can we use EHR data to externally validate existing predictive models? 

3. RQ3: How can we use predictive modelling and interface design to enhance the 

presentation of clinical laboratory test results in EHRs and patient portals? 

Each research question focused on, but did not limit to, providing actionable information 

within a specific context in Table 1.1. Particularly, RQ1 aimed at providing actionable 

information to researcher, RQ2 to health population management and RQ3 to technology 

development and EHR providers.  

1.6 STRUCTURE OF THE THESIS 

The results of this thesis are organised in “alternative format” and presented as a series of 

articles for publication in peer-reviewed journals. 

RQ1 is addressed in Chapters 2 and 3. Chapter 2 is a systematic review that introduces the 

reader to the informatics challenges presented by concurring clinical conditions and highlights 

the importance of research using EHR data in this area. Chapter 3 explores how to better 

investigate multimorbidity by considering patient longitudinal information when predicting 

mortality in EHR studies. 

Chapter 4 addresses RQ2, and explores how EHR data can be used to externally validate and 

compare existing prediction models. The clinical problem that was considered was CKD 

onset. 
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RQ3 is addressed in Chapters 5, 6, and 7. Chapter 5 describes a systematic review of the 

literature about the influence of patient portals on decision making. Chapter 6 presents a study 

where we evaluated the effect of different interface design techniques on the interpretation of 

laboratory test results of CKD patients. In chapter 7, we investigated how to develop a 

prediction model to produce dynamic patient-tailored reference ranges for laboratory test 

results. The model was applied to potassium data, which is one of the most important 

parameters in CKD management, and tested with GPs. 

The thesis concludes with Chapter 8 that includes the discussion of the significance of the 

presented work and future directions. 

Four of the articles included in the thesis have already been published in peer-reviewed 

journals (Chapter 2, Chapter 3, Chapter 4, and Chapter 7); while Chapter 5 and Chapter 6 are 

currently under peer review. 
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2.1  ABSTRACT 

Background 

Patients with multiple conditions have complex needs and are increasing in number as 

populations age. This multimorbidity is one of the greatest challenges facing health care. 

Having more than one condition generates (1) interactions between pathologies, (2) 

duplication of tests, (3) difficulties in adhering to often conflicting clinical practice guidelines, 

(4) obstacles in the continuity of care, (5) confusing self-management information, and (6) 

medication errors. In this context, clinical decision support (CDS) systems need to be able to 

handle realistic complexity and minimize iatrogenic risks. 

Objective 

The aim of this review was to identify to what extent CDS is adopted in multimorbidity. 

Methods 

This review followed PRISMA guidance and adopted a multidisciplinary approach. Scopus 

and PubMed searches were performed by combining terms from three different thesauri 

containing synonyms for (1) multimorbidity and comorbidity, (2) polypharmacy, and (3) CDS. 

The relevant articles were identified by examining the titles and abstracts. The full text of 

selected/relevant articles was analyzed in-depth. For articles appropriate for this review, data 

items were collected on clinical tasks, diseases, decision maker, methods, data input context, 

user interface considerations, and evaluation of effectiveness. 

Results 

A total of 50 articles were selected for the full in-depth analysis and 20 studies were included 

in the final review. Medication (n=10) and clinical guidance (n=8) were the predominant 

clinical tasks. Four studies focused on merging concurrent clinical practice guidelines. A total 

of 17 articles reported their CDS systems were knowledge-based. Most articles reviewed 

considered patients’ clinical records (n=19), clinical practice guidelines (n=12), and 

clinicians’ knowledge (n=10) as contextual input data. The most frequent diseases mentioned 

were cardiovascular (n=9) and diabetes mellitus (n=5). In all, 12 articles mentioned generalist 

doctor(s) as the decision maker(s). For articles reviewed, there were no studies referring to the 

active involvement of the patient in the decision-making process or to patient self-

management. None of the articles reviewed adopted mobile technologies. There were no 

rigorous evaluations of usability or effectiveness of the CDS systems reported. 
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Conclusion 

This review shows that multimorbidity is underinvestigated in the informatics of supporting 

clinical decisions. CDS interventions that systematize clinical practice guidelines without 

considering the interactions of different conditions and care processes may lead to unhelpful 

or harmful clinical actions. To improve patient safety in multimorbidity, there is a need for 

more evidence about how both conditions and care processes interact. The data needed to build 

this evidence base exist in many electronic health record systems and are underused. 

 

Keywords: decision support systems, management; systematic review; multiple chronic 

diseases; multiple pathologies; multiple medications.  
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2.2 INTRODUCTION 

2.2.1 Rationale 

Patients affected by multiple diseases are acknowledged to be one of the greatest challenges 

for modern health care, especially as populations age [1]. Different terms have been used in 

the medical literature to refer to coexistent pathologies, the most accepted are [2] comorbidity, 

defined in 1970 as “any distinct additional clinical entity that has existed or may occur during 

the clinical course of a patient who has the index disease under study” [3], and multimorbidity, 

later defined as “the coexistence of two or more chronic conditions, where one is not 

necessarily more central than others” [4]. In this review, we look at the presence of 

simultaneous medical conditions as the decision-making context without emphasizing the 

prominence of any one condition, and we follow the European General Practice Research 

Network, which defines multimorbidity as “any combination of chronic disease with at least 

one other disease (acute or chronic) or bio-psychosocial factor (associated or not) or somatic 

risk factor” [5]. Here we use multimorbidity in a broad sense to infer comorbidity as well. 

2.2.2 Impact of Multimorbidity on Public Health 

Estimates of the prevalence of multimorbidity emanate from countries with detailed primary 

care records. A national population study carried out in the Netherlands estimated an overall 

prevalence of 29.7%, ranging from 10% in those younger than 20 years to 78% in those older 

than 80 [6]. Another population study in Scotland found out an overall prevalence of 23.2% 

[7]. The prevalence of multimorbidity in population increases with age [8]. Thus, a growing 

proportion of the population is affected by multimorbidity as populations age [9], particularly 

in countries with demographic patterns like the United Kingdom [10]. Previous studies [11–

13] most commonly report the following disease groups as likely to concur: cardiovascular 

diseases, diabetes mellitus, chronic kidney disease, chronic musculoskeletal disorders, chronic 

lung disorders, and mental health disorders (particularly dementia and depression). There is 

also a greater burden of multimorbidity at younger ages (younger than 65 years) in deprived 

areas [7]. Thus, the public health and economic impact of multimorbidity is large [14]. In the 

United States, 84% of total health expenditure involves patients with more than one condition 

[15], whereas multimorbid patients in England accounted for the majority of primary care 

encounters [16] and this is expected to rise [15]. 
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2.2.3 Patient-Centered Care and Iatrogenic Risks 

The model of care in multimorbidity is changing, from a disease- and organization-centered 

approach [3] to patient-centered, holistic care [17]. Patient-centeredness considers 

psychological and physiological needs, the patient’s concerns and priorities for care, self-care, 

and coordination between different professions and organizations, with primary care as an 

integrator [17]. Although patient-centered care is ideal for managing complex, chronic 

conditions, it is challenging to implement [5]; therefore, at present, patients with 

multimorbidity are commonly underserved by poorly integrated care systems [18,19]. This 

fragmentation reduces the safety, effectiveness, and efficiency of care [1]. A previous study 

reported that 10% to 20% of unscheduled care among older multimorbid adults is iatrogenic 

(e.g. medication-related harm) [20]. 

2.2.4 Self-Management and Continuity of Care 

The presence of simultaneous care plans for multiple conditions leads to confusion and, in 

turn, generates safety hazards. Clear care plans, blending clinical care with self-management 

are essential in multimorbidity [21]. Such plans need to incorporate not only biomedical but 

also psychosocial factors, such as mood, informal care network, and patient income/finances 

[21]. Communication between patients/carers and health professionals over complex care 

plans can be challenging; therefore, self-care may be unreliable [21,22]. For example, it was 

estimated that in the United States an average Medicare patient with one chronic condition 

sees four different health care professionals in one year and this number increases to 14 in the 

presence of five different chronic conditions [22]. Increasing the number of health 

professionals involved creates a combinatorial explosion of communication interfaces and, for 

the patient, greater difficulty in understanding, remembering, and recalling guidance [22]. The 

most common problems arising from this miscommunication are duplication of tests and 

harmful decisions made on the basis of incomplete or incorrect information [23,24]. Primary 

care and general practitioners, in particular, are seen as a nexus of coordination for complex 

care such as this [24]. However, general practitioner workload is increasing beyond its 

capacity with the rising prevalence of chronic diseases and multimorbidity [25]. 

2.2.5 Clinical Practice Guidelines and Polypharmacy 

Clinical research processes tend to focus narrowly on a single disease, mechanism, or 

treatment. This parsimony is reflected in the production of clinical practice guidelines; 

therefore, interactions between diseases are barely touched upon in care pathways (even if 

they are referred to as “integrated”) [26]. More recently, organizations such as the National 
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Institute for Health and Care Excellence (NICE) have started to address multimorbidity 

explicitly [27], and a framework of principles for system-wide action to deal with 

comorbidities has been developed in England by the Department of Health and the National 

Health Service (NHS) [28]. Most current guidelines, however, do not consider interactions 

between diseases or between treatments [29]. Therefore, potential synergies or conflicts 

between different care pathways operating for the same patient may be missed [30]. For 

example, Boyd et al [29] applied clinical practice guidelines to a hypothetical case of a 79-

year-old woman with multiple moderately severe chronic conditions (osteoporosis, 

osteoarthritis, diabetes mellitus, hypertension, and chronic obstructive pulmonary diseases). 

The guideline-derived treatment regimen was extremely complex and potentially harmful—

comprising 14 nonpharmacologic treatments (i.e. self-monitoring, diet, exercise, health care 

visits, and laboratory testing) and 12 unique medications with 19 doses of medication per day 

[29]. Even in simpler cases, such as the presence of two diseases and two related treatments, 

researchers report 16 possible exposure patterns (half relevant for clinical practice guidelines) 

and four possible interaction combinations [26]. The two previous examples precipitate a 

“prescribing cascade” whereby drugs are prescribed to treat the adverse effects of other drugs, 

which is common in polypharmacy (the use of multiple medications) [31]. 

Even the most primary care–focused of health care systems, such as the NHS [27], do not deal 

safely, effectively, or efficiently with multimorbidity and polypharmacy [32]. In the future, 

with an aging population, most health care system resources will be stretched by the care needs 

of multimorbid patients [33]. 

2.2.6 Informatics Implications 

Multimorbid health care requires complex communication, analysis, summarization, and 

presentation of heterogeneous clinical information from multiple sources. It is acknowledged 

that electronic health records (EHRs), especially in primary care, require enhanced 

functionality to support decisions in these complex care processes [34]. A clinical decision 

support (CDS) system provides “clinicians, patients or individuals with knowledge and 

person-specific or population information, intelligently filtered or presented at appropriate 

times, to foster better health processes, better individual patient care, and better population 

health.” [35]. Despite notable failures [36], CDS systems have the potential to improve clinical 

outcomes [37,38]. Indeed, multimorbidity was defined as one of the “grand challenges in 

clinical decision support” by Sittig et al [39]; however, this area remains underinvestigated 

[40,41], with concerns raised over the unmet needs in primary care [40]. Some of the current 

challenges are  lack of provision of integrated clinical practice guidelines, disease-centered 

rather than patient-centered approaches, difficulties in embedding CDS into clinical systems, 
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and lack of training to make best use of CDS [40]. EHRs and computerized physician order 

entry systems include rules that deal with drug-drug interactions; however, the whole patient 

context is not considered and the system may “overalert” physicians [42]. The overalert is 

another main risk in multimorbidity, which is known as alert fatigue: “the mental state 

provoked by managing too many irrelevant alerts from the system, which consume physical 

and psychological energies and lead the user to ignore also the relevant alerts resulting in 

potential harm for the patient” [43]. Prescribing alerts are especially important in 

polypharmacy, which has well-established risks of harm [44]. However, in some situations, 

multiple prescriptions are valid [30] and should not be dissuaded by inappropriate alerts. 

Context awareness, such as an “application’s ability to adapt to changing circumstances and 

respond according to the context of use” [45], is crucial in decision support interventions [46], 

especially for multimorbidity where many variables are in place. However, a greater 

understanding of which information and sociotechnical factors of the context have to be taken 

into account in health care has still to be established [47]. 

Previous reviews have investigated specific aspects of CDS in multimorbidity; for example, 

prescribing in the elderly [48] and chronic disease management [49]. We could find no 

satisfactory review of CDS in multimorbidity from a technical/methodological perspective to 

guide the engineering of future systems. This interdisciplinary review plugs that gap. 

2.2.7 Aim and Objectives 

The aim was to review the current state of the art of CDS in multimorbidity. The objectives 

were to review the aspects of decision support target, contextual information about 

patients/practitioners/services, decision support technology, user interface considerations, 

decision maker(s), diseases, and evaluation. These aspects were analyzed to identify what 

works and what does not in CDS for multimorbidity, why systems failed to produce the 

expected outcomes, and what solutions might be adopted to address the problems. 

 

2.3 METHODS 

This review follows the guidelines from Preferred Reporting Items for Systematic reviews and 

Meta-Analyses (PRISMA) framework [50]. PRISMA consists of a list of 27 items and a 4-

phase flow diagram to complete that was identified as the optimal way to perform and report 

systematic reviews and meta-analyses about health care interventions by an experienced group 

of researchers and methodologists [50]. 
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2.3.1 Eligibility 

2.3.1.1 Inclusion Criteria 

Studies that linked the concepts of multimorbidity, comorbidity, or polypharmacy to the 

concept of CDS, referring to the definitions provided previously, were selected from the 

literature. 

The studies included in this literature review are papers about CDS systems that (1) address 

general issues about the multimorbid population, (2) support care for a particular 

subpopulation of multimorbid patients, (3) manage comorbidities related to a main disease, 

(4) deal with multiple concurrent medications in multimorbid population, and (5) describe 

statistical or machine-learning methods for clinical prediction in which the multimorbid 

patients’ data feed the modeling/learning and a holistic approach is adopted. 

2.3.1.2 Exclusion Criteria 

Studies excluded from this literature review were about (1) CDS characteristics in general, 

without describing a CDS system in detail; (2) economic evaluations of CDS; (3) CDS systems 

in which multimorbidity was not a key feature; (4) social and operational research into CDS 

with no reference to clinical outcomes; (5) statistical or machine-learning approaches in which 

comorbidities were part of the model, but the patient-centered approach was not considered; 

and (6) systems that checked drug-drug interactions by means of simple rules, without taking 

into account multimorbidity or comorbidities. 

2.3.2 Information Sources 

MEDLINE and Scopus [51] were selected as the source indexes because they conform to the 

Cochrane requirement [52] of being “searched electronically both for words in the title or 

abstract and by using the standardized indexing terms, or controlled vocabulary, assigned to 

each record.” We used the PubMed [53] interface to MEDLINE, which also includes up-to-

date citations not yet indexed in MEDLINE [52]. In addition, Scopus can use Medical Subject 

Headings (MeSH) terms for structured queries [54]. 

Some target studies could only be found in the grey literature, such as theses and conference 

proceedings. Scopus allows search restrictions to some categories of grey literature, such as 

conference proceedings. This wider searching aimed to reduce publication bias. 

The searches were performed in December 2013 and January 2014 without any restriction in 

the publication date. 
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2.3.3 Search 

For the search, we followed three key points from the Cochrane Handbook [52]: 

1. Searches should seek high sensitivity—this may result in poor precision. 

2. Too many different search concepts should be avoided, but a wide variety of 

search terms should be combined with “or” within each concept. 

3. Both free-text and subject headings should be used (e.g. MeSH) [55]. 

The focused clinical question that drove this systematic review was: What is the current level 

of adoption of CDS in multimorbidity? To answer this question, three different search 

concepts were selected: 

1. Decision support: it has many related MeSH descriptors, such as “decision 

support systems, management” or “decision support techniques.” Examples of 

individual hyponyms manually selected are “clinical decision support system,” 

“decision support software,” and “decision support tool.” 

2. Multimorbidity: it has zero related MeSH descriptors. Semantically, the closed 

concept comorbidity has one MeSH descriptor. Examples of synonyms manually 

selected are “concurrent conditions,” “multiple chronic diseases,” and “multiple 

pathologies.” 

3. Polypharmacy: it has just one MeSH descriptor and it should not be confused with 

the concept polypharmacology. Examples of synonyms manually selected are 

“several prescriptions,” “poly-prescriptions,” and “multiple medications.” 

In essence, the search created for the focused clinical question that drove this systematic 

review was based on three different search concepts and the hyponyms and synonym terms 

combined with “or.” Conceptually, our clinical query was the following (see Supplementary 

Table 2.1 for full search): 

< decision support > AND (<multimorbidity > OR < polypharmacy >) 

In Scopus, the query created imposed that the relevant terms selected appear in the title, 

abstract, or keywords. The search yielded 954 articles (see Figure 2.1). Only literature from 

the social sciences, arts, and humanities was excluded from the search, and no restriction on 

the type of publication was imposed. Therefore, a wider selection of articles beyond the grey 

literature was retrieved. 
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Because multimorbidity is underrepresented in MeSH (i.e. no MeSH descriptor), we created 

a PubMed query that looked for the relevant terms selected in the title/abstract. The search 

created yielded 10,223 articles (i.e. 10 times more document results than in Scopus). We 

investigated the origin of this high number by looking at the query as it appeared under search 

details when using the PubMed search engine. Some of the synonyms manually selected for 

multimorbidity were not recognized; thus, they were split up automatically by PubMed [56]. 

Herein, the query as executed in PubMed contained overly general terms, such as 

“conditions,” “diseases,” and “pathologies.” This severely affected the performance of the 

query. To further illustrate this, a subquery automatically generated by PubMed as part of the 

original query “decision support[Title/Abstract] AND conditions[Title/Abstract]” yielded 420 

results. However, this subquery did not reflect our focused clinical question and it was very 

unlikely that it would retrieve the papers that we were interested in. Because the quality of any 

search depends on all constituents, we recognized that our original query was unsuitable for 

the PubMed search engine. More importantly, we became aware of the difficulties of 

constructing a PubMed query tailored to the medical question being investigated. Next, we 

tried to create more focused queries for the PubMed search engine, such as 

“multimorbidity[Title/Abstract] AND decision support[Title/Abstract],” which yielded only 

six articles. The low number of papers retrieved made us suspect that a substantive amount of 

papers were missing. 

Knowing other researchers who were also conducting systematic reviews in the area of clinical 

decision support, we thought of a search intended for a global evidence map [57] (i.e. a search 

that sought to address broader questions about a particular area rather than focused clinical 

questions). It should be noted that global evidence maps are similar to systematic reviews 

because they are both conducted in a formal process; however, the time taken for a global 

evidence map is longer (in excess of two years [58]). We were interested in decision support 

related to electronic clinical documentation systems and safety surveillance, so we created a 

new PubMed query to provide a better context of the area under study where our clinical query 

should focus on. The new query as it appeared under search details when using the PubMed 

search engine was: 

 “decision support[Title/Abstract] OR (safety[Title/Abstract] AND 

surveillance[Title/Abstract]) OR electronic health record[Title/Abstract] OR electronic 

medical record[Title/Abstract] OR electronic patient record[Title/Abstract]” 

This approach was adopted to guarantee the inclusion of all relevant papers even when CDS 

functionalities were described in studies about EHRs or safety surveillance systems without 

using CDS-related terms. To identify articles relevant to our focused clinical question, we 
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used automatic annotation of all papers’ excerpts retrieved by the broader query using the 

hyponyms and synonym terms that appeared in the original clinical query for the three 

different search concepts originally selected (see Supplementary Table 2.1). For details, see 

the next subsection. 

2.3.4 Study Selection 

For the PubMed paper excerpts retrieved out of the broad query, we modified the manual 

approach to screening citations for systematic reviews and adopted some automation. In the 

area of automated document classification, there is an emerging body of research that uses 

machine-learning methods to help with the process of citation screening (e.g. [59]). We 

adopted a simpler, but well-founded, type of automation for prescreening PubMed paper 

excerpts, which did not classify paper excerpts as “relevant” or “irrelevant.” We used 

automatic annotation of text (title and abstracts) based on a controlled vocabulary known 

beforehand and tailored to our study. This method is analogous to the bioinformatics practice 

of relating genes that have been annotated using a common schema, such as an ontology 

[60,61], which is directly relevant to systematic reviews [62,63]. We note that the Cochrane 

Collaboration is considering ontologies to support evidence synthesis [62]. 

The annotation was performed using a control vocabulary (i.e. the list of the hyponyms and 

synonym terms manually created for our clinical query). This annotation can coexist with 

native annotations from PubMed paper excerpts based on MeSH and/or authors’ keywords. 

The concrete details of the annotation process are out of the scope of this paper. Once the 

annotation was performed, a selection of papers were selected based on our clinical query “< 

decision support > AND (<multimorbidity > OR < polypharmacy >).” Thus, only paper 

excerpts with at least one term in title/abstract related to decision support and at least one term 

in title/abstract related to multimorbidity or polypharmacy were identified as related to our 

clinical question. 

Papers obtained by the preceding procedure were combined with the ones from the Scopus 

search and, after removing duplicates, screened on the basis of title and abstract. Relevant 

papers were assessed through full-text analysis to select the papers to be included in the 

systematic review. 

2.3.5 Data Collection Process and Data Items 

A careful selection of relevant features was agreed by the authors (PF, JA, and IB) and data 

on the following aspects were collected. 
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1. Decision support target: clinical tasks supported by the CDS system: prevention, 

diagnosis, care pathway guidance (i.e. management of patients according to 

clinical practice guidelines), medication (e.g. prescription, medication review), 

patient education, patient self-management, and care continuity (supporting 

communication between health care professionals involved in multimorbid 

patients). 

2. Contextual information: Information regarding the context processed or taken 

into account by the system to provide support: patient clinical notes (i.e. 

demographics or family history), laboratory results, comorbidities, medications, 

clinical practice guidelines, and clinicians’ knowledge. 

3. Decision support technology:  

i. Mode of delivery: type of technical solution used to deliver the system: 

desktop application, Web application, and mobile application. 

ii. Methodology: methods used to perform the CDS intervention: data 

visualization techniques [64] (i.e. providing intuitive interfaces to 

minimize errors); social network techniques; international 

communication and coding standard, such as  Health Level Seven 

International (HL7) (i.e. a set of International Organization for 

Standardization [ISO] approved framework to communicate information 

between healthcare information systems at the 7th layer of the Open 

Systems Interconnection model [65]), to develop sharable CDS solutions 

that can work across different systems and providers, and Systematized 

Nomenclature of Medicine Clinical Terms (SNOMED CT) [66] or 

International Classification of Diseases (ICD9-10) [67], to store data; 

machine-learning techniques [68]; natural language processing [69]; 

knowledge-based systems [70] (i.e. using rules or based on ontologies 

[71]); and mobile technologies. 

iii. User interface considerations: reported considerations about techniques 

to enhance and make easier user utilization of the system: interactivity, 

user-centered design, summarization, and workflow graphs. 

iv. Decision maker(s): user(s) of the CDS system: nurse, specialist doctor, 

pharmacist, generalist doctor (i.e. general practitioner or family doctor), 

and patient. 
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v. Diseases/conditions: CDS target conditions: obesity, diabetes mellitus, 

cardiovascular diseases, chronic respiratory diseases, chronic kidney 

disease, neurological conditions, mental health disorders, chronic 

musculoskeletal diseases, etc. 

vi. Evaluation: type of evaluation of system’s effectiveness: uncontrolled 

impact studies (e.g. surveys or health services measurements before/after 

CDS), controlled comparisons (e.g. comparing new vs old/no CDS), and 

no evaluation. 

A summary was generated for each data item and study. 

2.3.6 Synthesis of Results 

The results of the review are summarized in a table. The table is organized such that the aspects 

of CDS defined previously and provides a qualitative summary for each included study. An 

additional quantitative summary to highlight general trends over time and patterns of evidence 

is also provided. 

 

2.4 RESULTS 

2.4.1 Study Selection 

The search via Scopus retrieved 954 articles. We retrieved 17,145 articles via PubMed by 

using the broad search introduced previously; 79 results were recalled after applying the 

programmatic filtering. After screening the title and abstract and removing duplicates, 50 

articles were selected for in-depth analysis of the full text. A total of 20 studies were included 

in the review. The PRISMA process was followed and is reported in Figure 2.1. 
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Figure 2.1: Review flow diagram. 

 

 

2.4.2 Study Characteristics 

Table 2.1 contains the summary of all data items collected for each study included in the 

review along with its reference, while Table 2.2 shows the frequency distribution of the 

categories of aspects of CDS reported.
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Table 2.1: Summary of collected items for included studies. * No information was found about a particular data item. 

Authors Decision support target Contextual 

information 

Decision support 

methods/delivery 

User interface 

considerations 

Decision 

maker/diseases 

Evaluation 

Abidi [72] Pathways (merging clinical 

practice guidelines for 

different diseases into one 

personalized guideline) 

Patient clinical notes & 

clinical practice 

guidelines 

Knowledge-based system 

(ontology) & international 

standards/ * 

* */* * 

Abidi et al 

[73] 

Diagnosis & pathways 

(alignment of care 

pathways in a patient-

specific comorbid 

combination) & patient 

education 

Patient clinical notes & 

clinical practice 

guidelines 

Knowledge-based system 

(ontology based)/ desktop 

application  

Interactivity & 

summarization 

Generalist doctor / 

chronic 

cardiovascular 

diseases 

Controlled comparison-

expert panel (revision by 2 

generalist doctors and one 

specialist doctor) 

Bindoff et al 

[74] 

Medication (review) Patient clinical notes & 

medications & 

laboratory results 

Knowledge-based system 

(rule based)/ * 

* Pharmacists/* Controlled comparison-

human vs system 

comparison (system 

identified more problems) 

Dassen et al 

[75] 

Medication (prescription) Patient clinical notes & 

medications & clinical 

practice guidelines & 

comorbidities & 

laboratory results 

Knowledge-based system 

(ontology based) & 

international 

standards/desktop 

application  

Interactivity & 

workflow graphs 

Specialist 

doctor/cardiovascular 

diseases  

* 

de Wit et al 

[76] 

Medication (review) Patient clinical notes & 

clinical practice 

guidelines & clinician 

knowledge & laboratory 

results 

Knowledge-based system 

(rule based)/* 

* Nurses/other (home 

care for the elderly) 

No evaluation 

Duke et al 

[77] 

Medication (review) Medications & clinician 

knowledge 

Knowledge-based system & 

data visualization 

techniques & natural 

language processing/Web 

platform 

Interactivity & 

summarization 

Specialist doctor & 

generalist doctor/* 

Controlled comparison-

new vs old system (same 

accuracy but decreasing in 

time of 60%) 
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Authors Decision support target Contextual 

information 

Decision support 

methods/delivery 

User interface 

considerations 

Decision 

maker/diseases 

Evaluation 

Farkas et al 

[78] 

Diagnosis (comorbidities) Patient clinical notes Natural language 

processing/* 

* */obesity Controlled comparison-

simulations (Fβ=1 score of 

97% for classification 

based on textual evidence 

and 96% for intuitive 

judgments; Fβ=1 score of 

76% for classification 

based on textual evidence 

and 67% for intuitive 

judgments) 

Georg et al 

[79] 

Medication (prescription) Patient clinical notes & 

clinical practice 

guidelines 

Knowledge-based system 

(rule based)/* 

* Generalist 

doctor/cardiovascular 

diseases 

* 

Grando et al 

[80] 

Medication (prescription) Patient clinical notes & 

clinical practice 

guidelines 

Knowledge-based system 

(ontology based)/* 

* Generalist 

doctor/chronic 

respiratory diseases & 

diabetes & 

cardiovascular 

diseases & chronic 

musculoskeletal 

diseases & others 

* 

Jafarpour et 

al [81] 

Pathways (merging clinical 

practice guidelines for 

different diseases into one 

personalized guideline) 

Patient clinical notes & 

clinical practice 

guidelines & clinician 

knowledge 

Knowledge-based system 

(ontology based)/* 

* Generalist 

doctor/cardiovascular 

diseases 

No evaluation 

Martínez-

García et al 

[82] 

Care continuity & pathways Patient clinical notes & 

clinical practice 

guidelines & clinician 

knowledge 

International standards & 

social network 

techniques/Web application 

(linked to electronic health 

record) 

* Nurse, generalist 

doctor, specialist 

doctor/* 

Controlled comparison-

survey (positively judged) 
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Authors Decision support target Contextual 

information 

Decision support 

methods/delivery 

User interface 

considerations 

Decision 

maker/diseases 

Evaluation 

Michel et al 

[83] 

Medication (prescription) Patient clinical notes & 

clinical practice 

guidelines & clinician 

knowledge & 

medications & 

laboratory results & 

comorbidities 

Knowledge-based system & 

data visualization 

techniques & international 

standards/desktop 

application (linked to 

electronic health record) 

Summarization Generalist 

doctor/chronic pain 

(opioid treated) 

* 

Naureckas et 

al [84] 

Diagnosis & pathways  Patient clinical notes & 

clinical practice 

guidelines 

Knowledge-based system & 

data visualization 

techniques/desktop 

application (linked to 

electronic health record) 

User-centered 

design 

Generalist 

doctor/child obesity 

and related diseases 

(e.g. diabetes, 

cardiovascular 

diseases, chronic 

kidney disease) 

Impact evaluation-service 

performance metrics & 

survey 

Riaño et al 

[85] 

Diagnosis & medication 

(prescription) & pathways 

(developing a personalized 

treatment) & prevention 

Patient clinical notes & 

clinical practice 

guidelines & clinician 

knowledge 

Knowledge-based system 

(ontology based) & 

international 

standards/desktop 

application (linked to 

electronic health record) 

* Generalist 

doctor/home care in 

long-term conditions 

(e.g. obesity, diabetes, 

cardiovascular 

diseases, chronic 

respiratory diseases, 

chronic kidney 

disease, neurological 

conditions, mental 

health disorders, 

chronic 

musculoskeletal 

diseases) 

Controlled comparison-

survey (positively judged) 

Riaño et al 

[86] 

Medication (prescription) Patient clinical notes & 

clinician knowledge  

Knowledge-based system 

(rule based)/* 

* Generalist 

doctor/cardiovascular 

diseases & diabetes 

Controlled comparison-

expert panel (results 

validated by a generalist 

doctor) 
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Authors Decision support target Contextual 

information 

Decision support 

methods/delivery 

User interface 

considerations 

Decision 

maker/diseases 

Evaluation 

Suojanen et 

al [87] 

Diagnosis Patient clinical notes & 

clinician knowledge 

Machine learning/* * Specialist 

doctor/chronic 

neurological diseases 

Controlled comparison-

simulation (out of 30 cases: 

false positive rate=19%; 

false negative rate=23%) 

Vallverdú et 

al [88] 

Medication (prescription) Patient clinical notes & 

clinician knowledge 

Knowledge-based system 

(rule based)/desktop 

application 

* Generalist 

doctor/cardiovascular 

diseases & diabetes 

Controlled comparison-

expert panel (agreement 

with output from the 

system 100%-20/20) 

 Wicht et al 

[89] 

Diagnosis (comorbidities) Patient clinical notes & 

clinician knowledge 

Knowledge-based system + 

data visualization 

techniques/Web platform 

Interactivity Specialist 

doctor/other (cancer) 

Controlled comparison-

expert panel (agreement 

with output from the 

system 84%-26/31) 

Wilk et al 

[90] 

Pathways (merging clinical 

practice guidelines for 

different diseases into one 

personalized guideline) 

Patient clinical notes & 

clinical practice 

guidelines & clinician 

knowledge 

Knowledge-based system 

(rule-based constraint logic 

programming)/* 

Workflow graphs Generalist 

doctor/other 

(duodenal ulcer, 

transient ischemic 

attack) 

* 

Wilk et al 

[91] 

Pathways (alerting 

physicians about possible 

adverse interactions 

between 2 concurrent 

clinical practice guidelines) 

Patient clinical notes & 

clinical practice 

guidelines 

Knowledge-based system 

(rule-based constraint logic 

programming [92])/* 

* Specialist doctor & 

generalist 

doctor/chronic 

neurological & 

gastrointestinal 

diseases 

* 
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Table 2.2: Synthesis of occurrences’ numbers and references for collected data items. 

Theme and category Frequency References 

Decision support task   

 Prevention 1 [85] 

 Diagnosis  6 [73,78,84,85,87,89] 

 Pathway 8 [72,73,81,82,84,85,90,91] 

 Medication 10 [74–77,79,80,83,85,86,88] 

 Patient education 1 [73] 

 Continuity of care 1 [82] 

 Self-management 0 — 

Decision support technology   

 Data visualization techniques 4 [77,83,84,89] 

 Social network techniques 1 [82] 

 International standards 5 [73,75,82,83,85] 

 Machine learning 1 [87] 

 Natural language processing 2 [77,78] 

 Knowledge-based system  17 [72–77,79–81,83–86,88–91] 

 Mobile technologies 0 — 

Contextual information   

 Patient clinical notes 19 [72–76,78–91] 

 Laboratory results 4 [74–76,83] 

 Comorbidities 2 [76,84]  

 Medications 4 [74,75,77,83] 

 Clinician knowledge 11 [76,77,81–83,85–90] 

 Clinical practice guidelines 13 [72,73,75,76,79–85,90,91] 

Decision maker(s)   

 Nurse 2 [76,82] 

 Specialist doctor 6 [75,77,82,87,89,91] 

 Generalist doctor 13 [73,77,79–86,88–91] 

 Pharmacist 1 [74 

 Patient 0 — 

 Not specified 2 [72,78] 

Diseases   

 Obesity 3 [78,84,85] 

 Diabetes 5 [80,84–86,88] 

 Cardiovascular diseases 9 [73,75,79–81,84–86,88] 

 Chronic respiratory diseases 2 [80,85] 

 Chronic kidney diseases 2 [84,85] 

 Chronic neurological conditions 3 [85,87,91] 

 Mental health disorders 1 [85] 

 Chronic musculoskeletal diseases 2 [80,85] 

 Other 8 [76,80,83–85,89,90] 

 Not specified 4 [72,74,77,82] 
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Theme and category Frequency References 

User interface considerations   

 Interactivity 4 [73,75,77,89] 

 User-centered design 1 [84] 

 Summarization 3 [73,77,83] 

 Workflow graphs 2 [75,90] 

 Not specified 13 [73,74,76,78–82,85–88,91] 

Evaluation   

 Impact evaluation (service 

performance metrics) 

1 [84] 

 Impact evaluation (survey) 1 [84] 

 Controlled comparison (expert 

panel) 

4 [72,86,88,89] 

 Controlled comparison (survey) 2 [82,85] 

 Controlled comparison (simulation) 2 [78,87] 

 Controlled comparison (human vs 

system)  

1 [74] 

 Controlled comparison (new vs old 

system) 

1 [77] 

 No evaluation 2 [76,81] 

 Not specified 7 [72,75,79,80,83,90,91] 

 

 

2.4.3 Results of Individual Studies 

Most of the papers reviewed focused on one of three clinical tasks: medication (n=10), clinical 

guidance (n=8), and diagnosis (n=6). From a methodological point of view, knowledge-based 

systems were the most frequently used (n=17). To further illustrate this, Riaño et al [85] 

described a CDS system that targets three decisions and uses knowledge-based systems. The 

authors developed a system that (1) provided patient-centered recommendations to better 

manage chronic diseases in the home setting and (2) used EHRs to refine an ontology, which 

described relevant concepts from clinical practice guidelines and the literature for 19 chronic 

diseases. The goal of this study was a patient-tailored ontology that contained patient-specific 

concepts that could be used to verify the diagnosis entered into the system. Starting from the 

personalized ontology, general treatment plans and patient management instructions could be 

combined into an individual plan. For multimorbid patients, a semiautomatic procedure 

applied, which involves the system’s end-user. The system was able also to identify preventive 

opportunities by looking for anomalous circumstances, such as diagnosis inconsistent with 

other information or information missing which should always be presented alongside other 

information. 

Abidi et al [73] presented a system that helped doctors in diagnosis and management of 

patients (two decision support targets) and used an ontology (knowledge centric), which was 

able to align clinical pathways for the multimorbid patient. 
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In the papers reviewed, medication was the main theme by far. This clinical task had the most 

contextualized input data and appeared as prescription (n=7) and medication review (n=3).  

Michel et al [84] developed a system that aimed to guide the generalist doctor through a 

summary of comprehensive relevant information (patient information, patient medication, 

patient laboratory results, and patient comorbidities) and suggested the optimal opioid treat 

for chronic pain. Dassen et al [75] developed a system, along the lines of Michel at al [83], 

considering comprehensive relevant information (patient information, patient medication, 

patient laboratory results, and patient comorbidities) and used an ontology to support 

cardiologists’ prescriptions according to clinical practice guidelines. de Wit et al [76] focused 

on medication review and their system was intended to support safer care for the elderly. The 

system was capable of processing extracts of clinical data from electronic prescribing systems 

and EHRs (containing patient medication, patient conditions, and patient laboratory results) 

and alerted nurses about potentially harmful situations. 

Another prevalent theme was the possible interaction between concurrent clinical practice 

guidelines for multimorbid patients. For example, Abidi et al [73] and Jafarpour et al [81] used 

ontologies to develop systems to merge two concurrent clinical practice guidelines into a 

comorbid personalized guideline. Jafarpour et al [81] carried out this task by creating an 

ontology that collected merging criteria obtained from clinical experts. Wilk et al [90,91] used 

constraint logic programming to identify and mitigate possible adverse interactions between 

clinical practice guidelines. The system described in [91] alerted doctors about possible 

hazards and suggested how to mitigate them. Martinez-Garcia et al [82] developed a system 

that improved clinical guidance by providing health care professionals with relevant 

information from clinical practice guidelines, and also supported communication between 

health care professionals. Their system (1) was directly linked to the EHR through HL7—an 

international standard for interoperability in health care and (2) adopted social networking 

techniques to enhance the continuity of care through a Web platform—it provided relevant 

patient information and performed safety checks according to clinical practice guidelines. 

Some studies addressed the diagnosis of comorbidities for patients affected by an index 

condition/disease. For example, Farkas et al [78] used natural language processing applied to 

clinical notes to diagnose comorbidities in obese patients. Suojanen et al [87] used machine 

learning (causal Bayesian networks) for diagnosis of multiple concurrent neuropathies. 

For the decision makers, generalist doctors were the most cited users of the CDS systems 

(n=13), followed by specialist doctors (n=6). No articles reported the patient as the decision 

maker. The system that appeared to involve the largest number of decision makers was 
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described by Martinez-Garcia et al [82], where nurses, specialist doctors, and generalist 

doctors were end users. 

For disease, many papers considered multiple diseases (e.g. [80,84–86,91]), with Riano et al 

[85] reporting 19 chronic conditions. 

For user interface considerations, most (n=13) articles did not provide details about the user 

interface. Where this information was provided, interactivity (n=4) [73,75,77,89] and 

summarization (n=3) [73,77,83] were the most cited features, whereas workflow graphs 

[75,90] were seldom mentioned. Only Naureckas et al [84] presented a CDS system that 

adopted a user-centered design with prompts and forms that helped generalist doctors to 

develop more effective behaviors for supporting diagnosis, management, and screening of 

comorbidities for children with obesity. 

Regarding type of evaluation, some articles reported effectiveness objectively, including 

controlled comparisons (n=9) or impact evaluations (n=1). The articles that conducted surveys 

about their systems achieved positive judgments about the outcome provided [82,85]. In terms 

of accuracy, many studies reported good performance [87–89]. Duke et al [77] compared 

UpToDate [93] with a new system that had the same accuracy, but improved (by 60%) 

timeliness of decision. Bindoff et al [74] compared a CDS system with expert pharmacists 

when performing a medication review; overall, the system identified more potential problems 

than the human experts. 

 

2.5 DISCUSSION 

2.5.1 Summary of Evidence 

This literature review found a modest number of papers addressing CDS and multimorbidity—

an evidence base disproportionately small in comparison to the need for decision support. 

2.5.2 The Lack of Patient-Centered Approaches 

Most of the papers dealt with CDS targets that (1) are narrowly defined in terms of 

comorbidities around an index condition or (2) consider patient comorbidities only during 

prescription for a specific condition. Thereby, only a few of the studies reviewed refer to 

multimorbidity using a patient-centered approach, which is the ideal [5]. Riano et al [85] adopt 

a comprehensive approach to integrated care; however, user intervention is necessary to 

personalize treatments when multimorbidity is present. 
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2.5.3 Combination of Clinical Practice Guidelines 

An important challenge of multimorbidity in CDS is the combination of clinical practice 

guidelines in a nonharmful way [39]. We found some studies that address this explicitly. An 

interesting solution is the one introduced by Jafarpour et al [81], which created an ontology 

with “merging criteria” provided by experts. Although rigorous evidence is lacking, to exploit 

physicians’ “clinical mind-lines,” such as “tacit guidelines that are internalized and 

collectively reinforced from the experience and discussion with colleagues and patients to 

embody the complex and flexible knowledge needed in practice” [94], seems the only solution. 

However, all systems described in the articles reviewed tend to simplify the analysis by 

referring to only two concurrent clinical practice guidelines. This scenario is too simplistic for 

the current reality because multimorbid patients often face more than two simultaneous 

pathologies [29]. 

2.5.4 Continuity of Care 

Discontinuity of care between different health professionals is an important source of safety 

problems, which is highly relevant to multimorbidity considering the large numbers of 

professionals involved. Yet only 1 article [82] considered this aspect. Prevalent technologies 

such as social media may foster communication across different clinical settings. There is a 

notable gap in the evidence base here. 

2.5.5 No Self-Management Interventions 

Self-management is key in multimorbidity [21]. In the articles reviewed, no CDS interventions 

for multimorbid patient self-management were found. Similarly, we noticed the absence of 

mobile technologies for CDS in multimorbidity. 

2.5.6 Methodological Considerations 

From a methodological point of view, knowledge-based systems were most commonly 

reported. Data-driven methods, such as machine-learning techniques, were barely used in the 

reviewed studies, with just one study [87] adopting them. 

2.5.7 The Technological Interoperability Shortfalls 

Multimorbidity is composed of interacting variables; therefore, systems need to be aware of 

as many contextual factors as possible to deliver relevant support and information [95]. 

Emerging international standards, such as HL7, are supposed to enable interoperability in 

health care; however, only one article reviewed uses HL7, the system developed by Martinez-

Garcia et al [83]. 
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2.5.8 The Need for More Rigorous Evaluations 

Evaluations of usability and effectiveness of systems are key to avoiding patient harm and 

waste in health care systems [96]. The so called “e-iatrogenesis” [97] arising from information 

systems has more potential pitfalls when there are multiple conditions. Rigorous evaluations 

are needed to test systems before and after their deployment to guarantee patient safety [98,99] 

[100,101]. We found a lack of rigorous evaluations of effectiveness and usability here, which 

is consistent with the overall state of CDS [36] research. Patient safety needs to be assured by 

rigorous evaluation, not only of the underlying software/technologies but also of their real-

world interaction with users [100]. The expected approaches to evaluating human-computer 

interaction [101,102] were not found in the articles we examined. 

2.5.9 Limitations 

This review has several limitations. First, only Scopus and PubMed sources were searched—

other relevant material may exist in the grey literature. Second, the titles and abstracts of the 

papers selected are anchored to the terms included in the three thesauri —some papers may 

have been missed if other synonyms were used. Third, it was not possible to find studies 

covering all aspects of CDS we considered—some aspects, such as the evaluation of the 

effectiveness and usability, were quite sparsely covered, but this is a general weakness of the 

CDS literature [36]. Finally, we did not follow the traditional systematic review process for 

all searches. However, we are confident that our strategy guaranteed the inclusion of all 

relevant papers about the topic. There is an ongoing discussion of what should and should not 

be automated in systematic reviews, particularly to strike the right balance between depth and 

timeliness [103]. Here we took the middle ground, using computational methods to make a 

more “concept-complete” search tractable. Therefore, this review may contribute to the 

ongoing discussion about semiautomated prescreening of medical literature while preserving 

rigorous methods of evidence synthesis. 

2.5.10 Implications for Future Research and Conclusions 

This review shows how multimorbidity is understudied in CDS, yet this is an area of public 

health and clinical importance that should be a prime target for CDS research. 

There are already many technologies in health care and industry relevant to dealing with the 

complexity of multimorbid decision support. Kawamoto et al [104] argue that wider adoption 

of international terminologies (e.g. SNOMED CT) and electronic health record standards can 

lead to better CDS, tapping into the vast amount of data produced in routine clinical practice 

for multimorbid patients. Moreover, technical frameworks [105] were already proposed for a 

“shared and informed decision making” in industry that with appropriate adjustments could 
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be used to enhance continuity of care in multimorbidity. In addition, the absence of any 

substantial papers dealing with self-care for people affected by multiple conditions was 

remarkable given the rapid growth in connected/consumer health and its inevitable influence 

on CDS in the future. 

Multimorbidity is a relatively new field of clinical research and more evidence is needed to 

support CDS in this area. This underpinning knowledge is, however, challenging. For 

example, patients with multiple conditions or on multiple medications are often excluded from 

clinical trials [106]. However, EHRs afford the possibility of observational studies important 

for understanding multimorbid disease risks, care processes, and care outcomes. Such 

observational data have established value in decreasing the prescribing cascade and other 

iatrogenesis [107]. Automation of care pathways/processes that are poorly understood, such 

as merging guidelines [30], may lead to unhelpful or harmful clinical actions. The informatics 

challenge herein is to build the evidence base about multimorbid care while engineering more 

supportive/directive clinical information systems incrementally. The clinical epidemiology 

and health services research must be interwoven with the systems development. Gathering 

more clinical evidence and getting more involvement from patients and health professionals 

is central to finding a technological approach to managing multimorbidity and enhancing 

patient safety. At the same time, rigorous evaluation of all sociotechnical and human-computer 

interaction aspects of produced CDS interventions is certainly a priority for the future. 

Patients with multiple conditions are one of the most important groups for health care systems 

to understand and evolve to serve [33]. There are multiple dynamics in which CDS and health 

informatics can contribute in meeting this challenge: (1) using EHR data to understand 

multimorbidity and plug a relatively sparse evidence base, (2) coproducing care decisions 

between patients and practitioners in the face of complexity and uncertainty, and (3) blending 

n-of-1 patient experiments/experience with evidence about the “average patient like Mrs X...” 

It is hard to conceive of such complexity being tamed by today’s EHR interfaces, punctuated 

by blizzards of alerts and dashboards. Future CDS may be part of an integrated health avatar 

[108]: “the electronic representation of an individual’s health as directly measured or inferred 

by statistical models or clinicians.” To achieve such integration, however, there is a pressing 

need for more realistically complex CDS research, particularly in multimorbidity. 
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2.7 SUPPLEMENTARY MATERIAL 

Supplementary Table 2.1: Search terms and Boolean logic applied in the Scopus search and 

automatic annotation on the results from the PubMed query. 

Search terms and boolean logic 

(“clinical decision support” OR 

“clinical decision support review” OR 

“clinical decision support system” OR 

“clinical decision support systems” OR 

“clinical decision support tool” OR 

“clinical decision support tools” OR 

“computer decision support” OR 

“computerised clinical decision support” OR 

“computerised clinical decision support system” OR 

“computerised clinical decision support systems” OR 

“computerised decision support” OR 

“computerized clinical decision support” OR 

“computerized clinical decision support system” OR 

“computerized clinical decision support systems” OR 

“computerized decision support” OR 

“decision support” OR 

“decision support software” OR 

“decision support system” OR 

“decision support systems” OR 

“decision support tool” OR 

“decision support tools” OR 

“electronic decision support” OR 

“medical decision support” OR 

“safety surveillance” OR 

“surveillance safety” OR 

“system decision support” OR 

“alert” OR 

“alerts”) 

 

AND 

(("co-occurrence condition" OR 

"co-occurrence conditions" OR 

"co-occurrence condition" OR 

"co-occurrence conditions" OR 

"co-occurrence disease" OR 

"co-occurrence diseases" OR 

"co-occurrence disorder" OR 

"co-occurrence disorders" OR 

"co-occurrence illness" OR 

"co-occurrence pathologies" OR 

"co-occurrence pathology” OR 

“co-occurring condition” OR 

“co-occurring conditions” OR 

“co-occurring disease” OR 

“co-occurring diseases” OR 

“co-occurring disorder” OR 
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“co-occurring disorders” OR 

“co-occurring illness” OR 

“co-occurring pathologies” OR 

“co-occurring pathology” OR 

“comorbidities” OR 

“comorbidity” OR 

“concurrent condition” OR 

“concurrent conditions” OR 

“concurrent disease” OR 

“concurrent diseases” OR 

“concurrent disorder” OR 

“concurrent disorders” OR 

“concurrent illness” OR 

“concurrent pathologies” OR 

“concurrent pathology” OR 

“cooccurence condition” OR 

“cooccurence conditions” OR 

“cooccurence disease” OR 

“cooccurence diseases” OR 

“cooccurence disorder” OR 

“cooccurence disorders” OR 

“cooccurence illness” OR 

“cooccurence pathologies” OR 

“cooccurence pathology” OR 

“cooccuring condition” OR 

“cooccuring conditions” OR 

“cooccuring disease” OR 

“cooccuring diseases” OR 

“cooccuring disorder” OR 

“cooccuring disorders” OR 

“cooccuring illness” OR 

“cooccuring pathologies” OR 

“cooccuring pathology” OR 

“cumulative condition” OR 

“cumulative conditions” OR 

“cumulative disease” OR 

“cumulative diseases” OR 

“cumulative disorder” OR 

“cumulative disorders” OR 

“cumulative illness” OR 

“cumulative pathologies” OR 

“cumulative pathology” OR 

“multi-morbidities” OR 

“multi-morbidity” OR 

“multimorbidities” OR 

“multimorbidity” OR 

“multiple acute” OR 

“multiple chronic” OR 

“multiple chronic condition” OR 

“multiple chronic conditions” OR 

“multiple chronic disease” OR 

“multiple chronic diseases” OR 
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“multiple chronic disorder” OR 

“multiple chronic disorders” OR 

“multiple chronic illness” OR 

“multiple chronic pathologies” OR 

“multiple chronic pathology” OR 

“multiple chronical” OR 

“multiple condition” OR 

“multiple conditions” OR 

“multiple disease” OR 

“multiple diseases” OR 

“multiple disorder” OR 

“multiple disorders” OR 

“multiple illness” OR 

“multiple pathologies” OR 

“multiple pathology” OR 

“polymorbidities” OR 

“polymorbidity” OR 

“polypathologies” OR 

“polypathology” OR 

“polypathy”) 

OR 

(“many medication” OR 

“many medications” OR 

“many pharmaceutical preparation” OR 

“many pharmaceutical preparations” OR 

“many pharmacologic substance” OR 

“many pharmacologic substances” OR 

“many prescription” OR 

“many prescriptions” OR 

“multiple medication” OR 

“multiple medications” OR 

“multiple pharmaceutical preparation” OR 

“multiple pharmaceutical preparations” OR 

“multiple pharmacologic substance” OR 

“multiple pharmacologic substances” OR 

“multiple prescription” OR 

“multiple prescriptions” OR 

“poly-pharmacies” OR 

“poly-pharmacy” OR 

“poly-prescription” OR 

“poly-prescriptions” OR 

“polypharmacies” OR 

“Polypharmacy” OR 

“several medication” OR 

“several medications” OR 

“several pharmaceutical preparation” OR 

“several pharmaceutical preparations” OR 

“several pharmacologic substance” OR 

“several pharmacologic substances” OR 

“several prescription” OR 

“several prescriptions”)) 

 



69 

Chapter 3  

 

PREDICTING MORTALITY FROM CHANGE-OVER-TIME IN 

THE CHARLSON COMORBIDITY INDEX: A 

RETROSPECTIVE COHORT STUDY IN A DATA-INTENSIVE 

UK HEALTH SYSTEM 

 

Paolo Fraccaro 1,2, Evangelos Kontopantelis 1,6, Matthew Sperrin 1, Niels Peek 1,2, 

Christian Mallen 3, Philip Urban 4, Iain E. Buchan 1,2, Mamas A. Mamas 1,5 

 

1 Health eResearch Centre, Farr Institute for Health Informatics Research, University of 

Manchester, UK.  

2 NIHR Greater Manchester Primary Care Patient Safety Translational Research Centre, 

Institute of Population Health, The University of Manchester, Manchester, United Kingdom. 

3 Research Institute for Primary Care & Health Sciences, Arthritis Research UK Primary 

Care Centre, Keele University, Keele, Staffordshire, UK. 

4 Cardiovascular Department, Hôpital de La Tour, Geneva, Switzerland. 

5 Keele Cardiovascular Research Group, Keele University Stoke-on-Trent and Royal Stoke 

Hospital, University Hospital North Midlands, Stoke-on-Trent, UK. 

6NIHR School for Primary Care Research, University of Manchester, Manchester, UK. 

 

Contribution: PF (corresponding author), MS, EK, NP and MM designed the study. 

PF extracted the data from all sources and performed the analyses. PF, MS, EK, NP 

and MM wrote the manuscript. CM, PU and IB critically edited the manuscript. PF 

and EK replied to the reviewers’ comments during the review process. 

 

Based on: Fraccaro P, Kontopantelis E, Sperrin M, Peek N, Mallen C, et al. (2016) 

Predicting mortality from change-over-time in the Charlson Comorbidity Index: A 

retrospective cohort study in a data-intensive UK health system. Medicine 

(Baltimore) 95. doi:10.1097/MD.0000000000004973.  



70 

3.1  ABSTRACT 

Background 

Multimorbidity is common among older people and presents a major challenge to health 

systems worldwide. Metrics of multimorbidity are, however, crude: focusing on measuring 

comorbid conditions at single time-points rather than reflecting the longitudinal and additive 

nature of chronic conditions. In this paper, we explore longitudinal comorbidity metrics and 

their value in predicting mortality. 

Methods 

Using linked primary and secondary care data, we conducted a retrospective cohort study on 

adults in Salford, UK from 2005-2014 (n=287,459). We measured multimorbidity with the 

Charlson Comorbidity Index (CCI) and quantified its changes in various time windows. We 

used survival models to assess the relationship between CCI changes and mortality, 

controlling for gender, age, baseline CCI and time-dependent CCI. Goodness-of-fit was 

assessed with the Akaike Information Criterion and discrimination with the c-statistic. 

Results 

Overall, 15.9% patients experienced a change in CCI after 10 years, with a mortality rate of 

19.8%. The model that included gender and time-dependent age, CCI, and CCI change across 

consecutive time windows had the best fit to the data but equivalent discrimination to the other 

time-dependent models. The absolute CCI score gave a constant hazard ratio (HR) of around 

1.3 per unit increase, while CCI change afforded greater prognostic impact, particularly when 

it occurred in shorter time windows (maximum HR value for the 3-month time window, with 

1.63 and 95% confidence interval 1.59-1.66). 

Conclusions 

Change over time in comorbidity is an important but overlooked predictor of mortality, which 

should be considered in research and care quality management. 

 

Keywords: Charlson comorbidity index; survival analysis; comorbidity; multimorbidity; 

prognostic impact; Salford Integrated Record; retrospective cohort study; risk stratification. 
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3.2  INTRODUCTION 

In ‘ageing’ populations the prevalence of patients with multiple conditions increases [1,2] 

placing extra demands on healthcare systems [3,4]. Population-based studies have revealed 

the presence of at least one long-term condition in over a third of patients [2,5], with two thirds 

of those aged over 65 years and three quarters of those aged over 85 years having at least two 

concurring conditions [6]. 

Linked electronic health records (EHRs) may offer new information about multimorbidity [7]. 

Some EHRs hold comorbidity scores [8], ranging from simple summation of the number of 

conditions to more complex scores that assign different weights to diseases in respect of their 

prognoses [9–13]. Although EHRs can provide rich longitudinal information most studies use 

the data available at a single time-point to measure comorbidity, which treats it as a static 

phenomenon when it is logically dynamic [14–16]. Similarly in prognostic studies, only those 

comorbid conditions present at baseline are commonly considered, while new conditions 

arising may affect the outcome of interest [14–16]. While it is reasonable to hypothesise that 

those with rising comorbidity over time may have worse health outcomes [15] this group of 

patients are poorly characterised in the literature. 

This study aimed to characterise the distribution, and changes over time, of comorbidities, as 

measured by the Charlson Comorbidity Index (CCI) [13], in a UK population with high-

quality EHRs. We also sought to investigate different ways to account for longitudinal patterns 

of comorbidity in survival analyses and see if this enhanced the prediction of mortality. 

 

3.3  METHODS 

3.3.1 Data source 

Data were extracted from the Salford Integrated Record (SIR) – an anonymised extract of 

linked data from all 53 primary care providers and one secondary care provider in the UK 

City of Salford (population in Census 2011 of ~235k [17]). The data in SIR includes all 

primary care and secondary care records (i.e. focused on long-term conditions management) 

as well as all results from biochemical testing across primary and secondary care. Data are 

stored as Read codes v2 and v3 [18]. 

Salford is a relatively deprived area, with almost a third of neighbourhoods in the most 

deprived tenth for England [19]. In terms of multimorbidity burden, Salford is in the 61st 
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centile, as measured by England’s primary care Quality and Outcomes Framework (QOF) 

[20]. 

3.3.2 Study period and population 

The study period was from 1 April 2005 to 31 December 2014. As QOF has been proven to 

influence general practitioners data recording behaviours and improve data quality on 

included clinical conditions [21–24], we focused on the period after QOF was introduced and 

used its financial years (1 April to 31 March). We used an open cohort design and included 

all patients aged 18 years or older, registered in one of the SIR primary care practices. Patients 

were considered as participating in the study until death or migration out of the area. 

3.3.3 Comorbidity burden measurement: Charlson comorbidity index 

calculation 

We measured comorbidity burden by using the CCI [13] – a widely-used score [8], which has 

different weights for 22 clinical conditions in relation to their impact on prognosis. Although 

originally developed to predict mortality risk after hospitalisation, it has been shown to 

independently predict adverse outcomes across a broad spectrum of conditions [25–35]. 

We calculated the CCI on the basis of the work of Khan and colleagues [36], who provided a 

list of validated Read diagnostic codes for calculating it in UK primary care. Every time a 

relevant Read diagnostic code was found for a patient, the CCI was updated using the weights 

for the related disease category. Age was modelled separately and not included in the CCI 

calculation. 

Although part of the original version of the CCI, we were not able to include HIV/AIDS and 

dementia in our study due to privacy restrictions on access to data about sexual or mental 

health illness in the SIR. 

In addition to the original CCI definition, we stratified the disease categories into 

cardiovascular (i.e. myocardial infarction, congestive heart failure, peripheral vascular 

disease, cerebrovascular disease, diabetes mellitus, renal disease) and non-cardiovascular (i.e. 

peptic ulcer disease, cancer, metastatic disease, hemiplegia, liver disease, Chronic pulmonary 

disease) diseases. We then repeated the process explained above and obtained two individual 

scores (cardiovascular CCI and non-cardiovascular CCI). 

3.3.4 Data analysis 

To investigate the proportion of patients experiencing changes in comorbidities during follow-

up, we calculated the difference between patient CCI values at baseline, then at one, five and 
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10 years. For each follow-up period we next calculated the overall proportion of patients that 

had a CCI change and their mortality rates. We repeated this analysis by stratifying for the 

CCI value at baseline (i.e. 0, 1, 2, >=3) and reported separately proportion of change and crude 

mortality rate for CCI changes of 0, 1, 2, and >=3. 

To evaluate the prognostic importance of comorbidity burden changes over time and the time 

period over which changes occur, we performed survival analyses using Cox regression 

models [37] with time to death from any cause as the outcome. We built three different datasets 

by discretising time into 3-, 6- and 12-month time windows (see Supplementary Figure 3.1 

and Supplementary Table 3.1) and implemented different models by increasing the level of 

model’s complexity. The models considered: 

1. Age, gender and CCI at baseline (model 1). 

2. Gender and time-dependent age and CCI (model 2). 

3. Gender and CCI at baseline as well as time-dependent age and CCI (model 3). 

4. Gender and baseline CCI value in addition to time-dependent age and cumulative CCI 

change from baseline (model 4). 

5. Gender and time-dependent age, CCI and CCI change over consecutive time windows 

(model 5). 

For both the non-stratified and cardiovascular stratified analyses, time-dependent covariates 

were modelled by updating their values at the beginning of each time window (see 

Supplementary Table 3.1). 

We used the Akaike Information Criterion (AIC) to assess model goodness-of-fit [38]. For 

each model, we also assessed discrimination with 95% confidence intervals for the c-statistic 

by calculating c-index over100 bootstrap iterations. Finally, we calculated models’ Variance 

Inflation Factors (VIF), which assesses collinearity between covariates, and checked the 

proportional hazards assumption. 

3.3.5 Sensitivity analyses 

We performed several sensitivity analyses. First, we evaluated possible clustering effects 

related to the different primary care practices from which the data arose by repeating our main 

analysis with the addition of a random intercept at practice level. Second, since the currency 

of the original CCI disease weights is under debate, we repeated all analyses with an updated 

version of the CCI [39]. Thirdly, we only considered the patients that experienced a change in 

CCI during the follow-up. Fourthly, we repeated all analyses by categorising both CCI and 

CCI change as 0, 1, 2, >=3 and assessing interaction terms between CCI value and CCI change. 
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Finally, as c-statistic to compare different prediction models has been criticised [40,41], we 

also compared the simplest (model 1) and most complex (model 5) of the models we tested in 

terms of Net Reclassification Improvement (NRI) and Integrated Discrimination Improvement 

(IDI) [40,41] to quantify differences in predictive ability. We based our analysis on Wong at 

al [42] who calculated IDI and NRI to compare a time-fixed and time-dependent model in a 

survival analysis. Particularly, we calculated IDI as the difference between the mean predicted 

risk in patients who died and patients who did not die for both models. As in the context of 

our analysis there are no clear risk categories to which patients are assigned, we implemented 

a category-less NRI and calculated the proportion of the correct (i.e. model 5 predicted higher 

risk than model 1 for patients who died) minus incorrect predictions in the events plus the 

proportions of correct (i.e. model 5 predicted lower risk than model 1 for patients who did not 

die) minus incorrect predictions for non-events. For both IDI and NRI values above 0 indicate 

better performance. We calculated 95% Confidence Intervals for both IDI and NRI for each 

time point over 100 bootstrap iterations. 

 

3.4 RESULTS 

3.4.1 Study population characteristics 

A total of 357,829 patients were recorded in the SIR database during the study period. We 

excluded 65,182 patients because they were under the age of 18 years and 5,188 patients 

because of conflicting registration data (such as temporary residents). A total of 287,459 

patients were included in the analysis, with a mortality rate of 5.7% (N=16,452) recorded 

during the study period. Table 3.1 shows patient characteristics at baseline. The proportion of 

women was 49.3% and mean age at baseline was 38.3 years (Standard deviation [SD] 18.8), 

with a mean follow-up time of 7.9 years (SD 2.8). Mean deprivation as measured by the 

Townsend score[43] which incorporates four variables (i.e. unemployment, non-car 

ownership, non-home ownership, and household overcrowding) to calculate material 

deprivation within a population, was 1.9 (SD 3.4). The majority of patients were Caucasian 

(85.8%). Mean body mass index (BMI) at baseline was 25.8 kg/m2 (SD 5.7). The prevalence 

of CCI disease categories at baseline varied from 0.1% to 13.2%, with chronic pulmonary 

disease having the highest prevalence, followed by diabetes (3.5%). Prevalence rates for 

cancer, cerebrovascular disease, myocardial infarction, peptic ulcer disease and 

musculoskeletal disease varied between 1% and 2%, whilst for all other comorbidities 

prevalence rates were below 1%. 
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Table 3.1: Patient characteristics at baseline. Abbreviation: CCI, Charlson comorbidity index; N/A, 

Not applicable. 

Parameters 
Values at entry date 

 
Missing 

Included patients 287,459 None 

Patients dead during study period 16,452 (5.7) None 

Follow-up (mean,SD) 7.9 (2.8) None 

Patients with increase in CCI during study period (%) 45,779 (15.9) None 

Age (mean,SD) 38.3 (18.8) None 

Female (%) 141,794 (49.3) None 

Townsend index (mean,SD) 1.9 (3.4) None 

Ethnicity 

White 144,011 (85.8) 

119,665 (41.6) 

Indian 2,698 (1.6) 

Pakistani 1,775 (1.1) 

Bangladeshi 379 (0.2) 

Other Asian 2,152 (1.3) 

Black Caribbean 318 (0.2) 

Black African 5,461 (3.3) 

Chinese 2,180 (1.3) 

Other 8,820 (5.3) 

Smoking 

Non-smoker 99,303 (55.4) 

108,285 (37.7) 

Ex-smoker 32,378 (18.1) 

Light smoker [1-9 cg/day] 13,938 (7.8) 

Moderate smoker [10-19 cg/day] 19,458 (10.9) 

Heavy smoker [>=20 cg/day] 14,097 (7.9) 

BMI [kg/m^2] (mean,SD) 25.8 (5.7) 137,931 (48) 

Cancer (%) 5,878 (2) N/A 

Cerebrovascular disease (%) 4,449 (1.5) N/A 

Chronic pulmonary disease (%) 37,842 (13.2) N/A 

Congestive heart disease (%) 2,311 (0.8) N/A 

Diabetes (%) 9,152 (3.2) N/A 

Diabetes with complications (%) 1,116 (0.4) N/A 

Hemiplegia (%) 473 (0.2) N/A 

Metastatic tumour (%) 122 (0) N/A 

Mild liver disease (%) 370 (0.1) N/A 

Mod liver disease (%) 149 (0.1) N/A 

Myocardial infarction (%) 4,277 (1.5) N/A 

Peptic ulcer disease (%) 3,449 (1.2) N/A 

Peripheral vascular disease (%) 2,126 (0.7) N/A 

Renal disease (%) 1,827 (0.6) N/A 

Rheumatological disease (%) 2,886 (1) N/A 

  



76 

Table 3.2 reports trends over time of prevalence of the CCI diseases categories (see 

Supplementary Figure 3.2 for graphical representation). Prevalence rates for cancer, chronic 

pulmonary disease, and diabetes increased during the study period, while they decreased for 

myocardial infarction, peptic ulcer and musculoskeletal disease. Renal disease prevalence 

peaked in financial years 2009/10 and 2010/11 and then slightly decreased. All the other 

disease categories remained stable. 
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Table 3.2: Charlson comorbidity index disease categories trend over the study period (on QOF financial years, such as 1st of April to 31st March of the next year) in terms of 

number of patients affected and prevalence. 

Diseases 

Year 2005 

 

(N=199,043) 

Year 2006 

 

(N=206,392) 

Year 2007 

 

(N=214,911) 

Year 2008 

 

(N=226,001) 

Year 2009 

 

(N=234,904) 

Year 2010 

 

(N=243,104) 

Year 2011 

 

(N=250,958) 

Year 2012 

 

(N=257,777) 

Year 2013 

 

(N=264,369) 

Year 2014 

 

(N=271,007) 

Cancer (%) 6,289 (3.2) 6,868 (3.3) 7,525 (3.5) 8,416 (3.7) 8,923 (3.8) 9,396 (3.9) 9,813 (3.9) 10,194 (4) 10,479 (4) 10,682 (3.9) 

Cerebrovascular disease (%) 4,612 (2.3) 4,817 (2.3) 5,059 (2.4) 5,361 (2.4) 5,615 (2.4) 5,823 (2.4) 5,966 (2.4) 6,028 (2.3) 6,046 (2.3) 6,131 (2.3) 

Chronic pulmonary disease (%) 29,319 (14.7) 31,069 (15.1) 32,827 (15.3) 34,929 (15.5) 36,618 (15.6) 38,164 (15.7) 39,520 (15.7) 40,766 (15.8) 41,685 (15.8) 42,544 (15.7) 

Congestive heart disease (%) 2,466 (1.2) 2,526 (1.2) 2,748 (1.3) 3,097 (1.4) 3,192 (1.4) 3,331 (1.4) 3,415 (1.4) 3,448 (1.3) 3,473 (1.3) 3,496 (1.3) 

Diabetes (%) 9,095 (4.6) 9,669 (4.7) 10,376 (4.8) 11,376 (5) 12,024 (5.1) 12,652 (5.2) 13,133 (5.2) 13,600 (5.3) 14,046 (5.3) 14,244 (5.3) 

Diabetes with complications (%) 1,277 (0.6) 1,472 (0.7) 1,623 (0.8) 1,759 (0.8) 1,897 (0.8) 2,123 (0.9) 2,396 (1) 2,513 (1) 2,680 (1) 2,772 (1) 

Hemiplegia (%) 432 (0.2) 459 (0.2) 472 (0.2) 488 (0.2) 499 (0.2) 516 (0.2) 530 (0.2) 555 (0.2) 563 (0.2) 571 (0.2) 

Metastatic tumour (%) 133 (0.1) 150 (0.1) 170 (0.1) 204 (0.1) 233 (0.1) 247 (0.1) 273 (0.1) 304 (0.1) 303 (0.1) 305 (0.1) 

Mild liver disease (%) 362 (0.2) 394 (0.2) 430 (0.2) 497 (0.2) 552 (0.2) 624 (0.3) 684 (0.3) 758 (0.3) 811 (0.3) 865 (0.3) 

Mod liver disease (%) 159 (0.1) 166 (0.1) 191 (0.1) 221 (0.1) 234 (0.1) 262 (0.1) 279 (0.1) 304 (0.1) 313 (0.1) 319 (0.1) 

Myocardial infarction (%) 4,410 (2.2) 4,533 (2.2) 4,691 (2.2) 4,928 (2.2) 4,986 (2.1) 5,047 (2.1) 5,102 (2) 5,145 (2) 5,170 (2) 5,218 (1.9) 

Peptic ulcer disease (%) 3,490 (1.8) 3,601 (1.7) 3,737 (1.7) 3,891 (1.7) 3,940 (1.7) 3,949 (1.6) 3,957 (1.6) 3,959 (1.5) 3,913 (1.5) 3,883 (1.4) 

Peripheral vascular disease (%) 2,259 (1.1) 2,364 (1.1) 2,517 (1.2) 2,673 (1.2) 2,749 (1.2) 2,790 (1.1) 2,882 (1.1) 2,954 (1.1) 3,048 (1.2) 3,076 (1.1) 

Renal disease (%) 3,005 (1.5) 8,976 (4.3) 10,983 (5.1) 11,714 (5.2) 12,306 (5.2) 12,388 (5.1) 12,340 (4.9) 12,318 (4.8) 11,965 (4.5) 11,781 (4.3) 

Rheumatological disease (%) 2,906 (1.5) 2,972 (1.4) 3,043 (1.4) 3,197 (1.4) 3,273 (1.4) 3,340 (1.4) 3,401 (1.4) 3,435 (1.3) 3,456 (1.3) 3,498 (1.3) 
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3.4.2 Comorbidities change and mortality 

Over the study period, we observed a change in CCI at 1 year for 5,533 (1.9%) patients, with 

a crude mortality rate documented within this group of 3.1%. The number of patients for whom 

we observed CCI changes after five and 10 years were 30,025 (10.4%) and 45,096 (15.9%), 

with a respective crude mortality rate of 10.0% and 19.8%. When comparing mortality 

between the group of patients that had a change in CCI and those that did not we found odds 

ratios of 8.8 (95% confidence interval [CI] 7.5-10.4), 6.6 (95% CI 6.3-6.9), and 7.8 (95% CI 

7.5-8.0) at the three time points, respectively. 

Table 3.3 reports the mortality odds ratios associated with a change in CCI of 1, 2, and equal 

or more than 3 units, respectively (see Supplementary Figure 3.3, Supplementary Figure 3.4 

and Supplementary Figure 3.5 for details about prevalence of CCI change and related 

mortality). Overall, the odds ratios increased for bigger CCI changes and decreased for longer 

follow-up times and higher baseline CCI values. All comparisons were statistically significant 

(P-values lower than 0.05), with the exception of some analyses for baseline CCI 2 and 3. 

 

Table 3.3: Odds ratio of mortality for group of patients that had a change in Charlson Comorbidity 

Index (CCI) and the patients that did not have it for different baseline CCI values across the 

study.*Value not statistically significant at a 0.05 level. 

Baseline 

CCI 
CCI change 

1-year follow-up 

Odds ratio 

[95% CI] 

5-year follow-up 

Odds ratio 

[95% CI] 

10-year follow-up 

Odds ratio 

[95% CI] 

0 

1 6.35 [4.33,9.32] 3.58 [3.16,4.05] 3.68 [3.41,3.97] 

2 18.18 [13.09,25.25] 10.34 [9.42,11.34] 11.31 [10.64,12.02] 

>=3 70.12 [36.98,132.95] 17.58 [15.45,20.01] 19.33 [17.98,20.78] 

1 

1 7.59 [4.95,11.65] 2.88 [2.43,3.42] 3.24 [2.91,3.61] 

2 10.68 [7.1,16.07] 5.82 [5.17,6.55] 7.26 [6.67,7.91] 

>=3 12.73 [3.94,41.18] 8.42 [7.24,9.78] 9.34 [8.51,10.25] 

2 

1 0.59* [0.19,1.87] 1.12* [0.89,1.39] 1.24 [1.07,1.44] 

2 1.91 [0.96,3.77] 1.69 [1.44,1.98] 2.19 [1.94,2.48] 

>=3 7.93 [2.75,22.86] 2.24 [1.83,2.74] 2.85 [2.5,3.24] 

>=3 

1 1.69* [0.92,3.08] 1.09* [0.86,1.37] 1.29 [1.09,1.54] 

2 1.27* [0.62,2.63] 1.22 [1.03,1.45] 1.96 [1.7,2.27] 

>=3 5.54 [1.87,16.4] 1.37 [1.08,1.74] 1.88 [1.6,2.21] 
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3.4.3 Regression analyses 

Table 3.4 summarises covariates prognostic impact (per unit increase), AIC and c-statistic 

for the 6-month time window analysis. These are reported separately for the non-stratified 

and cardiovascular-stratified analyses. 

We observed the same prognostic impact (HR 1.50 95% CI 1.49-1.51) in model 3 for the 

time-dependent CCI value and model 4 for the CCI cumulative change over study period, 

which in both cases was much greater than the baseline CCI value (HR 0.81 95% CI 0.80-

0.82 in model 3 and HR 1.21 95% CI 1.20-1.22 in model 4). In addition, it can be seen that 

longitudinal changes in CCI provide additional prognostic information (HR 1.51 95% CI 

1.48-1.54) to that provided by the absolute CCI score (HR 1.30 95% CI 1.29-1.31) also 

when looking at changes across different time windows (i.e. model 5). Interestingly, 

longitudinal changes in the non-cardiovascular components of CCI provide a much greater 

hazard for mortality (HR 1.66 95% CI 1.62-1.70) than the cardiovascular components (HR 

1.17 95% CI 1.12-1.22). 

Increasing the model complexity from model 1 to model 5 led to a better fit of the models to 

the data, as witnessed by a decrease in AIC, but not a substantial improvement in the c-statistic. 

Model 3 and model 4 were equivalent in terms of goodness-of-fit (i.e. same AIC value). VIF 

values were lower than 2 for all included variables across all models, showing no indication 

of collinearity between the covariates. Finally, there was no evidence to reject the hypothesis 

of proportional hazards. 

Results from the analyses with 3- and 12-month time windows showed similar findings to 

those undertaken with 6-month time windows. 

Table 3.5 shows hazard ratios for model 5, such as the model that obtained the best AIC values, 

across all the three different time windows (i.e. 12-, 6-, and 3-month time windows). Looking 

at the non-stratified analysis, CCI (per unit increase) had similar prognostic impact across all 

analyses, whilst longitudinal changes in CCI hazard ratio (per unit increase) augmented with 

shorter time windows. The cardiovascular-stratified analysis showed similar figures, whilst 

the non-cardiovascular CCI score had bigger prognostic impact in shorter time periods. 
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Table 3.4: Results for the 6-month time windows in terms of AIC and hazard ratios. Abbreviation: CCI, 

Charlson comorbidity index; CI, confidence interval. 

 
Model AIC 

c-statistic 

95% CI 
Variable 

Hazard Ratio 

[95% CI] 

N
O

N
-S

T
R

A
T

IF
IE

D
 A

N
A

L
Y

S
IS

 

1 362,230 0.90 - 0.90 

Baseline age (per year) 1.08 [1.08,1.09] 

Gender (M vs F) 1.26 [1.22,1.30] 

Baseline CCI (per unit) 1.23 [1.21,1.24] 

2 358,054 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.21 [1.18,1.25] 

CCI (per unit) 1.35 [1.34,1.36] 

3 357,290 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.24 [1.20,1.28] 

Baseline CCI (per unit) 0.81 [0.80,0.82] 

CCI (per unit) 1.50 [1.49,1.51] 

4 357,290 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.24 [1.20,1.28] 

Baseline CCI (per unit) 1.21 [1.20,1.22] 

CCI cumulative change (per unit) 1.50 [1.49,1.51] 

5 357,000 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.22 [1.20,1.26] 

CCI (per unit) 1.30 [1.29,1.31] 

CCI change (per unit) 1.51 [1.48,1.54] 

C
A

R
D

IO
V

A
S

C
U

L
A

R
 S

T
R

T
IF

IE
D

 A
N

A
L

Y
S

IS
 

1 362,169 0.90 - 0.90 

Baseline age (per year) 1.08 [1.08,1.09] 

Gender (M vs F) 1.25 [1.21,1.29] 

Baseline cardiovascular CCI (per unit) 1.29 [1.27,1.31] 

Baseline non-cardiovascular CCI (per unit) 1.16 [1.15,1.18] 

2 357,952 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.22 [1.18,1.26] 

Cardiovascular CCI (per unit) 1.30 [1.29,1.31] 

Non-cardiovascular CCI (per unit) 1.42 [1.40,1.43] 

3 356,818 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.22 [1.180,1.26] 

Baseline cardiovascular CCI (per unit) 0.93 [0.91,0.95] 

Cardiovascular CCI (per unit) 1.34 [1.32,1.36] 

Baseline non-cardiovascular CCI (per unit) 0.71 [0.70,0.72] 

Non-cardiovascular CCI (per unit) 1.69 [1.66,1.71] 

4 356,818 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.22 [1.18,1.26] 

Baseline cardiovascular CCI (per unit) 1.24 [1.22,1.26] 

Cardiovascular CCI cumulative change (per unit) 1.33 [1.32,1.36] 

Baseline non-cardiovascular CCI index (per unit) 1.20 [1.18,1.22] 

Non-cardiovascular CCI cumulative change (per unit) 1.69 [1.67,1.71] 

5 356,735 0.91 - 0.91 

Age (per year) 1.08 [1.08,1.08] 

Gender (M vs F) 1.22 [1.18,1.26] 

Cardiovascular CCI (per unit) 1.29 [1.27,1.30] 

Cardiovascular CCI change (per unit) 1.17 [1.12,1.22] 

Non-cardiovascular CCI index (per unit) 1.32 [1.30,1.34] 

Non-cardiovascular CCI change (per unit) 1.66 [1.62,1.70] 
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Table 3.5: Hazard ratios for model 5 across the different time windows analyses. Abbreviation: CCI, Charlson comorbidity index. 

 

Variable 

Model 5 

12-month time windows 

Hazard ratio 

[95% confidence interval] 

6-month time windows 

Hazard ratio 

[95% confidence interval] 

3-month time windows 

Hazard ratio 

[95% confidence interval] 

N
O

N
-

S
T

R
A

T
IF

IE
D

 

A
N

A
L

Y
S

IS
 Age (per year) 1.08 [1.08,1.08] 1.08 [1.08,1.08] 1.08 [1.08,1.08] 

Gender (M vs F) 1.22 [1.20,1.26] 1.22 [1.20,1.26] 1.21 [1.18,1.25] 

CCI (per unit) 1.28 [1.26,1.29] 1.30 [1.30,1.31] 1.33 [1.32,1.34] 

CCI change (per unit) 1.41 [1.38,1.44] 1.51 [1.48,1.54] 1.63 [1.59,1.66] 

C
A

R
D

IO
V

A
S

C
U

L
A

R

S
T

R
A

T
IF

IE
D

 

A
N

A
L

Y
S

IS
 

Age (per year) 1.08 [1.08,1.08] 1.08 [1.08,1.08] 1.08 [1.08,1.08] 

Gender (M vs F) 1.21 [1.17,1.25] 1.22 [1.18,1.26] 1.21 [1.17,1.25] 

Cardiovascular CCI (per unit) 1.28 [1.270,1.30] 1.29 [1.28,1.30] 1.29 [1.28,1.30] 

Cardiovascular CCI change (per unit) 1.12 [1.09,1.16] 1.18 [1.12,1.22] 1.32 [1.25,1.39] 

Non-cardiovascular CCI (per unit) 1.26 [1.24,1.28] 1.32 [1.30,1.34] 1.38 [1.36,1.40] 

Non-cardiovascular CCI change (per unit) 1.60 [1.56,1.63] 1.66 [1.62,1.70] 1.68 [1.64,1.72] 
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The sensitivity analysis that focused only on patients that experienced CCI changes gave 

comparable results to the main analysis, with the exception of an increased difference in c-

statistic, for which we observed values for the 95% CI ranging from 0.79-0.79 for model 1to 

0.83-0.84 for model 5 in the 6-month time window analysis. The sensitivity analysis that 

compared model 1 and 5 in terms of IDI and NRI showed that for most time points the two 

models had the same predictive ability (see Supplementary Figure 3.6), with model 5 that was 

slightly better in IDI and model 1 in NRI. Sensitivity analyses, exploring variations by care 

provider, disease weighting schemes and score categorisations, showed similar results to our 

main analysis. 

 

3.5 DISCUSSION 

Our population-based analysis in over a quarter of a million people with detailed primary care 

records suggests that comorbidity is a dynamic process, with one in 10 patients showing a 

change in CCI over five years. This longitudinal pattern of comorbidity was associated with 

increased mortality risk, where change over time in CCI was a stronger predictor than CCI at 

baseline. In addition, the more rapid changes in CCI posed a greater mortality risk. 

This study confirms that as populations ‘age’, a significant proportion of patients will 

experience comorbidity changes over time, and that longitudinal uses of metrics like CCI hold 

important prognostic information. Specifically, using Cox regression models with time-

dependent CCI and including CCI-change provides additional prognostic information that 

should be considered when studying long-term outcomes in EHRs. 

Regarding the choice of variables and how they are included in a regression model, we did not 

observe much variation in terms of discriminatory ability, with models 2 to 5 being almost 

equivalent. To increase the contrasts between models we restricted the discrimination 

comparison to the 15.9% of the population with comorbidity changes, however, the 

differences did not greatly increase. Similar predictive performance between models was also 

found in the IDI and NRI sensitivity analysis.  

Since many of the comorbidities comprising the CCI score are heterogeneous, we stratified 

our analysis by two broad condition groups: with separate cardiovascular and non-

cardiovascular variables. In predicting mortality: for the cardiovascular CCI, absolute score 

had a greater impact than its change over time, whilst for the non-cardiovascular CCI change 

over time was more predictive than absolute value. A possible explanation is that 

cardiovascular diseases are yoked in common pathophysiological mechanisms with similar 
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progression over time and share overlapping treatment strategies, hence longitudinal changes 

in the burden of these conditions is less likely to be as important when one already has an 

existing cardiovascular disorder. In contrast, non-cardiovascular CCI encompasses a 

heterogeneous group of diseases such as cancer, peptic ulcers, pulmonary pathology or liver 

diseases with separate pathophysiological mechanisms and treatment strategies whose 

prognostic impact is likely to be additive hence why dynamic changes in non-cardiovascular 

CCI has such important prognostic implications. 

Although multimorbidity is often considered a static process [14–16], studies have analysed 

three main aspects of longitudinal changes in comorbidities [14–16,44–46]: finding trajectories 

of comorbidity evolution over time [16,44,46]; investigating the best way of longitudinally 

modelling comorbidities when making predictions [14,15]; and assessing if prognostic impact 

of comorbidities is temporary or persistent [45]. Comorbidities were mostly defined as counts 

of diseases [16,44–46], with CCI used in just two studies [14,15] and no comparisons made 

between the cardiovascular and non-cardiovascular components of CCI. Whilst CCI ‘weights’ 

clinical conditions by their prognostic impact, a simple count of co-morbidities would be 

confounded by the fact that different clinical conditions will impact on prognosis differently. 

Therefore, a change in the number of comorbid conditions will have very different prognostic 

implications depending on which conditions have changed.  

To date, the studies of Aarts et al. [45] and Strauss et al. [16] are the only ones to report the 

numbers of patients experiencing change in comorbidities over time. Aarts et al. [45] followed 

1,184 patients aged 24-81 for six years in a Dutch prospective study and reported that 16.4% 

with changes in comorbidities. Strauss et al. [16] studied 24,641 people aged >50 for three years 

in a UK primary care setting and reported 60% of these older patients had changes in 

comorbidities. Our study was most comparable with that of Aarts et al. [45] as we considered  

similar age groups, and our results for overall change over time in comorbidity were very similar. 

Four studies have related advancing multimorbidity to worse health outcomes [14–16,45], and 

we extended the methodologies used. Aarts et al. [45] and Strauss et al. [16], used latent class 

analysis to identify different multimorbid trajectories in primary care data, and found worse 

self-reported health among patients with greater (especially steeper) changes in comorbidities. 

Zeng et al. [15] associated steeper CCI yearly change with worse general health in older (>65 

years) patients with at least three comorbidities (N=~15,000) over a 10-year period. Finally, 

Wang and colleagues [14], reported much greater prognostic impact for time-dependent CCI 

levels compared to CCI values at baseline amongst a population of United States Medicare 

patients older than 65 years (N=50,000). Our Model 3 reflected that of Wang et al. and we 

found it fitted less well than the model that explicitly considered CCI changes over different 
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time windows, and identified baseline CCI value as a protective factor, which is counter-

intuitive. These results suggest that the explicit inclusion of CCI changes allowed us to better 

capture and describe the complexity of comorbidity burden evolution over time. 

Strauss et al. [16], Lappenschaar et al. [44] and Quiñones et al. [46] have also looked at 

defining longitudinal trajectories of comorbidity burden. Lappenschaar et al. [44] used a 

Bayesian network to find associations between diseases and health risks to predict evolution 

of comorbidities over time (e.g. diabetic retinopathy and hypertension). Quiñones et al. [46] 

estimated ethnicity-specific comorbidity trajectories for white Americans, black Americans 

and Mexicans. These studies did not consider the association between longitudinal 

comorbidity burden and outcome, they focused on deriving trajectories that predict how 

quickly patients encounter new comorbidities, which is similarly important. 

To our knowledge, this is the first study to report the prognostic impact of comorbidity burden 

evolution, as measured by CCI, in a natural/geographical population, and to consider the 

discrete contributions of cardiovascular vs. non-cardiovascular conditions. 

Yet our analysis has several limitations. Firstly, the SIR database relies on clinicians’ 

observations and entry of relevant codes into EHRs, which may be an incomplete or inaccurate 

representation of patients’ health. Most of the conditions in CCI, however, are recorded well 

in English primary care because they are part of the QOF pay-for-performance scheme. We 

observed a direct example of the effect of QOF in our dataset for renal disease. Particularly, 

prevalence in the Salford population raised from 1.5% in 2005 to 4.3% in 2006, and this is 

likely to be related to the introduction of renal disease in QOF during that year. Some cases 

will remain undiagnosed but this would be unusual given the serious nature of the CCI 

conditions, also dissent rates (i.e. refusal of assessment or treatment by the patient) in this 

context are low [47]. Secondly, like most other investigators we considered CCI as a ‘rolling’ 

measure, cumulating comorbidity burden until death. However, a limited number of the CCI 

disease categories (i.e. peptic ulcer or cancer) might be cured (a state not recorded in our 

EHR). Thirdly, due to data-reuse restrictions, we did not have information about two CCI 

disease categories: HIV and dementia. We note, however, that HIV and dementia prevalence 

in our population is 4 in 1,000 [48] and less than 1%, respectively [49]. Given that the included 

data cover most of the disease burden of the population and the principal determinants of their 

outcomes we do not feel that the inclusion of HIV and dementia data would lead to 

substantially different findings. Fourthly, general practices in Salford use two different EHRs, 

which can have a small influence over the data captured [50], but this is unlikely to be 

substantial given the incentivised data capture for the CCI conditions. Finally, although our 

analyses focused only on the city of Salford, our cohort was composed of ~280,000 patients 
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and the data were collected from all 53 primary care practices in Salford. It is true that almost 

a third of neighbourhoods in Salford are in the most deprived tenth of England. However, in 

terms of multimorbidity Salford is in the 61st centile. Therefore we expect that our results 

would be generalizable to other areas in England and UK. Finally, although important from a 

methodological perspective, our results are difficult to interpret from a clinical perspective, as 

after certain thresholds (e.g. CCI greater than 5) stratification of risk becomes ineffective and 

mortality risk in a primary care context is difficult to be translated into action. Future studies 

should repeat our analyses by using different outcomes, such as loss of function, disability, 

hospitalisation, and healthcare resource utilisation. These outcomes are more relevant to the 

primary care context and, in case of good model’s performance, would provide useful 

information to clinicians in clinical practice.  

Comorbidity burden is a dynamic process, with one in 10 patients in our study of British adults 

experiencing at least one change in comorbidity as measured by the CCI over a period of five 

years. Longitudinal models that include time-dependent CCI level and CCI change appear to 

be the most successful in capturing the effect of comorbidity burden on mortality and should 

be considered in survival analyses using EHR data – for research or for care quality 

management. 
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3.7 SUPPLEMENTARY MATERIAL 
 

Supplementary Figure 3.1: Example of the process used to calculate build our datasets applied to a 

patient’s data. The vertical blue dotted lines represent 12-month time windows. 

 

 

 

Supplementary Table 3.1: Information recorded for each time window for the patient in 

Supplementary Figure 3.1: age; gender; Charlson comorbidity index at baseline (i.e. t0); Charlson 

comorbidity index; Charlson comorbidity index cumulative change (i.e. change between Charlson 

comorbidity index at baseline and current Charlson comorbidity index value); change between current 

Charlson comorbidity index value and the one at the previous time window; and a binary variable that 

tells if the patient died in the period of time between the current and the next time-window. 

Abbreviation: CCI: Charlson comorbidity index. 

Variable t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 

Age 58 59 60 61 62 63 64 65 66 67 

Gender M M M M M M M M M M 

CCI at baseline 1 1 1 1 1 1 1 1 1 1 

CCI 1 1 3 3 3 3 5 5 7 7 

CCI cumulative change 0 0 2 2 2 2 4 4 6 6 

CCI change 0 0 2 0 0 0 2 0 2 0 

Death NO NO NO NO NO NO NO NO NO YES 
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Supplementary Figure 3.2: Prevalence of the Charlson comorbidity index disease categories over the study period. 

  



94 

Supplementary Figure 3.3: Prevalence of Charlson comorbidity index increase (i.e. 0,1,2,>=3) in the SIR cohort after 1-year follow-up. Prevalence of increase is calculated 

on different subgroups on the basis of Charlson comorbidity index value at baseline (i.e. 0,1,2,>=3). For each subgroup, crude mortality is reported.  Abbreviation: CCI, 

Charlson comorbidity index. 
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Supplementary Figure 3.4: Prevalence of Charlson comorbidity index increase (i.e. 0,1,2,>=3) in the SIR cohort after 5-years follow-up. Prevalence of increase is calculated 

on different subgroups on the basis of Charlson comorbidity index value at baseline (i.e. 0,1,2,>=3). For each subgroup, crude mortality is reported. Abbreviation: CCI, Charlson 

comorbidity index. 
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Supplementary Figure 3.5: Prevalence of Charlson comorbidity index increase (i.e. 0,1,2,>=3) in the SIR cohort over study period. Prevalence of increase is calculated on 

different subgroups on the basis of Charlson comorbidity index value at baseline (i.e. 0,1,2,>=3). For each subgroup, crude mortality is reported. Abbreviation: CCI, Charlson 

comorbidity index. 

 



97 

Supplementary Figure 3.6: Integrated Discrimination Index (IDI) and Net Reclassification Index 

(NRI) analysis to compare model 1 and model 5 for the 6-month time windows analysis. 95% 

confidence intervals are calculated from 100 bootstraps iterations. 
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4.1 ABSTRACT 

Background 

Chronic kidney disease (CKD) is a major and increasing constituent of disease burdens 

worldwide. Early identification of patients at increased risk of developing CKD can: guide 

interventions to slow disease progression; initiate timely referral to appropriate kidney care 

services; and support targeting of care resources. Risk prediction models can extend laboratory-

based CKD screening to earlier stages of disease, but to-date only a few of them have been 

externally validated or head-to-head compared outside development populations. Our objective 

was to validate published CKD prediction models applicable in primary care. 

Methods 

We synthesised two recent systematic reviews of CKD risk prediction models and externally 

validated selected models for a five-year horizon of disease onset. We used linked, anonymised, 

structured (coded) primary and secondary care data from patients resident in Salford (population 

~234k), UK. All adult patients with at least one record in 2009, were followed-up until: the end 

of 2014; death; or CKD onset (n=178,399). CKD onset was defined as repeated impaired eGFR 

measures over a period of at least three months, or physician diagnosis of CKD Stage 3-5. For 

each model we assessed discrimination, calibration, and decision curve analysis. 

Results 

Seven relevant CKD risk prediction models were identified. Five models also had an associated 

simplified scoring system. All models discriminated well between patients developing CKD or 

not, with c-statistics around 0.90. Most of the models were poorly calibrated to our population, 

substantially over-predicting risk. The two models that did not require recalibration were also the 

ones that had the best performance in the decision curve analysis. 

Conclusions 

Included CKD prediction models showed good discriminative ability but over-predicted the 

actual 5-year CKD risk in English primary care patients. QKidney, the only UK-developed model, 

outperformed the others. Clinical prediction models should be (re)calibrated for their intended 

uses. 
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4.2 INTRODUCTION 

Chronic kidney disease (CKD) present a substantial burden of disease worldwide [1–4], with an 

increasing number of people being diagnosed [5,6]. A 2010 study of 2.8M UK adults reported a 

5.9% prevalence of stage 3-5 CKD [7]. In the UK, costs related to CKD care in 2009-2010 were 

estimated around £1.45 billion (1.3% of the National Health Service (NHS) budget) [8] – costs 

that are set to rise steeply [6,8]. 

Early detection of CKD, and identification of patients at increased risk of developing CKD, can 

improve care by: guiding preventive measures to slow disease progression; initiating timely 

referral to nephrology care; and supporting better allocation of resources [9]. Yet, despite efforts 

worldwide to improve detection [10], CKD often remains undiagnosed in its early stages [5]. 

Currently, most CKD clinical surveillance relies on estimated Glomerular Filtration Rate (eGFR) 

from serum creatinine testing [10]. In the UK, national clinical practice guidelines recommend 

systematic monitoring, in the primary care setting, of eGFR in patients with CKD risk factors (i.e. 

diabetes, hypertension, cardiovascular diseases, or use of particular medications) [11]. In addition, 

eGFR has been calculated routinely in UK NHS laboratories since 2006 where at least age, sex 

and creatinine variables are available – so CKD may be picked up in a variety of clinical contexts. 

The value of universal clinical/opportunistic screening for CKD remains unclear [12]. 

Risk prediction models can extend the clinical screening toolkit from measured to predicted 

disease, affording more timely intervention, for example to reduce risk factors [13]. Several 

models have been developed to predict CKD onset but most have not been validated outside the 

setting in which they were developed [14,15]. So the portability of these models to other 

populations, risk environments and healthcare settings has yet to be demonstrated. Furthermore, 

comprehesive head-to-head comparisons of these purportedly alternative models are lacking in 

the literature [14–16]. Only one comparison of two CKD prediction models in a small cohort was 

published to date [17]. 

The aim of this study was to externally validate and compare the performance of previously 

published models for predicting 5-year CKD risk using routine healthcare records from a UK 

population with well-studied, high quality electronic health records. 
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4.3 METHODS 

4.3.1 Reporting 

The reporting of this external validation study follows the TRIPOD statement [18,19], which is a 

set of recommendations for the reporting of studies describing the development, validation, or 

updating of prediction models [18,19]. 

4.3.2 Literature review 

Two recent systematic reviews, by Collins et al.[14], and Echouffo-Tcheugui and Kengne [15], 

identified prediction models on CKD onset and CKD progression [14,15]. From these reviews we 

selected models predicting CKD onset that could be used in primary care. Models were excluded 

if: 

1. they were developed for a specific subpopulation (e.g. HIV patients [20]); 

2. the covariates coefficients and regression formula were not reported in the original study; or 

3. with more than one predictor not routinely collected in UK primary care (more than one 

predictor for which we had >70% missing data in our dataset). 

Where available, we included simplified scoring systems accompanying the included prediction 

models. Such systems typically produce an integer score for each patient, where higher scores 

represent higher predicted risk but there is no relationship with absolute risk. 

4.3.3 Validation cohort 

4.3.3.1 Outcome 

The outcome of interest was onset of CKD within five years. Existing models employ various 

definitions of CKD [14,15]. For our study, we followed international guidelines [21] and 

considered a recent study [7] reporting UK CKD prevalence based on primary care records. We 

defined CKD as: 

a) the presence of at least two consecutive eGFR values below 60 ml/min/1.73 m2, as calculated 

with the Modification of Diet in Renal Disease (MDRD) formula [22] (i.e. the formula used by 

biochemical laboratories serving most of UK primary care practices, with results stored in 

primary care databases under the “451E.” Read code), over a period of three months or longer; 

or 

b) the presence of a CKD Stage 3-5 diagnostic code. 
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We were unable to incorporate albumin-creatinine ratio (ACR, a predictor of kidney damage [23] 

noted in international guidelines [21]) because ACR data are available only for selected groups 

of patients at risk of CKD, such as those on diabetes care pathways. 

4.3.3.2 Data source 

We used linked, anonymised data from the Salford Integrated Record (SIR) up to the end of 2014. 

SIR is an EHR that has been overlain on primary and secondary care clinical information systems 

for over ten years in the city of Salford (population 234k) – an early-adopter site of healthcare IT 

in the UK. SIR includes patient records submitted by all 53 primary care providers and the one 

secondary care provider for this population, stored as Read codes versions 2 and 3 [24]. The data 

cover all primary care, some of secondary care – focused on long-term conditions management – 

and all results from biochemical testing across primary and secondary care. 

4.3.3.3 Study population 

Salford is a relatively deprived population with a high burden of disease, where the EHR data 

have been used extensively to study the population’s health and care. Like all English localities, 

Salford’s primary care is measured and remunerated under the Quality and Outcomes Framework 

(QOF), including counts of the mean number of conditions per registered patient, where Salford 

falls in 61st centile [25]. 

We included all adults (aged 18 years or older) registered with a Salford practice with at least one 

record in SIR between 1st April 2009 and 31st March 2010 – the financial year. We looked at the 

financial rather than calendar year to take account of the QOF, which might have influenced the 

quality of data recorded by GPs [26,27]. For all retrieved patients the entry date was the date of 

the first record in the financial year 2009. Included patients were followed until 31st December 

2014, or censored when they moved outside of Salford or died. 

We excluded patients with CKD stage 3-5 before study entry, which was determined by diagnostic 

codes and eGFR measurements (following our definition of CKD onset). 

We also defined a cohort of patients with complete follow-up data, consisting of patients who 

either developed CKD in the study period or had at least five years of follow-up. We used this 

cohort to validate models derived with logistic regression, which requires complete follow-up 

data. 
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4.3.3.4 Predictors and missing data 

We used Read codes retrieved from clinicalcodes.org [28] to extract clinical and laboratory 

variables from the SIR database. Clinicalcodes.org is a repository of Read codes used in 

previously published articles; we used Read codes from five studies [29–33] (the full list of codes 

is available in Supplementary File 1 at 

https://bmcmedicine.biomedcentral.com/articles/10.1186/s12916-016-0650-2). For 

comorbidities, such as hypertension and peripheral vascular disease, we identified any related 

diagnostic Read code before the patient’s study entry date. If the type of diabetes was not specified 

in the diagnostic code or contradicting codes were present (i.e. diabetes type 1 and type 2 for the 

same patient), we assigned ‘type 1’ to patients with the first diabetes code before 35 years of age, 

and ‘type 2’ to all other diabetes patients. For medications, such as nonsteroidal anti-inflammatory 

drugs (NSAIDs) or hypertensive medications, we looked for at least two prescriptions in the six 

months prior to entry date. Finally, for laboratory tests, we selected the most recent result within 

12 months before the entry date. 

Since more than 90% of the population in Salford is of White British ethnicity [34], we considered 

patients without a recorded ethnicity code as White British. We imputed values for predictors 

using multiple imputation by chained equations with 10 iterations to minimise the effect of 

selectively ignoring those with any missing data (using the mice package in R [35]). 

4.3.4 Data analysis 

We implemented models developed by logistic and Cox proportional hazards (CPH) regression 

formulas using published coefficients and intercept or baseline hazard provided. For the QKidney 

models [36] we used the information from svn.clinrisk.co.uk/opensource/qkidney – a web-based 

calculator written in C was re-coded in R language as per Supplementary File 2 (available at 

https://bmcmedicine.biomedcentral.com/articles/10.1186/s12916-016-0650-2). For simplified 

scoring systems, we computed the total simplified score for each patient in our dataset. In 

addition, if the original model was a logistic regression and the intercept was not reported, we 

estimated it from information about CKD prevalence and predictors summary measures (mean 

for continuous variables and prevalence for binary variables) in the development population. 

We assessed the performance of the models and the associated simplified scoring systems in terms 

of discrimination and calibration. Discrimination is the ability of a model to distinguish between 

patients who develop and patients who do not develop CKD. Discrimination was assessed by 

calculating the area under receiving operating characteristic curve (AUC) and Harrell’s c-index 

[37–39]. 95% confidence intervals for the AUC and c-index were calculated from 500 bootstrap 

https://bmcmedicine.biomedcentral.com/articles/10.1186/s12916-016-0650-2
file:///C:/Users/paolo/Documents/Data/PhD%20thesis/6_CKD/svn.clinrisk.co.uk/opensource/qkidney
https://bmcmedicine.biomedcentral.com/articles/10.1186/s12916-016-0650-2
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iterations. We evaluated calibration by calculating the mean absolute prediction error (MAPE), 

calibration slope, and by calibration plots. MAPE is the average difference in predicted and 

observed onset of CKD, and expressed by a number between 0 and 1, with values closer to 0 

indicating better performance [40].  

 

𝑴𝑨𝑷𝑬 =  
𝟏

𝒏
∑|𝒚𝒊̂ −  𝒚𝒊|

𝒏

𝒊=𝟏

 

 

Where n is the total number of patients 𝒚𝒊̂ is the predicted risk of CKD onset for the ith patient 

and 𝒚𝒊 is the observed outcome (CKD onset or not) for the same patient. 

Calibration slopes are regression slopes of predicted probabilities fitted to the external validation 

dataset [41]. The optimal value is 1, with values smaller than 1 reflecting overfitting of the model. 

Calibration plots compare mean predicted risks with mean observed outcomes for subgroups with 

similar predicted risks. A model is considered to be well calibrated if the plot follows the 45° line 

from lower left corner to upper right corner of the plot. In our analysis, we created calibration 

plots using the R package PredictABEL [42]. 

For the simplified scoring systems, we compared sensitivity, specificity and positive predictive 

value (PPV) obtained by using the decision-making threshold that was reported in the original 

publications, as well as using the optimal threshold for our study population as calculated with 

Youden’s method [43]. If a study did not present any risk score or we could not use the proposed 

simplified score because of more than one missing predictor in our dataset, sensitivity, specificity 

and PPV was evaluated for the full model instead. 

To interpret the performance of included models we used the framework for external validation 

from Debray et al. [44]. Therefore we assessed the extent to which case-mix of the development 

datasets and our validation dataset were similar, by comparing the mean linear predictor of models 

in the two cohorts. Since individual patient data of the development datasets were not publicly 

available, the mean linear predictor was calculated as the sum of the intercept and the product of 

models coefficients and predictors’ prevalence (for binary variables) or mean (for continuous 

variables) provided in summary statistics of original studies. In order to assess how accurate the 

mean linear predictor calculation based on the summary statistics was, in our validation dataset 

we also calculated the mean linear predictor by calculating the mean and standard deviation (SD) 

of the linear predictor from the individual patient data. 

Finally, to evaluate the clinical impact of implementing the models in practice as screening tools, 

we performed two analyses. First, we performed decision curve analysis that evaluates how 
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different threshold probabilities alter the false-positive and false-negative rate expressed in terms 

of net benefit [45]. When carrying out a head-to-head comparison of different prediction models 

on the same population, the interpretation is straightforward: at each clinically relevant probability 

threshold, the model that has the highest net benefit is preferable. Models are also compared to 

the extreme choices of designating all and no patients at high risk of developing CKD. Second, 

for each model we evaluated the potential implementation of a CKD prevention high-risk 

approach [46] based on model’s prediction by calculating the proportion of observed CKD cases 

in our dataset within the highest tenth of predicted risk (i.e. the 10% of patients with highest 

predicted risks). 

Data manipulation and statistical analyses were performed using R software (www.r-project.org). 

4.3.5 Sensitivity analyses 

We performed several sensitivity analyses. First, since the risk of developing CKD in the 

asymptomatic general population is low [47], we also validated each of the models in patients 

with established CKD risk factors at entry date. Following the UK National Institute for Clinical 

Excellence (NICE) guidelines on early detection of CKD [11], these risk factors were: use of 

calcineurin inhibitor drugs, lithium, or nonsteroidal anti-inflammatory drugs (NSAIDs); diabetes 

mellitus; hypertension; acute kidney injury (AKI) in the previous two years; history of 

cardiovascular disease (CVD), renal calculi or prostatic hypertrophy, systemic lupus 

erythematosus, or haematuria; and family history of kidney disease. Second, as most models in 

our study used a single measured renal impairment to define CKD, we repeated the analysis while 

using a more inclusive definition of CKD onset as the presence of a CKD 3-5 diagnostic code or 

a single eGFR measurement below 60 ml/min/1.73 m2. Third, we considered patients who died 

during follow-up as if they developed CKD, because mortality is frequently attributable to CKD 

and most risk prediction models do not account for death as a competing risk. Fourth, we 

calculated eGFR by using the CKD-EPI (Chronic Kidney Disease Epidemiology Collaboration) 

formula [48] and repeated our main analysis (e.g. CKD defined as impaired eGFR for at least 

three months or CKD 3-5 diagnostic code). Fifth, we repeated our main analysis by using a 

prediction horizon of four instead of five years. Finally, we repeated the analyses omitting 

individuals with any missing observation. 

 

http://www.r-project.org/
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4.4 RESULTS 

4.4.1 CKD prediction models included for external validation 

Figure 4.1 depicts the model inclusion process. Of the 29 models identified by Collins et al. [14] 

and Echouffo-Tcheugui and Kengne [15], 18 were developed with the aim of predicting CKD 

onset. We excluded three models because of incomplete reporting of regression models 

(regression coefficients not fully reported) in the original paper [49] and one model because it 

was developed in a specific sub-population (namely HIV patients) [20]. We excluded a further 

seven models for which we had more than one missing predictor in our dataset, including 

Halbesma et al [50] for missing data for eGFR, urinary excretion, and c-reactive protein; Chien 

et al [51] for missing post-pondrial glucose, proteinuria and uric acid; O'seaghdha et al. [52] for 

missing eGFR and quantitative albuminuria, and finally, we excluded two models by Kshirsagar 

et. al. [53] and O'seaghdha et al. [52] because of missing low high-density lipoprotein cholesterol 

level and eGFR, respectively. The final set consisted of seven models (five logistic regression 

models and two CPH regression models) and five simplified scoring systems [36,51–56]. Table 

4.1 describes the details of the included models, and Supplementary Table 4.1, Supplementary 

Table 4.2, and Supplementary Table 4.3 detail the population characteristics of the development 

datasets, the regression coefficients, and the simplified scoring systems. 
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Figure 4.1: Procedure to identify and select CKD prediction models. 
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Table 4.1: Details of studies developing CKD prediction models that were included for external validation. 

Authors [ref] 

 

Publication year 

Study design/Study 

context 

 

 

Study period 

Ethnicity 

 

 

Age range 

Population size 

 

Number (%) 

CKD cases 

Type of models 

 

 

Time horizon 

Handling of 

missing values 

 

Method of 

internal 

validation Definition of CKD Predictors in model 

Bang et al. [54] 

 

2007 

Cross-sectional 
population-based survey/ 

Screening programme 

 
1999-2002 

US-mixed 

 

20-85 years 

8,530 

 

601 (7.5%) 

Logistic 

 

2 years 

Excluded 

 
Random split-

sample 

At least one eGFR 
measurement <60 a) 

Age, gender, anaemia, proteinuria a), hypertension, diabetes 

mellitus, history of cardiovascular disease, history of heart 

failure, peripheral vascular disease 

Chien et al [51] 
 

2010 

Prospective cohort study/ 

Secondary care 

 
2003 

Taiwan-Chinese 
 

51.2 years (mean) 

5,168 
 

190 (3.7) 

Cox 
 

4 years 

NR 
 

NR 

At least one eGFR 

measurement <60 a) 

Age, BMI, diastolic blood pressure, type 2 diabetes, history of 

stroke 

Hippisley-Cox and 

Coupland 
(QKidney®) [36] 

 

2010 

Prospective cohort 

population based/ Primary 
care 

 

2002-2008 

UK-mixed 
 

35-74 years 

1,591,884 
 

23,786 (1.5%) 

Cox 
 

5 years 

Multiple 

imputation 
 

Random split-

sample 

At least one eGFR 

measurement <45a), 
kidney transplant; 

dialysis; nephropathy 

diagnosis; proteinuria 

Age, ethnicity, deprivation, smoking, BMI, systolic blood pressure, 

diabetes mellitus, rheumatoid arthritis, cardiovascular disease, 
treated hypertension, congestive cardiac failure; peripheral 

vascular disease, NSAID use and family history of kidney 

disease. 

Kshirsagar et al. [53] 

 

2008 

Prospective cohort study/  

Community-based 
 

1987-1989 

US-white and 

black 
 

45-64 years 

9,470 

 

1605 (16.9%) 

Logistic 

 

9 years 

NR 

 
Random split 

sample 

At least one eGFR 
measurement <60 a) 

Age, gender, anaemia, hypertension, type 2 diabetes mellitus, 

history of cardiovascular disease, history of heart failure, 

peripheral vascular disease 

Kwon et al. [55] 
 

2012 

Cross-sectional survey/ 

Population-based 

 
2007-2009 

Korean-Asian  
 

>=19 years 

6,565 
 

100 (1.5%) 

Logistic 
 

1-year 

Excluded 
 

Split sample 

At least one eGFR 

measurement <60 a) 

Age, gender, anaemia, proteinuria a), hypertension, type 2 diabetes 

mellitus, history of cardiovascular disease 

O'seaghdha et al. [52] 
 

2011 

Prospective cohort study/ 

Population-based 

 
1995-2008 

US white 
 

45-64 years 

2,490 
 

229 (9.2%) 

Logistic 
 

10 years 

Excluded 
 

Bootstrap 

At least one eGFR 

measurement <60 a) 
Age, hypertension, diabetes mellitus 

Thakkinstian et al. 

[56] 
 

2011 

Cross-sectional survey/ 

Community-based 
 

NR 

Thailand-Asian 

 

>=18 years 

3,459 

 

606 (17.5%) 

Logistic 

 

1-year 

NR 

 

Bootstrap 

At least one eGFR 
measurement <90 a) 

Age, hypertension, diabetes mellitus, kidney stones 

 

Abbreviations: BMI, body mass index; CKD, chronic kidney disease; eGFR, estimated glomerular filtration rate, NR, not reported; US, United States. 

a) Predictor not included in external validation due to missing data in our dataset. 
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All models were developed outside the UK, with the exception of QKidney® [36] 

(www.qkidney.org), which was developed on a large population from England and Wales selected 

from general practices using the EMIS EHR. All included models used a different definition of 

CKD, but the majority used an older definition based only on one impaired eGFR measurement. 

Time horizons in original papers were different to our 5-year definition, with the exception of 

QKidney® [36], which however allowed other time horizons options (1-, 2-, 3- and 4- year). For 

three models, the prediction time horizon was not specified [54–56]. However, we could derive 

from study duration and data collection procedures in the original publications that the time 

horizon was one [56], two [54] and nine [54] years, respectively. For the remaining models the 

reported time horizons were between four and ten years [51,52,54]. 

Predictors included in the models were largely based on known CKD risk factors (hypertension, 

diabetes mellitus, or history of cardiovascular disease). The only biomarkers included were 

systolic and diastolic blood pressure, and body mass index (BMI). Multiple imputation of missing 

values was applied to these variables, along with deprivation, haemoglobin (i.e. to calculate 

presence of anemia) and smoking. In these predictors, missing values ranged from 1.8% to 70.0%, 

with a median value of 46.0%. Conversely, we excluded proteinuria as predictor from our 

analyses due to 94.6% of missing data (see Table 4.2), therefore the models by Bang et al [54] 

and Kwon et al [55] had one missing predictor. Finally, three of the included models, which 

derived a simplified scoring system, [53,55,57] did not report the intercept of their underpinning 

logistic regression model, therefore we estimated the intercepts from the prevalence of CKD and 

predictors’ summary statistics in original studies. 

4.4.2 Study population characteristics 

Figure 4.2 shows the cohort selection process. There were 187,533 adult patients with at least one 

record in the financial year 2009 in our database, of which 178,399 remained after applying our 

exclusion criteria, with 6,941 patients (3.9%) that died before developing CKD. There were 

162,653 patients (91.2%) who had complete follow-up data. Overall, there were 6,038 incident 

cases of CKD during the study period. Table 4.2 and Table 4.3 describe the characteristics of 

cohorts with complete and incomplete follow-up. 

  

http://www.qkidney.org/
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Figure 4.2: Validation Cohort selection. 
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Table 4.2: Patients with complete and incomplete follow-up data stratified for CKD onset; values are numbers (%) unless indicated otherwise. 

Parameters 

No CKD 
CKD 

Patients with complete follow-up Patients with incomplete follow-up 

 Missing   Missing   Missing  

Included patients 156,615 None 172,361 None 6,038 None 

Died before developing CKD 719 (0.5) None 6,941 (4) None / None 

Follow-up (mean,SD) 5.6 (0.2) None 5.4 (0.7) None 2.6 (1.7) None 

Age (mean,SD) 42.1 (16.7) None 42.7 (17.3) None 70.3 (12.5) None 

Female Gender 82,883 (52.9) None 89,389 (51.9) None 3,452 (57.2) None 

Townsend index (mean,SD) e) 1.6 (3.5) 2,900 (1.9) 1.6 (3.4) 3,244 (1.9) 1.4 (3.4) 47 (0.8) 

Ethnicity 

Not recorded 55,586 (35.6) 

Not applicabled) 

61,220 (35.6) 

Not applicable d) 

2,014 (33.4) 

Not applicable d) White 90,443 (57.8) 99,243 (57.7) 3,889 (64.5) 

Other 10,586 (6.8) 11,898 (6.9) 135 (2.2) 

Smoking e) 

Non-smoker 66,769 (48.8) 

19,901 (12.7) 

72,137 (48.4) 

23,296 (13.5) 

2,167 (37.7) 

292 (4.8) 

Ex-smoker 29,980 (21.9) 33,097 (22.2) 2,475 (43.1) 

Light smoker [1-9 cg/day] 11,072 (8.1) 12,128 (8.1) 344 (6) 

Moderate smoker [10-19 cg/day] 16,951 (12.4) 18,472 (12.4) 413 (7.2) 

Heavy smoker [>=20 cg/day] 11,942 (8.7) 13,231 (8.9) 347 (6) 

BMI [kg/m^2] (mean,SD) e) 26.6 (6) 33,717 (21.5) 28 (6.1) 38,628 (22.4) 28.4 (6) 518 (8.6) 

Diastolic blood pressure [mmHg] (mean,SD) e) 76.9 (9.8) 75,616 (48.3) 78.9 (10.2) 85,075 (49.4) 75.8 (10.2) 1,164 (19.3) 

Systolic blood pressure [mmHg] (mean,SD) e) 128.2 (15.8) 75,602 (48.3) 130.5 (16.7) 85,058 (49.3) 136.3 (16.7) 1,166 (19.3) 

eGFR [mL/min/1.73 m^2] (mean,SD) 83.7 (9.4) 118,912 (75.9) 82.5 (9.4) 131,103 (76.1) 69.4 (11.3) 1,828 (30.3) 

Hb [g/dl] e) 13.9 (1.6) 110,723 (70.7) 13.8 (1.6) 122,430 (71) 13.4 (1.7) 2,530 (41.9) 

Proteinuria a) b)  751 (0.5) 149,234 (95.3) 18 (0.2) 164,097 (95.2) 236 (3.9) 4,665 (77.3) 

Quantitative albuminuria b) c) 129 (0.1) 152,266 (97.2) 4 (0) 167,482 (97.2) 62 (1) 5,167 (85.6) 

HDL cholesterol level b) [mg/dl] (mean, SD) 25.9 (7.9) 122,477 (78.2) 26.7 (7.9) 135,066 (78.4) 25.7 (7.8) 2,413 (40) 

 

Abbreviations: BMI, body mass index; CKD, chronic kidney disease; eGFR, estimated glomerular filtration rate; HDL, high-density lipoprotein;  MDRD, modification of diet in renal disease;   

SD, standard deviation. 
a) Albumin:creatinine ratio >30mg/mmol or albumin concentration >200mg/l, or diagnostic code 
b) Variable excluded as predictor from external validation due to >70% missing values 
c) Albumin:creatinine ratio >30mg/mmol 
d) Patients without recorded ethnicity were considered as white (see Methods section) 
e) Multiple imputation applied to missing values.  
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Table 4.3: Prevalence of CKD risk factors (as expressed in NICE guidelines) stratified for CKD onset; values are numbers (%) unless indicated otherwise. 

CKD risk factors 

No CKD 

CKD (N=6,038) 
Patients with 

complete follow-up 

(N=156,615) 

Patients with 

incomplete follow-up 

(N=172,361) 

Hypertension a) 22,074 (14.1) 24,971 (14.5) 3,554 (58.9) 

Hypertensive treatment b) 22,122 (14.1) 24,769 (14.4) 3,655 (60.5) 

Type 1 Diabetes Mellitus a) 703 (0.4) 740 (0.4) 36 (0.6) 

Type 2 Diabetes Mellitus a) 5,574 (3.6) 6,383 (3.7) 1,221 (20.2) 

History of cardiovascular disease a) 11,096 (7.1) 13,407 (7.8) 2,182 (36.1) 

History of heart failure a) 743 (0.5) 1,088 (0.6) 387 (6.4) 

History of stroke a) 1,875 (1.2) 2,538 (1.5) 509 (8.4) 

Peripheral vascular disease a) 2,127 (1.4) 2,532 (1.5) 331 (5.5) 

Kidney stones a) 751 (0.5) 814 (0.5) 64 (1.1) 

Rheumatoid arthritis a) 1,321 (0.8) 1,512 (0.9) 142 (2.4) 

Systemic lupus erythematosus a) 99 (0.1) 104 (0.1) 8 (0.1) 

Family history of kidney disease a) 25 (0) 28 (0) 3 (0) 

NSAIDS use b) 5,101 (3.3) 5,389 (3.1) 402 (6.7) 

Acute kidney injury in the last 2 years 1,975 (1.3) 2,633 (1.5) 413 (6.8) 

Prostatic hypertrophy a) 967 (0.6) 1,143 (0.7) 173 (2.9) 

Haematuria a) 3,176 (2) 3,574 (2.1) 341 (5.6) 

Lithium use b) 150 (0.7) 219 (0.1) 52 (0.9) 

Tacrolimus use b) 4 (0) 5 (0) 2 (0) 

Cyclosporin use b) 12 (0.1) 20 (0) 6 (0.1) 

 

Abbreviations: NSAIDs, Non-steroidal anti-inflammatory drugs; SD, standard deviation. 

 
a) Based on diagnostic Read codes 
b) At least two prescriptions in the six months before entry date. 
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4.4.3 External validation 

Table 4.4 presents the results of the external validation: discrimination and calibration. AUC 

values ranged from 0.892 (95% Confidence Interval [CI] 0.888 to 0.985) to 0.910 (95% CI 0.907 

to 0.913) for patients with complete follow-up data, and the c-index values for the two CPH 

models on the full cohort were 0.888 (95% CI 0.885 to 0.892) [51]and 0.900 (95% CI 0.897 to 

0.903) [36] respectively. Simplified scores showed similar performance to the models from which 

they were derived. MAPE was below 0.1 for all models, with the only exception of Thakkinstian 

et al [56] for which the MAPE was 0.179 (Standard Deviation [SD] 0.161). Calibration plots (see 

Figure 4.3) and related calibration slopes (see Table 4.4) on the complete follow-up data showed 

similar figures to the MAPE analysis. Thakkinstian et al [56] confirmed a tendency for over-

predicting risk with a calibration slope of 0.44 (95% CI 0.43 to 0.45). Conversely, the only models 

that were well-calibrated to our population were the ones by Bang et al. [54] and QKidney® [36] 

with calibration slope values of 0.97 (95% CI 0.96 to 0.98) and 1.02 (95% CI 1.01 to 1.04), 

respectively. All other models over predicted risks (calibration slopes ranging between 0.53 (95% 

CI 0.52 to 0.53) and 0.68 (95% CI 0.67 to 0.69), with the exception of Kshirsagar et al. [53] that 

predicted lower risk and had a calibration slope of 1.74 (95% CI 1.72 to 1.76). 
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Table 4.4: Discrimination, MAPE and calibration slopes of included models in patients with complete follow-up data (all models and risk scores) and in the full validation 

cohort (Cox proportional hazards regression models only). 

 Study 

Patients with complete follow-up  

(N= 162,653) 

Full validation cohort 

(N= 178,399) 

AUC [95% CI] MAPE (SD) a) Calibration slope [CI] c-index [95% CI] MAPE (SD) a) 

M
O

D
E

L
S

 

Bang et al. [54]  0.899 [0.895,0.903] 0.063 (0.162) 0.97 [0.96,0.98] NA NA 

Chien et al [51]b) 0.898 [0.895,0.901] 0.081 (0.162) 0.65 [0.64,0.65] 0.888 [0.885,0.892] 0.085 (0.166) 

QKidney® [36]b) 0.910 [0.907,0.913] 0.050 (0.166) 1.02 [1.01,1.04] 0.900 [0.897,0.903] 0.052 (0.165) 

Kshirsagar et. al. [53] 0.896 [0.892,0.900] 0.068 (0.164) 1.74 [1.72,1.76] NA NA 

Kwon et al. [55]  0.899 [0.895,0.902] 0.086 (0.158) 0.68 [0.67,0.69] NA NA 

O'seaghdha et al. [52] 0.907 [0.904,0.911] 0.089 (0.169) 0.53 [0.52,0.53] NA NA 

Thakkinstian et al [56] 0.892 [0.888,0.985] 0.179 (0.161) 0.44 [0.43,0.45] NA NA 

S
IM

P
L

IF
IE

D
 

S
C

O
R

E
S

 

Bang et al. [54]  0.895 [0.891,0.899] NA NA NA NA 

Chien et al - [51] 0.880 [0.876,0.883] NA NA NA NA 

Kshirsagar et. al. [53] 0.891 [0.887,0.895] NA NA NA NA 

Kwon et al. [55] 0.895 [0.891,0.898] NA NA NA NA 

Thakkinstian et al [56] 0.869 [0.864,0.873] NA NA NA NA 

Abbreviations: AUC, area under receiver operating characteristic curve; eGFR, estimated glomerular filtration rate; NA, not applicable; SD, standard deviation; CI, confidence interval. 

a) Calculated as mean difference between observed and predicted CKD cases 

b) Cox proportional hazard regression model 
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Figure 4.3: Calibration plot of predicted and observed risk for the cohort of patients with complete follow-

up. On the bottom a rug plot in the form of histogram shows predicted values distribution. 
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Table 4.5 reports positive predictive value, sensitivity and specificity for each of the simplified 

scoring systems. In this analysis we included the full QKidney® [36] model as it does not have 

an associated simplified scoring system. We also included the full O'seaghdha et al. [52] model 

because we could not implement their scoring system: multiple predictors had 70% or more 

missing values in our dataset. For two scoring systems (Chien et al [51] and Thakkinstian et al 

[56]) the best threshold in our population was different that the threshold proposed in the 

development study. For QKidney® [36] and O'seaghdha et al. [52], who did not report a threshold 

in the development study, the optimal threshold in our population was 0.017 (SD 0.002) and 0.086 

(SD 0.010), respectively. In terms of performance, models showed similar performance, with PPV 

around 0.145, sensitivity around 0.86 and specificity around 0.80. 

The distributions of the linear predictors in the development datasets and the validation dataset, 

calculated as proposed by Debray et al [44], are shown in Table 4.6. For all models, the mean of 

the linear predictor in the validation dataset was lower than in the development datasets: we found 

mean differences between 0.2 and 0.6, except for the model of O'seaghdha et al. [52] which had 

a difference of 1.5. There were few differences between the mean linear predictors computed on 

our dataset using summary statistics compared with individual patient data. 

The threshold probability associated with the highest tenth of predicted risk varied from 0.0692, 

for QKidney® [36], to 0.4256, for the model developed by Thakkinstian et al. [56]. When 

applying these thresholds to select the 10% of patients with highest predicted risks, QKidney® 

[36] identified 64.5% of all patients that developed CKD during the study period. Proportions for 

the other models ranged from 55.2% for the model from Thakkinstian et al. [56], to 64.0% for the 

model of O'seaghdha et al. [52]. 

 



119 

Table 4.5: Positive predictive value, sensitivity and specificity for simplified scoring systems when applying to the threshold that was proposed in the development study and 

best threshold on our dataset, calculated using the Youden’s method [43]. As QKidney® does not have any associated score in the original publication, we reported results for 

the full model. O'seaghdha et al. [52] reported a simplified score system, however this could not be used in our population because of missing predictors. Therefore, we 

calculated performance for the full model instead. 

Study Threshold (SD) PPV (SD) Sensitivity (SD) Specificity (SD) 

Bang et al. [54] 
Proposed 4 0.146 (0.002) 0.865 (0.004) 0.805 (0.001) 

Best 4 0.146 (0.002) 0.865 (0.004) 0.805 (0.001) 

Chien et al [51] 
Proposed 7 0.106 (0.001) 0.916 (0.003) 0.701 (0.001) 

Best 8 0.133 (0.002) 0.863 (0.004) 0.783 (0.001) 

QKidney® [36] 
Proposed NR NA NA NA 

Best 0.017 (0.002) 0.147 (0.006) 0.870 (0.012) 0.805 (0.012) 

Kshirsagar et. al. [53] 
Proposed 3 0.143 (0.002) 0.872 (0.004) 0.799 (0.001) 

Best 3 0.143 (0.002) 0.872 (0.004) 0.799 (0.001) 

Kwon et al. [55] 
Proposed 4 0.147 (0.002) 0.862 (0.004) 0.807 (0.001) 

Best 4 0.147 (0.002) 0.862 (0.004) 0.807 (0.001) 

O'seaghdha et al. [52] 
Proposed NA NA NA NA 

Best 0.086 (0.010) 0.138 (0.007) 0.885 (0.015) 0.786 (0.015) 

Thakkinstian et al [56] 
Proposed 5 0.071 (0.001) 0.936 (0.003) 0.529 (0.001) 

Best 6 0.140 (0.002) 0.861 (0.004) 0.796 (0.001) 
 

Abbreviations: PPV, positive predictive value; NR, Not reported; NA, not applicable; SD, standard deviation. 
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Table 4.6: Mean linear predictor, calculated in development datasets and in our validation dataset (patients with complete follow-up data only). 

 Study 

Development dataset 
Validation dataset, patients with complete follow-up  

(N= 162,653) 

Mean linear predictor  

(from summary statistics) 

Mean linear predictor 

(from summary statistics) 

Mean linear predictor (SD) 

(from Individual Patient Data) 

M
O

D
E

L
S

 

Bang et al. [54]  -3.9 -4.2 -4.2 (1.4) 

Chien et al [51]b) 0.1 -0.5 -0.5 (1.5) 

QKidney® [36]b) -0.1 -0.3 -0.1 (1.9) 

Kshirsagar et. al. [53] -3.0 -3.5 -3.5 (0.8) 

Kwon et al. [55]  -3.0 -3.4 -3.3 (1.2) 

O'seaghdha et al. [52]  -2.3 -3.8 -3.8 (1.9) 

Thakkinstian et al [56] -1.6 -1.8 -1.8 (0.9) 
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Decision curves for the cohort of patients with complete follow-up are presented in Figure 4.4. 

The models by Bang et al. [54] and QKidney® [36] had the best performance. At predicted 

probability thresholds lower than 0.5 their net benefit was greater than all other models and greater 

than strategies labelling all patients at high risk (black line) or none at high risk (grey line). For 

predicted probability thresholds greater than 0.5 Bang et al. [54] and QKidney® [36] were 

equivalent to the choice of not labelling any patient as high CKD risk (grey line). 
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Figure 4.4: Decision curve analysis for the cohort of patients with complete follow-up. 
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4.4.4 Sensitivity analyses 

The sensitivity analysis conducted on patients with CKD risk factors showed comparable 

calibration and MAPE (Bang et al. [54] and QKidney® [36] were the only well-calibrated 

models), with an overall decrease in discrimination of about 0.1 (see Supplementary Table 4.4) 

compared to our main analysis. Specifically, AUC values on patients with complete follow-up 

ranged from 0.756 (95% CI 0.749 to 0.762) to 0.801 (95% CI 0.795 to 0.808) while the c-index 

values for the two Cox regression models were 0.755 (95% CI 0.749 to 0.761) [51] and 0.775 

(95% CI 0.769 to 0.781) [36], respectively. The performance of the simplified scoring systems 

was worse compared to the models from which they were derived. 

The sensitivity analysis in which CKD was defined by the presence of only one eGFR 

measurement lower than 60 ml/min/1.73 m2 or a diagnostic code for CKD 3-5 led to a higher 

prevalence of CKD onset (6.6%, n=11,351), with overall predictive model performance that 

slightly decreased (see Supplementary Table 4.5), especially in terms of calibration. CKD onset 

prevalence was also higher (3.9%, n= 6,988) when we calculated eGFR by using the CKD-EPI 

formula, with an increase in absolute numbers of ~1,000 cases and an average age in this group 

of 76 years (SD 8.1). Overall performance was similar to our main analysis, and only the model 

by Bang et al. [54] was well-calibrated in this sensitivity analysis (see Supplementary Table 4.6). 

As expected, we witnessed an increase in CKD onset prevalence (7.6%, n= 13,652) when we 

counted patients that died during follow-up as if they developed CKD, however that did not lead 

to changes in discriminative performance of the models (see Supplementary Table 4.7). 

Conversely, calibration improved for all models that were over-predicting CKD in our main 

analysis. In the analysis restricted to patients with complete data on all predictors we found an 

overall decrease in performance of about 0.08 for AUCs and c-index (see Supplementary Table 

4.8), while the sensitivity analysis that used a 4-year time horizon showed similar discriminative 

performance to our main analysis, but worse calibration for all models but QKidney® (see 

Supplementary Table 4.9). 

 

4.5 DISCUSSION 

We externally validated and compared seven published models for the prediction of CKD onset 

[14,15], using a recent five-year window with well-studied EHR data, typical of UK NHS primary 

care and chronic disease management. All models discriminated well between patients who 

developed CKD compared with those who did not. Five models had an associated simplified 

scoring system, each of which had a similar performance to its parent model. Only two models 
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were well-calibrated to the risk levels in our population [36,54]. Among the 10% of patients with 

highest predicted risks, 48.0% to 64.5% actually developed CKD. 

Two key strengths of this study are: 1) its large sample size; and 2) its cohort being based on a 

geographically-defined population rather than tied to a particular EHR, which minimizes selection 

bias at enrolment. In addition, whilst five out of seven models had already been externally 

validated [17,36,51,54,55,58] and two had been mutually compared [17], our study is the first 

comprehensive head-to-head comparison of multiple CKD prediction models on a large 

independent population. 

Three previous UK-based studies [36,58,59] have externally validated QKidney® [36] and 

reported: a c-statistic of 0.87; good calibration; and similar proportions of identified CKD cases 

among the 10% of patients with highest predicted risks. Although each study externally validated 

QKidney® [36] using UK primary care EHR data our study extended the validation. Collins et 

al. [59] and Hippisley-Cox and Coupland [36,58] adopted the same inclusion criteria (i.e. patients 

aged between 35-74 years), CKD definition (i.e. eGFR measurement <45 ml/min/1.73 m2, kidney 

transplant; dialysis; nephropathy diagnosis and proteinuria) and stratification by gender adopted 

in the original development study [36]. Whereas, our study included all adults (aged 18 years and 

over) and used a more robust definition of the outcome. 

A previous study compared the models from Chien et al. [51] and Thakkinstian et al. [56] in 

mixed-ancestry South Africans [17]. This study found that the models underestimated CKD risk 

in this population, while in our external validation both models over-predicted CKD risk. A likely 

explanation is the difference in CKD onset prevalence between the development cohorts, the 

cohort from Mogue et al. [17] dataset, and our cohort. Specifically, the study population from 

Mogue et al. [17] had a much higher prevalence of CKD cases than these development cohorts 

while our study population had a lower prevalence. 

The included prediction models and simplified scoring systems had remarkably good 

discriminative ability in our dataset, with better performance than in most of the original studies. 

This is, on the one hand, surprising because models usually perform similarly or worse in external 

validation. On the other hand, we used a more robust definition of CKD, requiring impaired eGFR 

(eGFR<60 ml/min/1.73 m2) for at least three months, rather than the one that was used in most of 

the original studies [51–55], which looks at CKD measurements in isolation. The latter definition 

inflates incidence of CKD diagnosis [36] and therefore leads to a poorer signal-to-noise ratio and 

a decrease in model performance [61], as shown in our sensitivity analysis (see Supplementary 

Table 4.5). Another advantage of our definition, which is based on the international KDIGO 

guidelines [62], is that it is closer to the definition of CKD that is currently used in UK clinical 
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practice. Along the same lines, we used the MDRD formula to calculate eGFR, which is currently 

used in UK clinical practice. We also performed a sensitivity analysis to investigate whether using 

the CKD-EPI formula [48] would have led to different results, which confirmed the findings from 

Carter et al. [63] that the CKD-EPI formula calculates lower eGFR values than the MDRD 

formula for older patients. Rather than looking at repeated measurements over time, a potential 

alternative to improve the signal-to-noise ratio would be to use an eGFR threshold lower than 60 

ml/min/1.73 m2. For example, a threshold of 45 ml/min/1.73 m2 (i.e. the one used for the 

development of QKidney® [36]) would certainly increase the likelihood of detecting patients with 

moderate to severe CKD cases. However, only a very small proportion of patients with mild CKD 

(i.e. eGFR between 45 and 60 ml/min/1.73 m2) will actually progress towards moderate to severe 

stages, and models predictions often do not predict health outcomes with very high accuracy in 

practice. Therefore, there is the risk of focusing on a too small population to have an effective 

high risk approach to disease prevention [64]. 

In the complete case analysis, and in the analysis restricted to patients with established CKD risk 

factors, there was a marked decrease in discriminative performance. In both cases, further to the 

decrease in sample size, a plausible explanation is that these analyses increased the differences in 

case-mix between development and validation datasets. The complete case analysis considers 

only patients without missing predictors, who are more likely to have had healthcare contacts 

related to their disease. As in the cohort with established CKD risk factors, this excludes a large 

group of healthy patients, and thus leads a quite different population than the one for which the 

models were developed. Based on our findings it seems that a different model is needed for 

patients with established CKD risk factors. Such a model could use other information that is not 

routinely available in the majority of the low-risk population, like creatinine levels. 

We observed an over-prediction of CKD risk by the majority of models, which can be explained 

largely by differences in case-mix between our validation cohort and the development 

populations. First, the incidence of CKD in most development datasets was higher than in our 

validation cohort. As a consequence, the baseline CKD risks calculated (i.e. model intercepts) in 

the development datasets were too high for our population. Furthermore, as the mean linear 

predictor analysis showed, our population appeared to be healthier (i.e. lower mean predictor 

values) than the populations that were used in the development studies. We also found in some 

models unexpectedly large coefficients for some covariates. For example, three of the included 

models [53–55] had coefficients for covariates such as anaemia or peripheral vascular disease that 

were either comparable or larger than more well-established CKD risk factors like diabetes or 

hypertension. Finally, another possible explanation of models’ poor calibration is the adoption of 
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a slightly different definition for some predictors in this study, in concordance to the ones used in 

the NHS, when compared to the original studies.  

No calibration problems were found for the models by Bang et al. [54] and QKidney® [36]. 

However, we left out an important predictor from the model by Bang et al. [54], proteinuria, 

because it was missing from our dataset. Because the model is well calibrated now, we expect 

that it would have overpredicted risks if proteinuria had been present. QKidney® [36] was 

originally developed in the UK primary care (England and Wales), and it was the only model for 

which the analysed time horizon (five years) was the same as in the development paper. Therefore 

a good calibration was expected. This was confirmed by the fact that we obtained similar mean 

linear predictors in our dataset to the ones reported in the original development study (Table 4.6). 

Overall, the only model that could conceivably be applied in our population without recalibration 

was QKidney® [36]. QKidney® consistently outperformed all the other models in terms of both 

discrimination and calibration, and its performance is comparable to existing validation studies 

[36,58,59]. The model could be used via the web calculator (www.qkidney.org) or directly 

integrated into EHRs. 

From a methodological perspective, there is room for improvement in CKD prediction modelling. 

First, future studies should consider to use the CKD definition provided by the international 

KDIGO guidelines [62]. This should also be used to re-estimate the CKD risk prediction models 

already available. Second, none of the models included in our analysis accounted for death as a 

competing risk. We recommend that authors of future models use methodologies [65,66] to do 

so. Third, authors should take advantage of the new opportunities offered by EHR databases to 

develop and validate future CKD predicton models [67]. Particularly, besides the possibility of 

accessing larger sample sizes and to have more predictors, EHRs give the opportunity of 

observing repeated measurements and account for changes over time of patient’s relevant 

conditions and biomarkers [67,68]. This is particularly important in CKD, where comorbidities 

and biomerkers like creatinine play a key role. Finally, authors of CKD prediction models should 

consider the possiblity of using aggregation methods [69,70], which, by considering previous 

evidence and combining strengths from different prediction models, have been proven to be more 

effective than new model development [69,70]. 

Our study has several limitations. First, we excluded eleven models that we identified from the 

two reviews [14,15] because they included variables not present in our data. However these 

models were qualitatively less applicable to our prediction population/context than those 

included. Second, we removed proteinuria from the models by Bang et al [54] and Kwon et al. 

[55] because proteinuria was rarely available for patients in our dataset, and this has likely 

http://www.qkidney.org/
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impaired the estimated performance of these models. Third, we could not reproduce the exact 

KDIGO definition of CKD because ACR is not routinelly collected in UK primary care. Again 

these limitations are unlikely to influence the implications of our findings for current practice. 

Finally, we had missing values for ethnicity and considered patients for which there was no 

ethnicity information recorded as if they were of White British ethnicity. Poor recording of 

ethnicity is an acknowledged issue in the NHS [71]. However, because of the regional nature of 

our data, which covers only the city of Salford (England, UK) where white prevalence is higher 

than 90% [34], we believe that this did not affect our findings. 

 

4.6 CONCLUSION 

To conclude, we have provided an independent, external validation of CKD prediction models 

with data that will soon be available in most parts of the UK. All included models had good 

discriminative performance, but most of them were poorly calibrated. Although no model was 

ideal, QKidney® [36] performed best, and could support a high-risk approach to CKD prevention 

in primary care. This study underlines the need for ongoing (re)calibration of clinical prediction 

models in their contexts of use.  
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4.8 SUPPLEMENTARY MATERIAL 

Supplementary Table 4.1: Population characteristics in included models’ original studies. 

Parameter 

Bang et al. 

[54] 
Chien et al [51] Kshirsagar et. al. [53] 

Kwon et al. 

[55] 
O'seaghdha et 

al. [52] 
Thakkinstian  

et al [56] 
QKidney [36] 

Total Total No CKD CKD No CKD CKD Total Total Total Total 

Number of patients 8,530 4,978 5,168 190 9,470 1,605 6,565 2,490 3,459 1,574,749 

Number of cases (%) 601 (7.5) 190 (3.7) / / / / 100 (1.5) 229 (9.2) 606 (17.5) 23,786 (1.5) 

Age (mean, SD) 46 (31.4) 51.2 (10.5) 50.8 (10.3) 60.9 (9.4) 57 (9) 62 (9) 44.2 (0.4) 57.1 (8.9) 45.2 (0.79) 47.3 (11.1) 

Gender - Female (%) 52% 36.7% 36.9% 32.1% 56% 59% 50.0% 53.0% 54.5% 49.22% 

Townsend score (mean, SD)          -0.5 (3.4) 

Ethnicity White 72% Chinese 100% Chinese 100% Chinese 100% White 78% White 83% Asian 100% White 100% Asian 100% White 95% 

Smoking status          

Non-smoker 51.11% 
Ex-smoker 18.21 

Light smoker 6.43% 

Moderate smoker 7.89% 
Heavy smoker 6.41% 

BMI [kg/m^2] (mean, SD) 28.0 (12.9) 23.9 (3.1) 23.9 (3.1) 24.7 (3.0)   23.6 (0.1)  24 (0.2) 26.7 (4.7) 
Diastolic blood pressure [mmHg] (mean, 

SD) 
 73.7(10.5) 73.5(10.5) 77.6 (11.0) 73 (11) 73 (12)     

Systolic blood pressure [mmHg] (mean, 

SD) 
 123.2 (15.8) 122.9 (15.7) 131.3 (16.2) 122 (19) 132 (22)  126 (18)  133.1 (19.5) 

eGFR [mL/min/1.73 m2] (mean, SD) 94 (48.9) 82.2 (13.1) 82.7(13.0) 68.3(7.0)   85.9  (0.7) 92 (23)   

Anemia (%) 2.7% 2.9% 2.9% 1.6% 2% 3% 8.1% 7.4%   

Postpondrial glucose [mg/dl] (mean, SD)  118.4(52.5) 118.0 (51.2) 130.9 (77.7)       

HbA1c [%](mean, SD)  5.52 (0.71) 5.51(0.70) 5.78 (0.98)       

Uric acid [mg/dl] (mean, SD)  6.11(1.46) 6.09 (1.46) 6.55 (1.47)       

CRP [mg/dl] (mean, SD)  0.15 (0.37) 0.15 (0.35) 0.23 (0.69)       

Anemia (%) 2.7% 2.9% 2.9% 1.6% 2% 3% 8.1% 7.4%   

Proteinuria (%) 10%      10.3% 17.1%   

Quantitative albuminuria (%)        9.2%   

High-density lipoprotein cholesterol 

level [mg/dl] (mean, SD) 
51.3 (34.2)         

 

Hypertension (%) 34% 23.9% 23.0% 47.9% 36% 55% 22.5% 35.3% 27.5%  

Hypertensive treatment (%)          9.94% 

Diabetes Mellitus (%) 8% Type 2 12.2% Type 2 11.8% Type 2 23.7% 9% 17% 8.3%  11.9% 
Type 1 0.28% 

Type 2 3.12% 

History of cardiovascular disease (%)     8% 17% 3.2% 8.3%  4.5% 

History of heart failure (%)     0.7 2.3    0.5% 

History of stroke (%)  0.4% 0.3% 2.1%       

Peripheral vascular disease (%) 2.7%    4% 9%    1% 

Kidney stones (%)         5.0% 0.68% 

Rheumatoid arthritis (%)          0.76% 

Systemic lupus erythematosus (%)          0.07% 

NSAIDs use (%)          27.04% 

Family history of kidney disease (%)          0.05 
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Supplementary Table 4.2: Coefficients of validated models. QKidney included also Townsend score, fractional polynomial terms for age, body mass index and systolic blood pressure as well 

as interactions between the age terms and type 1 diabetes, type 2 diabetes and treated hypertension (full details in supplementary file 1). *Cox proportional hazard model (baseline 

hazard=0.9632).**Intercept estimated from summary measures and CKD prevalence from development dataset. 

Parameter Bang et al. [54] Chien et al* [51] Kshirsagar et. al. [53] Kwon et al. [55] 
O'seaghdha et al. 

[52] 
Thakkinstian  et 

al [56] 

QKidney® [36] 

Intercept -5.4 -6.8 -4.1** -4.4** -8.3** -2.8 F M Strata 

Age  

1.55 [50-59] 

2.31 [60-69] 

3.23 [>=70] 

0.08 [per year] 

0.63 [50-59] 

1.33 [60-69] 

1.46 [>70] 

1.16 [50-59] 

1.91 [60-69] 

2.71 [>70] 

0.05 

[per year] 

0.6 [40-59] 

1.4 [60-69] 

2.1 [>70] 

Included Included  

Gender - Female 0.29  0.13 0.4      

Anaemia 0.93  0.48 0.94      

Hypertension (y/n) 0.45  0.55 0.48 0.32 0.8    

Type 1 Diabetes Mellitus (y/n) 0.44  0.33 0.73  0.9 2.10 2.51  

Type 2 Diabetes Mellitus (y/n) 0.44 0.37 0.33 0.73 0.29 0.9 1.50 1.80  

History of cardiovascular disease (y/n) 0.59  0.26 0.60   0.32 0.33  

History of heart failure (y/n) 0.45  0.50    0.82 1.04  

Hystory of stroke (y/n)  1.24        

Peripheral vascular disease (y/n) 0.74  0.41    0.30 0.38  

Proteinuria 0.83   0.48      

BMI  
0.06 

[per  kg/m2] 
   

 Included Included  

Diastolic blood pressure   
0.02 

[per  mmHg] 
   

    

Kidney stones      1    

Ethnicity      

 0.30 

0.44 

0.40 
0.15 

-0.73 

-0.57 
0.12 

0.20 

0.15 

0.69 

0.30 
0.36 

-0.19 

0.16 
0.31 

0.29 

[Indian] 

[Pakistani] 

[Bangladeshi] 
[Other Asian] 

[Black Caribbean] 

[Black African] 
[Chinese] 

[Other ethnic group] 

Treated hypertension (yes/no)       0.91 1.02  

NSAID use (yes/no)       0.26 0.25  

Family history of kidney disease (y/n)       0.75 1.27  

Rheumatoid arthritis (y/n)       0.48   

Systemic lupus erythematosus (y/n)       0.88   

Smoking      

 0.17 

0.27 
0.24 

0.36 

0.12 

0.14 
0.21 

0.22 

[Ex-smoker] 

[Light smoker] 
[Moderate smoker] 

[Heavy smoker] 

Systolic blood pressure       Included Included  

Townsend score       Included Included  
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Supplementary Table 4.3: Weights of validated simplified scoring systems. 

Parameter Bang et al. [54] Chien et al [51] Kshirsagar et. al. [53] Kwon et al. [55] Thakkinstian  et al [56] 

Age  

2  [50-59] 

3 [60-69] 

4 [>=70] 

3 [45-54] 

5 [55-64] 

8 [>=65] 

1 [50-59] 

2 [60-69] 

3 [>=70] 

2 [50-59] 

3 [60-69] 

4 [>=70] 

1 [<40] 

2 [40-59] 

4 [60-69] 

8 [>=70] 

Gender - Female 1  1 1  

Anaemia 1  1 1  

Hypertension (yes/no) 1  1 1 
1 [No] 

2 [Yes] 

Type 1 Diabetes Mellitus (yes/no) 1  1 1 
1 [No] 
3 [Yes] 

Type 2 Diabetes Mellitus (yes/no) 1 1 1 1 
1 [No] 

3 [Yes] 

History of cardiovascular disease (yes/no) 1  1 1  

History of heart failure (yes/no) 1  1   

Hystory of stroke (yes/no)  4    

Peripheral vascular disease (yes/no) 1  1   

Proteinuria 1   1  

BMI  
1 [21-25] 

2 [>=26] 
  

 

Diastolic blood pressure   
1 [66-79] 

2 [>=80] 
  

 

Kidney stones     
1 [No] 

3 [Yes] 
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Supplementary Table 4.4: Discrimination, MAPE and calibration slopes of included models in patients with established risk factors for CKD at inclusion, computed in 

patients with complete follow-up data (all models and risk scores) and in the full validation cohort (Cox proportional hazards regression models only). 

 Study 

Patients with complete follow-up  

(N= 44,183) 

Full validation cohort 

(N= 49,002) 

AUC [CI] MAPE (SD) a) Calibration slope [CI] c-index [CI] MAPE (SD) a) 

M
O

D
E

L
S

 

Bang et al. [54]  0.795 [0.798,0.802] 0.166 (0.24) 0.93 [0.91,0.95] NA NA 

Chien et al [51]b) 0.781 [0.775,0.787] 0.196 (0.232) 0.64 [0.62,0.66] 0.755[0.749,0.761] 0.166 (0.24) 

QKidney® [36]b) 0.801 [0.795,0.808] 0.144 (0.255) 0.93 [0.91,0.95] 0.775[0.769,0.781] 0.196 (0.232) 

Kshirsagar et. al. [53] 0.779 [0.773,0.786] 0.162 (0.252) 1.81 [1.77,1.86] NA NA 

Kwon et al. [55]  0.794 [0.788,0.800] 0.212 (0.211) 0.69 [0.67,0.71] NA NA 

O'seaghdha et al. [52] 0.796 [0.790,0.803] 0.207 (0.221) 0.54 [0.53,0.56] NA NA 

Thakkinstian et al [56] 0.756 [0.749,0.762] 0.23 (0.227) 0.49 [0.47,0.50] NA NA 

S
IM

P
L

IF
IE

D
 

S
C

O
R

E
S

 

Bang et al. [54]  0.786 [0.780,0.792] NA NA NA NA 

Chien et al - [51] 0.743 [0.736,0.749] NA NA NA NA 

Kshirsagar et. al. [53] 0.785 [0.779,0.790] NA NA NA NA 

Kwon et al. [55] 0.784 [0.778,0.790] NA NA NA NA 

Thakkinstian et al [56] 0.763 [0.756,0.770] NA NA NA NA 

 

Abbreviations: AUC, area under receiver operating characteristic curve; eGFR, estimated glomerular filtration rate; NA, not applicable; SD, standard deviation; CI, 95% confidence interval. 

a) Calculated as mean difference between observed and predicted CKD cases 

b) Cox proportional hazard regression model 

c) Difference in lower  
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Supplementary Table 4.5: Models and scores’ AUC and c-index discrimination as well as MAPE by adopting the CKD definition of eGFR<60 ml/min/1.73 m2 on a single 

occasion as well as a CKD 3-5 diagnostic code. 

 Study 

Patients with complete follow-up  

(N= 159,593) 

Patients with incomplete follow-up  

(N= 172,907) 

AUC [CI] MAPE (SD) a) Calibration slope [CI] c-index [CI] MAPE (SD) a) 

M
O

D
E

L
S

 

Bang et al. [54]  0.855 [0.851,0.859] 0.090 (0.218) 1.43 [1.41,1.44] NA NA 

Chien et al [51]b) 0.868 [0.865,0.871] 0.101 (0.210) 1.04 [1.03,1.05] 0.856 [0.853,0.859] 0.100 (0.207) 

QKidney® [36]b) 0.879 [0.876,0.882] 0.077 (0.228) 1.55 [1.53,1.57] 0.867 [0.864,0.870] 0.074 (0.222) 

Kshirsagar et. al. [53] 0.856 [0.852,0.859] 0.097 (0.224) 2.70 [2.67,2.73] NA NA 

Kwon et al. [55]  0.852 [0.848,0.855] 0.110 (0.204) 1.02 [1.01,1.03] NA NA 

O'seaghdha et al. [52] 0.876 [0.873,0.879] 0.104 (0.205) 0.84 [0.83,0.84] NA NA 

Thakkinstian et al [56] 0.860 [0.856,0.863] 0.186 (0.178) 0.72 [0.71,0.73] NA NA 

S
IM

P
L

IF
IE

D
 

S
C

O
R

E
S

 

Bang et al. [54]  0.851 [0.847,0.855] NA NA NA NA 

Chien et al - [51] 0.851 [0.847,0.854] NA NA NA NA 

Kshirsagar et. al. [53] 0.841 [0.837,0.845] NA NA NA NA 

Kwon et al. [55] 0.851 [0.847,0.855] NA NA NA NA 

Thakkinstian et al [56] 0.834 [0.830,0.838] NA NA NA NA 

 

Abbreviations: AUC, area under receiver operating characteristic curve; eGFR, estimated glomerular filtration rate; NA, not applicable; SD, standard deviation; CI, 95% confidence interval. 

a) Calculated as mean difference between observed and predicted CKD cases 

b) Cox proportional hazard regression model  
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Supplementary Table 4.6: Models and scores’ AUC and c-index discrimination as well as MAPE by calculating eGFR with the CKD-EPI formula. 

 Study 

Patients with complete follow-up  

(N=161,949) 

Patients with incomplete follow-up  

(N=177,102) 

AUC [CI] MAPE (SD) a) Calibration slope [CI] c-index [CI] MAPE (SD) a) 

M
O

D
E

L
S

 

Bang et al. [54]  0.908 [0.905,0.911] 0.069 (0.17) 1.05 [1.04,1.06] NA NA 

Chien et al [51]b) 0.910 [0.907,0.913] 0.082 (0.168) 0.8 [0.79,0.8] 0.9[0.897,0.903] 0.085 (0.169) 

QKidney® [36]b) 0.920 [0.918,0.922] 0.053 (0.176) 1.26 [1.25,1.27] 0.91[0.907,0.913] 0.054 (0.173) 

Kshirsagar et. al. [53] 0.905 [0.902,0.908] 0.074 (0.174) 1.96 [1.94,1.98] NA NA 

Kwon et al. [55]  0.905 [0.902,0.908] 0.093 (0.165) 0.74 [0.74,0.75] NA NA 

O'seaghdha et al. [52] 0.920 [0.917,0.923] 0.088 (0.169) 0.66 [0.65,0.66] NA NA 

Thakkinstian et al [56] 0.902 [0.899,0.905] 0.177 (0.159) 0.54 [0.53,0.54] NA NA 

S
IM

P
L

IF
IE

D
 

S
C

O
R

E
S

 

Bang et al. [54]  0.895 [0.891,0.899] NA NA NA NA 

Chien et al - [51] 0.880 [0.876,0.884] NA NA NA NA 

Kshirsagar et. al. [53] 0.891 [0.887,0.895] NA NA NA NA 

Kwon et al. [55] 0.895 [0.891,0.899] NA NA NA NA 

Thakkinstian et al [56] 0.869 [0.864,0.874] NA NA NA NA 

 

Abbreviations: AUC, area under receiver operating characteristic curve; eGFR, estimated glomerular filtration rate; NA, not applicable; SD, standard deviation; CI, 95% confidence interval. 

a) Calculated as mean difference between observed and predicted CKD cases 

b) Cox proportional hazard regression model 
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Supplementary Table 4.7: Models and scores’ AUC and c-index discrimination as well as MAPE for the sensitivity analysis by considering patients who died as if they 

developed CKD. 

 Study 

Patients with complete follow-up  

(N=169,548) 

Patients with incomplete follow-up  

(N=179,072) 

AUC [CI] MAPE (SD) a) Calibration slope [CI] c-index [CI] MAPE (SD) a) 

M
O

D
E

L
S

 

Bang et al. [54]  0.886 [0.883,0.889] 0.098 (0.219) 1.39 [1.38,1.41] NA NA 

Chien et al [51]b) 0.888 [0.885,0.891] 0.109 (0.212) 1.05 [1.04,1.06] 0.875 [0.873,0.878] 0.105 (0.207) 

QKidney® [36]b) 0.899 [0.896,0.902] 0.084 (0.230) 1.48 [1.47,1.49] 0.886 [0.884,0.8819] 0.079 (0.225) 

Kshirsagar et. al. [53] 0.881 [0.878,0.884] 0.107 (0.232) 2.72 [2.70,2.74] NA NA 

Kwon et al. [55]  0.881 [0.878,0.884] 0.119 (0.205) 1.02 [1.01,1.03] NA NA 

O'seaghdha et al. [52] 0.900 [0.897,0.903] 0.112 (0.204) 0.87 [0.86,0.88] NA NA 

Thakkinstian et al [56] 0.876 [0.873,0.879] 0.196 (0.181) 0.76 [0.75,0.77] NA NA 

S
IM

P
L

IF
IE

D
 

S
C

O
R

E
S

 

Bang et al. [54]  0.877 [0.874,0.880] NA NA NA NA 

Chien et al - [51] 0.866 [0.863,0.869] NA NA NA NA 

Kshirsagar et. al. [53] 0.868 [0.865,0.871] NA NA NA NA 

Kwon et al. [55] 0.876 [0.873,0.879] NA NA NA NA 

Thakkinstian et al [56] 0.868 [0.864,0.872] NA NA NA NA 

 

Abbreviations: AUC, area under receiver operating characteristic curve; eGFR, estimated glomerular filtration rate; NA, not applicable; SD, standard deviation; CI, 95% confidence interval. 

a) Calculated as mean difference between observed and predicted CKD cases 

b) Cox proportional hazard regression model  
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Supplementary Table 4.8: Models and scores’ AUC and c-index discrimination as well as MAPE by focusing only on patients without missing values in any predictor 

(complete cases). 

 Study 

Patients with complete follow-up  

(N=36,092) 

Patients with incomplete follow-up  

(N=39,283) 

AUC [CI] MAPE (SD) a) Calibration slope [CI] c-index [CI] MAPE (SD) a) 

M
O

D
E

L
S

 

Bang et al. [54]  0.840 [0.834,0.846] 0.13 (0.223) 0.95 [0.925,0.97] NA NA 

Chien et al [51]b) 0.828 [0.822,0.834] 0.158 (0.219) 0.65 [0.632,0.67] 0.804[0.798,0.81] 0.168 (0.222) 

QKidney® [36]b) 0.846 [0.840,0.852] 0.113 (0.234) 0.93 [0.908,0.95] 0.821[0.815,0.827] 0.12 (0.233) 

Kshirsagar et. al. [53] 0.831 [0.825,0.837] 0.128 (0.232) 1.82 [1.773,1.87] NA NA 

Kwon et al. [55]  0.839 [0.833,0.845] 0.164 (0.21) 0.7 [0.685,0.72] NA NA 

O'seaghdha et al. [52] 0.840 [0.834,0.846] 0.18 (0.222) 0.54 [0.526,0.55] NA NA 

Thakkinstian et al [56] 0.816 [0.809,0.823] 0.278 (0.202) 0.47 [0.461,0.49] NA NA 

S
IM

P
L

IF
IE

D
 

S
C

O
R

E
S

 

Bang et al. [54]  0.895 [0.891,0.899] NA NA NA NA 

Chien et al - [51] 0.880 [0.876,0.884] NA NA NA NA 

Kshirsagar et. al. [53] 0.891 [0.887,0.895] NA NA NA NA 

Kwon et al. [55] 0.895 [0.891,0.899] NA NA NA NA 

Thakkinstian et al [56] 0.869 [0.864,0.874] NA NA NA NA 

 

Abbreviations: AUC, area under receiver operating characteristic curve; eGFR, estimated glomerular filtration rate; NA, not applicable; SD, standard deviation; CI, 95% confidence interval. 

a) Calculated as mean difference between observed and predicted CKD cases 

b) Cox proportional hazard regression model  
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Supplementary Table 4.9: Models and scores’ AUC and c-index discrimination as well as MAPE by using a time-horizon of 4-year. 

 Study 

Patients with complete follow-up  

(N=172,984) 

Patients with incomplete follow-up  

(N=178,399) 

AUC [CI] MAPE (SD) a) Calibration slope [CI] c-index [CI] MAPE (SD) a) 

M
O

D
E

L
S

 

Bang et al. [54]  0.902 [0.897,0.907] 0.059 (0.143) 0.67 [0.66,0.68] NA NA 

Chien et al [51]b) 0.901 [0.898,0.904] 0.075 (0.149) 0.49 [0.48,0.49] 0.891[0.888,0.895] 0.081 (0.155) 

QKidney® [36]b) 0.914 [0.91,0.917] 0.038 (0.146) 1 [0.99,1.02] 0.904[0.9,0.907] 0.041 (0.148) 

Kshirsagar et. al. [53] 0.9 [0.896,0.904] 0.062 (0.14) 1.26 [1.25,1.28] NA NA 

Kwon et al. [55]  0.9 [0.896,0.904] 0.087 (0.148) 0.47 [0.47,0.48] NA NA 

O'seaghdha et al. [52] 0.911 [0.908,0.914] 0.085 (0.161) 0.4 [0.39,0.41] NA NA 

Thakkinstian et al [56]  0.896 [0.892,0.890] 0.176 (0.158) 0.33 [0.33,0.34] NA NA 

S
IM

P
L

IF
IE

D
 

S
C

O
R

E
S

 

Bang et al. [54]  0.895 [0.891,0.899] NA NA NA NA 

Chien et al - [51] 0.88 [0.876,0.884] NA NA NA NA 

Kshirsagar et. al. [53] 0.891 [0.887,0.895] NA NA NA NA 

Kwon et al. [55] 0.895 [0.891,0.899] NA NA NA NA 

Thakkinstian et al [56] 0.869 [0.864,0.874] NA NA NA NA 

 

Abbreviations: AUC, area under receiver operating characteristic curve; eGFR, estimated glomerular filtration rate; NA, not applicable; SD, standard deviation; CI, 95% confidence interval. 

a) Calculated as mean difference between observed and predicted CKD cases 

b) Cox proportional hazard regression model 
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5.1  ABSTRACT 

Background 

Patient portals are considered valuable conduits for supporting patients’ self-management. 

However, it is still unknown why they often fail to impact on outcomes. One reason may be 

that many evaluation studies disregard the complex process that leads to improved outcomes, 

which starts with an effective interaction with the system (step 1) in order to receive 

information (step 2), which might influence users’ decision-making (step 3). We 

systematically reviewed the literature to identify methodological approaches used to evaluate 

these aspects in patient portals. 

Methods 

We used Coiera’s information value chain as a theoretical framework to structure our search 

and synthesis. We searched MEDLINE and Scopus by combining terms related to patient 

portals and evaluation methodologies. Two reviewers selected relevant papers through 

duplicate screening, and one extracted data from the included papers. 

Results 

We included 115 articles. The large majority (n=104) evaluated aspects related to interaction 

with patient portals. Usage was most often assessed (n=61), mainly by analysing system 

interaction data (n=50). Overall usability (n=57) was commonly assessed through non-

validated questionnaires (n=44). 57 studies investigated the information received from patient 

portals, primarily by analysing interaction data to evaluate usage of specific system 

functionalities (n=34). Only eleven studies explicitly assessed the influence of patient portals 

on patients’ and clinicians’ decisions. 

Conclusions 

The information received from patient portals and their influence on decision-making are 

underinvestigated. They should be more thoroughly addressed as they might conceal some of 

the reasons for current portals’ lack of impact on health outcomes. 

 

Keywords: user-computer interface; computers/utilization; decision making; personal health 

record; patient access to records; patient portals; decision support systems, clinical.  
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5.2 INTRODUCTION 

Patient portals are seen as a key route to engage patients in care [1–6], and as a valuable 

conduit to support them with self-managing their health and conditions [6–8]. Most patient 

portals provide individuals with access to their health records, with laboratory test results as 

the most accessed piece of information [9–13]. Further, they support basic activities such as 

booking appointments online, recording symptoms, or communication with healthcare 

providers [14]. Many portals target people living with chronic conditions, including asthma, 

cancer, diabetes, and multiple sclerosis [7,15]. 

Despite the increasing availability of patient portals and reported high satisfaction among 

users [14,16,17], overall uptake remains low [18]. Additionally, many people stop using 

patient portals shortly after their first login [12], potentially because they do not consider it of 

additional value to their care [19]. Furthermore, systematic reviews found no established 

evidence of improved health outcomes related to patient portals use [20–24]. Although some 

have reported positive effects on patient engagement and satisfaction [20,21,23,24], their 

findings regarding impact on care processes and quality were inconsistent [20,21,24]. The 

reasons for such lack of impact are poorly understood [20,21]. In order to increase this 

understanding, others have advocated that more studies should focus on or take into account 

the complex processes whereby health information systems –in our case: patient portals—

might lead to improved care and outcomes [25,26]. 

Coiera proposed in his ‘information value chain’ [26] that for a health information system to 

have impact, users first need to effectively interact with it in order to receive information, 

which might then influence their decision-making. This process can be evaluated from 

different perspectives, which involve usability, usage and decision-making. We systematically 

reviewed the literature to identify studies that evaluated these aspects of patient portals, and 

to investigate the methodological approaches they used. We expect our review to provide a 

useful guide for future studies, both in terms of the most appropriate methodologies to adopt, 

as well as the aspects that warrant more research. 
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5.3 METHODS 

We followed the PRISMA statement [27] to design and report our systematic review, where 

applicable. 

5.3.1 Theoretical framework 

We used Coiera’s ‘information value chain’ as the theoretical framework [26] to guide our 

study selection and data synthesis. In this framework, Coiera explains in five steps how the 

use of health information systems might lead to a change in health outcomes [26]. A main 

feature of the information value chain is that each step can be evaluated and quantified on its 

own, with positive results in one step increasing the likelihood of obtaining improvements in 

the next steps. If we apply Coiera’s framework to patient portals, the chain starts with patients 

interacting with the system (step 1), which for example can be evaluated in terms of usability 

or usage (e.g. if and how often patients logged into the system). From some interactions, 

patients will receive information from the system (step 2). The amount and type of information 

received will depend on which patient portal functionalities patients accessed. This could be, 

for example, viewing a medication or problem lists, or laboratory results. Where the portal 

functionality allows patients to record information such as symptoms, the quantity and 

accuracy of data logged into the system can be evaluated. Step 3 will then focus on whether 

this information led to patients and clinicians making or changing a decision. For example, 

patients could decide to contact their healthcare provider if they are worried about an out-of-

range laboratory result, or notify their general practitioner of an incorrect medication entry in 

their health record. At the same time, information recorded by patients through the portal 

might lead to a clinician requesting an extra laboratory test, or updating the medication list. In 

both cases, one can count the number of decisions that changed and evaluate their 

appropriateness. Ultimately, these decisions may alter the process of care (step 4), such as a 

change in utilisation of the health care resources, patient activation or medication 

prescriptions. In some cases, such changes will lead to better health outcomes (step 5), such 

as improvements in blood sugar control or quality of life. 

In our review we focused on identifying studies that evaluated aspects of patient portals related 

to the first three steps of Coiera’s information value chain (i.e. interaction with the system, 

receipt of information, and influence on decision making) [26]. 
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5.3.2 Search strategy 

In compliance with guidance from the Cochrane collaboration [28], we searched MEDLINE 

via Ovid [29] and Scopus [30] for articles in English using both words in title, abstract, or 

keywords as well as standardized indexing terms. We combined terms referring to patient 

portals with terms pertaining to evaluations of system usage, usability and decision-making 

that reflected Coiera’s information value chain steps 1 to 3; Supplementary Table 5.1 contains 

the search syntax for both databases. The searches were performed on the 18th of July 2016, 

without limits on year of publication. 

5.3.2.1 Selection of relevant studies 

In our review, we were interested in studies that adhered to the following criteria: 

 Evaluating a patient portal, following the definition of patient portals from Irizarry et al. 

[18]. This included systems that were either “tethered” or "untethered" to an Electronic 

Health Record (EHR), as well as prototypes or mock-ups of patient portals. We focused 

on systems that gave users access to (part of) their medical records (e.g. laboratory test 

results, medications or problem lists), allowed them to enter health data, or share it with 

healthcare professionals. We excluded systems that only provided patients with 

educational material, or online booking or secure messaging functionalities; 

 Having patients, carers, or healthy volunteers from the general population as the study 

sample, as they are the people most commonly targeted by patient portals; 

 Reporting findings on patient portal use, i.e. related to at least one of the first three steps 

of Coiera’s information value chain [26]. We excluded studies that only evaluated the 

intention to use patient portals, as well as those solely reporting on the impact on care 

processes or health outcomes; 

 Systematic reviews or original articles in English, reporting on experiments in controlled 

laboratory settings, as well as on field studies in a real world context. Included studies 

could focus on a specific system or more than one system at the same time. We included 

full papers published in conference proceedings, while excluding conference abstracts. 

Narrative reviews, editorials, view point papers and grey literature were also excluded. 

After removing duplicates from the MEDLINE and Scopus searches, the principal reviewer 

(PF) independently screened the titles and abstracts of all studies, whereas two others (PB; 

SvdV) each did half. For studies considered potentially relevant, we retrieved the full papers 

to decide on final inclusion, which was also done independently and in duplicate by two 

reviewers (PF; SvdV). At both stages, disagreement was solved through discussion. 



152 

5.3.3 Data extraction and synthesis 

We developed a data abstraction form building on previous reviews of patient portals [23,31] 

and usability evaluations of health information systems [25,32,33]. We pilot-tested the form 

among the authors (PF, SvdV, MV, NP) for clarity and completeness. The final form included 

items related to general study characteristics; study population; type of patient portal (tethered 

or untethered); patient portal functionalities (access to records; data recording; data sharing); 

study design (within-subject; between-subject; mixed); ecology (naturalistic or controlled); 

setting (field, laboratory or remote); guided by theoretical framework (yes or no); evaluation 

methods; and metrics reported. For studies that used questionnaires as an evaluation method, 

we also recorded if the adopted instrument had been previously validated, based on previous 

work, or developed for the specific study (i.e. ad-hoc questionnaire). Examples of validated 

instruments are the System Usability Scale (SUS) [34]; Computer System Usability 

Questionnaire (CSUQ) [35] for usability; and the Questionnaire for User Interface Satisfaction 

(QUIS) [36]. One author (PF) extracted the data for all studies. Uncertainties during the data 

extraction process were discussed and resolved by discussion with a second member of the 

research team (SvdV). 

We performed a qualitative synthesis of the extracted data and organised our results according 

to the steps in Coiera’s information value chain. For each step, we highlighted the different 

aspects there were evaluated, the method used, and commonly reported metrics. 

 

5.4 RESULTS 

The searches from MEDLINE and Scopus yielded 1,379 potentially relevant articles. Of those, 

161 were selected for full-text screening, resulting in a total of 115 studies to be finally 

included in the review (Figure 5.1) [9,11,37–149]. 
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Figure 5.1: Flow diagram of screening and inclusion of relevant studies. 
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5.4.1 Study characteristics 

Table 5.1, Table 5.2 and Table 5.3 display a summary of the information extracted on the 

characteristics and design of the 115 included studies, and the patient portals they evaluated; 

full details of each included study are provided in Supplementary Table 5.2. 

5.4.1.1 General study characteristics 

Out of all studies we found 111 unique projects. Some studies reported different analyses from 

the same project [66,110,126,149], whereas others reported preliminary [67,117] and final 

results [9,65] of the same project separately. Table 5.1 shows their characteristics. The 

majority were performed in the United States (n=81; 74%), were published after 2010 (n=73; 

66%), had patients with a specific condition as their study population (n=39; 34%), and had 

more than 100 participants (n=59; 53%). 
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Table 5.1: General characteristics of included unique projects (total n=111). 

General study characteristics N (%) References 

Year of publication   

 Before 2005 7 (7) [9,44,68,83,84,87,88,117] 

 From 2005 to 2010 31 (27) 
[38,41,42,45,47,49,52,53,56,59,61,73,76,80,85,97,102,103,108,111–

114,116,118,120,127,130,135,147,148] 

 After 2010 73 (66) 
[11,37,39,40,43,46,48,50,51,54,55,57,58,60,62–67,69–72,74,75,77–79,81,82,86,89–96,98–

101,104–107,109,110,115,119,121–126,128,129,131–134,136–146,149] 

Georgraphical location   

 United States 81 (74) 
[9,38–40,43–49,52–58,61,64–70,73–75,77,80–85,88–90,92–95,98–101,103–105,107–

112,117,120–125,127–135,137–142,144–148] 

 Europe  17 (15) [11,37,42,50,60,62,72,76,79,86,87,96,102,106,113,114,116] 

 Canada  8 (7) [41,59,63,71,78,91,97,115] 

 Other 5 (4) [51,119,126,136,143,149] 

Study population   

 People living with a specific condition 39 (34) 
[38,40,43,44,48,50,53,56,57,60,62–64,67,71,72,75,78,79,81,83,86,88,92–

94,96,97,105,106,108,116,124,127,128,133,136,143,145] 

 General population 34 (32) 
[9,45–47,49,55,58,65,66,68,69,73,74,77,84,89,95,99,100,102,104,110,112,113,115,117–

120,122,123,126,129,137,142,144,149] 

 Primary care patients 25 (22) [11,37,42,52,54,61,70,87,90,98,101,107,108,114,121,125,132,134,135,138–140,146–148] 

 Carers 8 (7) [39,80,82,85,91,103,111,131] 

 Other 5 (4) [41,51,59,76,130] 

Sample size   

 <30 28 (26) [9,37,39,42,43,45,46,50,51,53,55–57,65,67,75,77,78,83,85,91,107–109,111,114–117,143] 

 Between 30 and 100 20 (18) [38,47,59,60,62–64,68,73,82,87,88,90,99,100,102,105,112,113,137] 

 More than 100 59 (53) 
[11,40,41,48,49,52,54,58,61,66,69–72,74,76,79–81,84,86,89,94–98,101,103,106,110,118–

136,138–142,144,146–149] 

 Not reported/unclear 4 (3) [44,92,93,104] 
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5.4.1.2 Type of patient portals evaluated 

The 115 included studies reported evaluations of a total of 80 different patient portals. 

Eighteen were tested in more than one study, with a median of two studies (range, 2 to 10) 

reporting on the same patient portal. MyChart (n=10) [48,66,84,92,99,110,125,129,131,141] 

and Patient Gateway (n=9) [52,61,98,134,135,138,146–148] were the patient portals that 

appeared in most studies. The majority of the tested patient portals were tethered (n=58, 73%), 

and 32 (40%) were prototypes (Table 5.2). Data recording functionalities and access to records 

were provided by 53 (66%) and 58 (73%) of patient portals, respectively. 
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Table 5.2: Type of patient portal evaluated (total n=80). 

Type of patient portal evaluated N (%) References 

Patient portal type   

 Tethered 
58 (73) 

[9,11,39–42,44,48,50,52,54,56,58,60–72,74,76–79,81,82,84,86–101,103–113,115–119,121,124,125,127–

135,137–142,145–148] 

 Untethered 22 (28) [37,38,43,45–47,49,51,53,55,57,59,73,80,83,85,102,114,120,122,123,126,136,143,144,149] 

Prototype
 
a)   

 Yes 32 (40) [37,39,43,53,55–57,62,63,68,69,75,80,81,83,85,88,91,95,102,108,109,111,112,114–116,124,143–145] 

 No 
51 (64) 

[9,11,38,40–42,44–52,54,58–61,63–65,67,70–74,76–79,82,84,86,87,89,90,92–94,96–101,103–107,110,113,117–

123,125–142,146–149] 

Main functionalities a)   

 Access to records 
58 (73) 

[9,11,39–42,44,48,50,52,54,58,60–72,74–79,81,82,84,86–101,103–113,115–119,121,123–125,127–135,137–

142,145–148] 

 Data recording 
53 (66) 

[9,37–40,42–62,66,69–71,73–75,77,79,80,82–86,88,89,92,96–100,102,106,110,112–123,125–130,133–

138,140,141,143,144,146–148] 

 Data sharing 
30 (38) 

[9,37–39,44–47,49,50,52,56,61,62,70,71,73,74,79,82,88,98,100,102,112–114,116–119,121,123,127,130,133–

136,138,146–149] 
 

a) Categories are not mutually exclusive. 
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5.4.1.3 Evaluation characteristics 

Most of the 115 included studies (n=93; 81%) followed a within-subject design, were 

longitudinal (n=69; 40%), and were carried out in the field (n=84; 73%); the most frequently 

used ecology was naturalistic (n=76; 66%) (Table 5.3). In a minority of studies (n=14; 12%), 

authors explicitly referred to a theoretical framework they used to guide their analysis, with 

the Technology Acceptance Model [150] and Nielsen’s usability heuristics [151] being the 

most frequently cited. 
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Table 5.3: Evaluation characteristics of the included studies (total n=115). 

Evaluation characteristics N (%) References 

Study design   

 Within-subject  93 (81) 
[9,11,37,39,40,42–49,51–61,65–69,71–80,83–88,90–94,96–112,114–120,122,123,125–

132,134,137,140–144,146,147,149] 

 Between-subject  20 (18) [38,41,50,62–64,81,82,89,113,121,124,131,133,135,136,138,139,145,148] 

 Mixed 2 (2) [70,95] 

Temporal factor   

 Cross-sectional 45 (39) 
[11,39,45–48,50,53,55,56,64–67,69,73–75,77,80,81,83–85,87,91,95,99,100,105,107–

111,114,115,120,122,124,128–130,134,143] 

 Longitudinal 69 (60) 
[9,37,38,40–44,49,51,52,54,58–63,68,70–72,76,78,79,82,86,88–90,92–94,96–98,101–

104,106,112,113,116–119,121,123,125–127,131–133,135–142,144–149] 

 Mixed 1 (1) [57] 

Study setting a)   

 Laboratory 30 (26) [39,45–47,53,55–57,65–67,73,77,83,85,87,91,95,99,100,107–112,114,115,143] 

 Field 84 (73) 
[9,11,37,38,40–44,49–52,54,57–64,68–72,74–76,78,79,82,84,86,88–90,92–94,96–98,101–

106,113,116–142,144–149] 

 Remote 4 (4) [48,57,80,81] 

Ecology a)   

 Controlled 41 (36) 
[38,39,41,45,46,53,55–57,62,65–67,70,73,77,80–83,85,91,95,99,100,107–111,113–

115,121,124,130,135,138,143,145,148] 

 Naturalistic 76 (66) 
[9,11,37,40,42–44,47–52,54,57–61,63,64,68–72,74–76,78,79,84,86–90,92–94,96–98,101–

106,112,116,118–120,122,123,125–129,131–134,136,137,139–142,144,146,147,149] 

Theoretical framework used   

 Yes 14 (12) [39,43,48,64,75,80,93,107,108,113,114,146,149] 

 No 101 (88) [9,11,37,38,40–42,44–46,49–63,65–74,76–79,81–92,94–106,109–112,115–125,127–145,147,148] 
 

a) Some publications reported on different phases of the study, reporting multiple study settings and ecologies. 
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5.4.2 Evaluation methods 

Table 5.4 displays the methods that studies applied to evaluate the different aspects of patient 

portal use. Overall, interaction with patient portals (Coiera’s step 1), users receiving 

information (step 2), and influence of patient portals on patients’ and clinicians’ decisions 

(step 3) were evaluated in 104 (90%), 57 (50%) and 11 (10%) studies, respectively. Overall, 

49 studies (43%) looked at two steps out of the first three in Coiera’s information value chain 

[9,37,38,40,41,43,44,48,49,52,54,57–62,70,72,74,75,81,88–90,92,94,96,97,101–

103,112,116–119,121,123,125,127,130,131,133,137–139,141,146]. Only four studies (4%) 

[11,126,134,136] considered all first three steps. 

Of the 80 unique systems we found, step 1 was evaluated in 77 (96%) cases, step 2 in 41 

(51%), and step 3 in nine (11%) systems. Overall, 39 systems (49%) had only one of the three 

steps evaluated, while 35 (44%) had two, and six systems had all of the first three Coiera's 

steps evaluated. 
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Table 5.4: Synthesis of methods used to evaluate Coiera’s steps 1 to 3. a) Percentages are calculated for each aspect separately. 

Evaluated aspects Evaluation methods N (%) a) References 

Step 1: Aspects related to the interaction with the system (n=104)    

Overall usability (n=57, 55%) Questionnaire  55 (96) [37,39–41,43,44,48–50,52,56,57,59–65,67–70,72,73,78,80–

82,84,87,88,91,95,97,99,100,107–

111,113,114,116,117,120,123,124,127,134,143,145,146] 

 Interview or focus groups 9 (16) [9,53,60,63,75,84,110,117,145] 

Usability – Identifying user interface issues (n=15, 15%) Think-aloud  11 (73) [39,45,55,75,85,107,109,111,114,115,143] 

 Interviews or focus groups  6 (40) [46,75,77,107–109] 

 Video recording or observations 4 (27) [46,53,75,77] 

 Questionnaire 1 (7) [45] 

Usability – Effectiveness (n=18, 17%) Tasks analysis 17 (94) [39,45,47,65,66,73,80,81,83,91,95,99,100,109–111,143] 

 System interaction logs analysis 1 (6) [60] 

Usability – Efficiency (n=12, 12%) Task analysis 11 (92) [45,46,65,67,77,85,87,95,111,114,143] 

 User interface Event Mining 1 (8) [45] 

 Questionnaire 1 (8) [85] 

 System interaction logs analysis 1 (8) [88] 

Usage (n=61, 59%) System interaction logs analysis 50 (83) [9,40–43,49,52,54,57–63,68,70,71,75,78,79,86,89,90,92–

94,96,98,101,103,104,106,112,113,117–119,121,125,127,129,131–

133,136,139,142,144,148] 

 Questionnaire  10 (15) [11,48,72,74,82,105,124,126,128,149] 

 Data log analysis 1 (2) [38] 

Step 2: Aspects related to receiving information from the system (n=57)    

Usage of different functionalities (n=47, 82%) System interaction logs analysis 34 (72) [9,40,41,43,44,51,58–60,62,70,75,88–90,92,94,96,101,103,112,117–

119,125,127,131,133,135,138–142] 

 Questionnaire 9 (19) [11,48,49,72,74,97,122,126,146] 

 Data log analysis 5 (11) [40,52,61,136,137] 

Record completeness, quality or quantity (n=11, 19%) Data log analysis 10 (91) [37,38,52,59,61,102,116,130,135,138] 

 Questionnaire 1 (9) [133] 

Records shared with health professionals (n=4, 7%) System interaction logs analysis 3 (75) [61,127,138] 

 Data log analysis 1 (25) [52] 

System resource utilisation (n=4, 7%) System interaction logs analysis 3 (75) [44,57,76] 

 Google Analytics 1 (25) [114] 

Behavioural styles (n=3, 5%) System interaction logs analysis 2 (67) [90,101] 

 Factor analysis 1 (33) [76] 

 Interviews 1 (33) [90] 

 Hierarchical clustering 1 (33) [101] 

Step 3: Aspects related to the influence of system use on decisions (n=11)     

Patient’s’ decisions (n=5, 45%) Questionnaire 5 (100) [11,81,126,134,136] 

Clinician’s’ decisions (n=6, 55%) Data log analysis 6 (100) [102,121,130,137,138,147] 

 Interviews 2 (33) [121,138] 
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5.4.2.1 Step 1: Interaction (n=104) 

5.4.2.1.1 Usability 

Usability was the most studied aspect related to interaction, with four different themes that 

emerged from our synthesis of the included studies. 

The first theme included studies that analysed the overall usability of the system with 

questionnaires (n=55). These were mostly ad-hoc questionnaires that included questions 

aimed at assessing the user experience and satisfaction with the system. Only in 11 cases 

[43,48,63,69,97,107,109,111,113,120,143] the questionnaires were validated or based on 

previous work: the SUS questionnaire [34] was used in two studies, and the IBM Computer 

Usability Satisfaction Questionnaire [35] and QUIS [36] were used once. 

The second theme is represented by studies that aimed at identifying usability issues with the 

user interface. Within this theme, the most common method was the think-aloud technique 

(n=11), where participants verbalise their thoughts and actions while using the system. 

The third and fourth usability theme focused on the effectiveness and efficiency of the 

interaction with the patient portal. Task analysis was the main method adopted, with 17 and 

11 studies applying this approach to evaluate effectiveness and efficiency, respectively. Of 

these, 15 were laboratory-based, while two were performed remotely, with participants who 

completed the simulated tasks via an online system (i.e. without having to attend any 

laboratory session). Percentage of successful tasks (n=10) [45,66,80,81,83,99,109–111,143] 

and time to complete a task (n= 12) [45,46,65,67,77,85,87,95,111,114,143] were the most 

common reported metrics for effectiveness and efficiency, respectively. Four studies applied 

cognitive task analysis and evaluated effectiveness and efficiency in relation to the cognitive 

processes of users while using the system [65,66,73,100], while four provided an overall 

effectiveness score for each participant [66,99,100,110]. This was calculated as a weighted 

sum of all points that users got during each task multiplied by coefficients that the researchers 

assigned to reflect the difficulty of each task. Efficiency was also assessed once through User 

Interface event mining (i.e. reporting the number of clicks or keystrokes to accomplish a task), 

and with a validated questionnaire (i.e. National Aeronautical and Space Administration Task 

Load Index [152]) that aimed to measure users’ burden when performing the tasks. 

5.4.2.1.2 Usage 

Usage was another commonly evaluated aspect of interaction with patient portals. The 

analysis of system interaction logs that was most frequently used (83%), with the percentage 

of active users within the study population being the main metric reported (n= 47) 
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[9,11,38,42,48,49,52,54,57,58,60–62,68,70–

72,74,75,79,86,89,93,94,96,98,101,103,105,106,117,118,121,124–

129,131,132,136,139,142,144,148,149]. Whereas most studies defined participants as an 

active user if they logged into the portal at least once, four studies applied logging in at least 

twice [60,62,93,101]; in one case, utilisation of the main patient portal functionality was an 

additional criterion for being qualified as a user [60]. Often, authors reported the frequency of 

use over the study period as an additional metric (n=43) [9,11,40,41,43,58–60,62,63,70–

72,74,78,79,82,86,90,92,93,96,98,101,103,105,106,112,113,117–119,124–

129,133,136,139,142,149]. 

5.4.2.2 Step 2: Receiving information (n=57) 

Usage of the specific patient portal functionalities was the main aspect that was evaluated in 

relation to receiving information, with similar methods and metrics being reported as for 

overall system usage in step 1. Most authors considered participants an active user of a specific 

functionality if they accessed it at least once, with some reporting also the frequency of use or 

number of actions per session (n=11) [9,49,59,74,75,101,103,117–119,133]. In studies where 

the main purpose of the system was data recording (e.g. daily activities or symptoms), data 

completeness, accuracy, quality and quantity were often additionally evaluated through 

analysing data logs (n=10). 

System resources utilisation (e.g. number of pages viewed, or number of server requests) was 

also evaluated (n= 4), while three studies derived behavioural styles of users based on the type 

and frequency of information they accessed. 

5.4.2.3 Step 3: Effect on decision-making (n=11) 

Studies that evaluated the influence of patient portal use on decision-making frequently 

employed questionnaires to assess the effect on patients’ decisions (n=5). The reported metrics 

were percentage of patients deciding to implement lifestyle changes (n=4) [11,126,134,136], 

percentage of patients who would act on their laboratory results by calling their doctor 

immediately [81], and percentage of patients who contacted their healthcare professionals 

after seeing their problem list [134]. Clinicians’ decisions were mostly assessed by data logs 

analysis (n=6), reporting the following metrics: adverse drug events that clinicians could have 

identified on the basis of information provided by patients via the patient portals 

[121,137,138]; appropriate medication prescriptions and requested diagnostic tests [130]; 

additional diagnoses [102]; clinicians’ updates of the medication regimen [147]. 
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5.5 DISCUSSION 

5.5.1 Summary of findings 

We performed a systematic review of the literature on evaluations of patient portal usability, 

usage and influence on decision-making. Our review was guided by Coiera’s information 

value chain as a theoretical framework. Almost all included studies that evaluated patient 

portal usage or usability did so with a focus on interaction, using system interaction logs 

analysis, questionnaires, think-aloud techniques and task analysis as the main evaluation 

methods. Only half of included studies looked at the information that was received from the 

portal, mainly assessing the usage of different system functionalities through the analysis of 

interaction logs. Finally, 10% of studies explicitly assessed the influence of the patient portal 

on patients’ or clinicians’ decisions. 

5.5.2 Relation to other studies 

Although many systematic reviews have been recently published on patient portals [8,14,20–

22,24,31,153], our systematic review is the first that focused comprehensively on usability, 

usage and decisions-making from a methodological perspective. Our findings are consistent 

with those reported by Irizarry et al. [18]. Their realist review aimed to identify factors 

influencing patients’ engagement with patient portals. They found 120 studies around five 

major topics (i.e. patient adoption, provider endorsement, health literacy, usability, and 

utility). Although they followed a different search strategy and their aim was not to review the 

methodologies used in the included studies, they also reported on many studies where patients 

were considered as active users if they logged in at least once. Furthermore, they identified 20 

studies that considered usability of patient portals, most of which used questionnaires. 

Our findings are also in line with two methodological systematic reviews that looked at 

usability studies of Electronic Health Record systems [33] and current practice in usability 

studies [32], respectively. They also found that usability effectiveness and efficiency was 

infrequently evaluated [32,33]. This is surprising given that effectiveness and efficiency are 

essential usability qualities defined by standardization documents including the ISO 9241-11 

[154]. Furthermore, Hornbæk et al. [32] concluded already in 2006 that most of the studies 

evaluating usability through questionnaires used non-validated instruments that were often 

designed ad hoc for the study in question. Our review showed that that ten years after 

Hornbæk's review this methodological issue still often goes unaddressed in patient portal 

evaluations. 
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5.5.3 What is the meaning of the findings and what are their implications? 

To better understand how patient portals can change decision making, each of the steps along 

Coiera's information value chain should be evaluated. Ideally this happens for the same system 

within a single study context. However, less than half of the portals had two steps in the 

information value chain addressed, and there were only six for which all three steps had been 

evaluated. Furthermore, we observed that the number of studies that focussed on the first three 

steps of Coiera’s information value chain decreased steeply along the chain: whereas the 

interaction with the system was addressed in 104 studies, receiving information from patient 

portals and their influence on decision-making was only evaluated 57 and 11 times, 

respectively. As a chain can only be as strong as its weakest link, some of the unknown reasons 

for patient portals’ lack of impact might be concealed by these under-investigated aspects. The 

influence of patient portals on decisions is less straightforward to measure than the other steps 

in Coiera’s information value chain, as this often involves looking at variables that are not 

routinely and consistently collected (e.g. being part of the discussion between clinicians and 

patients or patient’s life style). However, we still were able to identify some studies that looked 

at the influence of patient portals on decision making by patients. The opportunities to measure 

patients' decisions will increase in the future, as more behaviours in everyday life are routinely 

captured through digital media [155]. 

From a methodological perspective, there may be room for improvement in patient portal 

evaluation studies. First, questionnaires to evaluate usage could be combined with analysis of 

system interaction logs, as relying only on questionnaires might be prone to recall mistakes 

[25] and lack in objectivity [32,156]. Furthermore, considering people who logged into a 

system once to be active users is likely to be oversimplistic. As with any new technology, 

people are likely to try out a portal before they decide to actually use it. More complex and 

comprehensive metrics that combine frequency of system and functionality usage may be 

more appropriate for usage evaluations [157]. Second, authors of future studies should 

consider using validated questionnaires to evaluate usability, user satisfaction, and user 

experience [32,34–36,152,156]. This could address concerns about the validity of the results, 

as well as enhance the comparability of these results across different studies [32,156]. 

5.5.4 Limitations 

This systematic review has several limitations. First, we adopted a specific perspective to 

investigate our research question by choosing Coiera’s information value chain. Although it 

is an established theoretical framework that effectively describes the evaluation of informatics 

systems, our findings have been biased towards the steps of that chain. This implies that other 
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aspects that are likely to influence whether patient portals lead to improved health outcomes, 

such as socio-economic factors and health system characteristics, were out of scope for our 

review. Second, some of the steps in the chain may have been easier to search the literature 

for than others. Whilst we used a comprehensive strategy in which all steps were addressed 

by multiple search terms, we cannot exclude that our search strategy was more sensitive 

towards steps with more available text words and MeSH terms. Third, we did not perform the 

data extraction in duplicate. Therefore, this phase of the reviewing process might have been 

more prone to errors than the others; it was up to the discretion of the primary reviewer to 

discuss items that were less straightforward to extract and required more interpretation. 

 

5.6 CONCLUSIONS 

Our systematic review highlights important weaknesses and gaps in the evidence base on 

patient portals; weaknesses in methods, with the common use of single log-in studies and non-

validated questionnaires; and major gaps in research into the amount of information received 

via portals and its influence on the decisions made by patients and clinicians. Addressing these 

gaps with appropriate methodology is likely to uncover important reasons for why current 

patient portals seem to have such little impact on health outcomes. 
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5.9 SUPPLEMENTARY MATERIAL 

Supplementary Table 5.1: Syntax of searches implemented in Medline and Scopus. 

Medline search Scopus search 

( 

User-computer interface [MeSH] OR 

Computers/utilization [MeSH] OR 

Decision making [MeSH] OR 

Medication Errors/[MeSH] OR 

Usability.tw OR 

(User* adj3 (experience* OR satisfaction).tw) 

OR 

UX.tw OR 

Interface*.tw OR 

User*cent*d design.tw OR 

Patient*cent*d design.tw OR 

Think*aloud.tw OR 

Talk*aloud.tw OR 

Screen*record*.tw OR 

Video*record*.tw OR 

Eye*track*.tw OR 

Gesture*track*.tw OR 

Log*.tw OR 

Click*through*analysis.tw OR 

Google*analytics.tw OR 

((Risk* OR Data OR result*) adj3 

interpret*).tw OR 

((Out*of*range OR abnormal OR normal OR 

in*range) adj3 (identif* OR detect* OR 

spot*)).tw OR 

(action* OR decision*).tw OR 

Information*processing.tw OR 

Decision*making.tw OR 

(Medic* adj3 (error* OR discrepan* OR 

reconcil* OR accuracy)).tw 

) 

 

AND 

 

(Personal Health Record [MeSH] OR 

Patient Access to Records [MeSH] OR 

Patient* portal*.tw OR 

Personal* adj3 Health Record*.tw) 

 

 

(TITLE-ABS-KEY("Patient Access to 

Record$"))  

OR (TITLE-ABS-KEY(personal W/3"Health 

Record$"))  

OR (TITLE-ABS-KEY("patient* portal*"))  

 

AND  

 

( (TITLE-ABS-KEY(user$ W/3 experience))  

OR (TITLE-ABS-KEY(user$ W/3 satisfaction))  

OR (TITLE-ABS-KEY(usability))  

OR (TITLE-ABS-KEY("Decision$making"))  

OR (TITLE-ABS-KEY(computer$utili$ation))  

OR (TITLE-ABS-KEY(talk$aloud))  

OR (TITLE-ABS-KEY(think$aloud))  

OR (TITLE-ABS-KEY("Patient$cent*d 

design"))  

OR (TITLE-ABS-KEY("User$cent*d design"))  

OR (TITLE-ABS-KEY(interface$))  

OR (TITLE-ABS-KEY(ux))  

OR (TITLE-ABS-KEY(google$analytics))  

OR (TITLE-ABS-KEY(click$through$analysis))  

OR (TITLE-ABS-KEY(log*))  

OR (TITLE-ABS-KEY(eye*track*)) 

OR (TITLE-ABS-KEY("screen*record*"))  

OR (TITLE-ABS-KEY("video*record*"))  

OR (TITLE-ABS-KEY((risk OR data OR result) 

W/3 interpretation))  

OR (TITLE-ABS-

KEY("Information$processing"))  

OR (TITLE-ABS-KEY(action* OR decision*))  

OR (TITLE-ABS-KEY ((Out*of*range OR 

abnormal OR normal OR in*range) W/3 

(identif* OR detect* OR spot*))) OR (TITLE-

ABS-KEY(medication*error*))) 
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Supplementary Table 5.2: Main items extracted from included publications. 

Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[37] 2014  

 

 Italy 

Hypertension diagnostic kit  

 

 Primary care patients 

Within-subject 

design  

 

 Naturalistic 

Field  

 

  Longitudinal  (7 days) 

Target population  

 

 15 

Interaction with the system: 

 

Overall usability (Questionnaire [Non-validated questionnaire]); 

 

Receiving information from the system: 

 
Data completeness (Data logs analysis [% patients with complete data 

recorded]) 

[38] 2010  

 
 US 

George Washington University  

 
 Patients with mental health issues 

Between-

subject design  
 

 Controlled 

Field  

 
 Longitudinal (90 days) 

Target population  

 
 48 (25 paper 

chart vs 23 

patient portal) 

Interaction with the system: 

 
Usage (Data logs analysis [% of patients with at least 1 day rated]); 

 

Receiving information from the system: 
 

Data completeness (Data logs analysis [% of day with complete data]); 

 

Data quality (Data logs analysis [correlation with clinicians judgement 

]); 

 
Data quantity (Data logs analysis [Number of recorded days]) 

[39] 2014  

 
 US 

MyAsthma  

 
 Parents of children with asthma 

Within-subject 

design  
 

 Controlled 

NR (likely to be lab)  

 
 Cross-sectional 

Target population  

 
 5 parents and 5 

clinicians 

Interaction with the system: 

 
Usability issues (Think-aloud [Usability issues found]); 

 

Effectiveness (Task analysis [% of users that completed all tasks]); 
 

Overall usability (Questionnaire [Non-validated questionnaire]) 
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[40] 2015  

 

 US 

Patient centered toolkit  

 

 Patients during hospitalisation and 
their carers 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (6-
months) 

Target population  

 

 239, 
 

16 also usability 

questionnaire 
(56% respense 

rate) 

Interaction with the system: 

 

Overall usability (Questionnaire [SUS]); 
 

Usage (Login analysis [Frequency of use]); 

 
Overall usability (Questionnaire [Non-validated questionnaire]); 

 

Receiving information from the system: 
 

Functionalities usage (Data logs analysis [% of patients inputting 

overall goal at least once,% of patients inputting daily goal at least 
once,% of patients inputting preferences at least once,% of patients 

sending at least one message, % of patients accessed a functionality]); 

 
Functionalities usage (System interaction logs analysis [% of patients 

inputting overall goal at least once,% of patients inputting daily goal at 

least once,% of patients inputting preferences at least once,% of 
patients sending at least one message, % of patients accessed a 

functionality]) 

[41] 2007  
 

 Canada 

iampregnant.org  
 

 Pregnant women 

Between-
subject design  

 

 Controlled 

Field  
 

 Longitudinal (2 years, 

11 months) 

Target population  
 

 193 (97 

personalised 
information/96 

general 

information) 

Interaction with the system: 
 

Usage (Login analysis [number of logins]); 

 
Overall usability (Questionnaire [Non-validated questionnaire, easy-

of-use and perceived usefulness metioned]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [functionalities 
accessed]) 

[42] 2010  

 
 UK 

HealthSpace  

 
 Primary care patients 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (3 years) 

Target population  

 
 21 

Interaction with the system: 

 
Usage (System interaction logs analysis [Number of patients with at 

least a login,Number and % of patients that activated account to access 

records]) 
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[43] 2012  

 

 US 

Dietary intake monitoring 

application  

 
 Patients in haemodialysis 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (6 weeks) 

Target population  

 

 18 

Interaction with the system: 

 

Usage (Login analyisis [Frequency of use]); 
 

Overall usability (Questionnaire [Validated usability questionnaire, 

Susan Rawl]); 
 

Receiving information from the system: 

 
Functionalitites usage (System interaction logs analysis [Number of 

features used per patient]) 

[44] 2004  
 

 US 

University of Washington  
 

 Patients needing orthopedic care 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (255 

days) 

Target population  
 

 NA 

Interaction with the system: 
 

Overall usability (Questionnaire [Non-validated questionnaire]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [Number of 
subject that used the referral functionality,% of requests from different 

users,time system used,time to complete a referral request,time to 

submit a request after creating account,average time spent on each 
category of pages]); 

 

System resource utilisation (System interaction logs analysis [Number 
of page requests]) 

[45] 2010  

 
 US 

Google Health, Microsoft 

Healthvault  
 

 General population 

Within-subject 

design  
 

 Controlled 

Lab  

 
 Cross-sectional 

Healthy 

volunteers  
 

 15 

Interaction with the system: 

 
Usability issues (Questionnaire [Usability issues found 

questionnaire]); 

 
Effectiveness ( Task analysis [% of successful tasks]); 

 

Efficiency1 (UI event mining [number of clicks and keystroke 
behaviour]); 

 

Efficiency2 (Task analysis [time to complete tasks]) 
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Aspect (Method[Metric]) 

[46] 2011  

 

 US 

Google Health, 

 

Microsoft HealthVault,  
WorldMedCard  

 

 General population 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Healthy 

volunteers  

 
 18 

Interaction with the system: 

 

Usability issues (Video recordingand Interviews [usability issues 
found]); 

 

Efficiency (task analysis [Time to complete tasks]) 

[47] 2006  

 

 US 

University of Washington  

 

 Elderly 

Within-subject 

design  

 
 Naturalistic 

Lab  

 

 Cross-sectional 

Target population  

 

 41 

Interaction with the system: 

 

Effectiveness (Cognitive task analysis [% of patients that required 
assistance with the patient portal and task]) 

[48] 2015  

 

 US 

MyChart  

 

 Patients with mental health issues 

Within-subject 

design  

 
 Naturalistic 

Remote  

 

 Cross-sectional 

Target population  

 

 177 

Interaction with the system: 

 

Usage (Questionnaire [% of users,% of participants that used it more 
than once]); 

 

Overall usability (Questionnaire [Questionnaire based on previous 
work, easy to use]); 

 

Receiving information from the system: 

 

Functionalities usage (Questionnaire [non-validated questionnaire]) 

[49] 2009  
 

 US 

University of Washington  
 

 Elderly 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (33 

months) 

Target population  
 

 330 (14 replied 

to survey) 

Interaction with the system: 
 

Usage (Login analysis [% used it at least once,% that used it more than 

once, % of activities that required assistance]); 
 

Overall usability (Questionnaires [Non-validated questionnaire 

{perceived usefulnees mention}, based on previous work]); 
 

Receiving information from the system: 

 
Functionalities usage (Questionnaire [Frequency of use]) 

[50] 2014  

 
 UK 

myhealthlocker  

 
 Patients with mental health issues 

Between-

subject design  
 

 Naturalistic 

Field  

 
 Cross-sectional 

Target population  

 
 8 (questionnaire) 

/23 (system use) 

Interaction with the system: 

 
Overall usability (Questionnaire [Non-validated likert scores]) 
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[51] 2012  

 

 Australia 

Healthy.me  

 

 Couples undergoing 
 

in-vitro fertilization (IVF) 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (8 weeks) 

Target population  

 

 14 

Receiving information from the system: 

 

Additional information accessed (Interviews  [patients accessing 
additional resources]); 

 

Functionalities usage (Login analysis [% patients accessed each 
features, % patients entered data]) 

[52] 2008  

 
 US 

Patient Gateway  

 
 Primary care patients 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (18 

months) 

Target population  

 
 1,457 

Interaction with the system: 

 
Usage (Login analysis [% of patients accessed the module]); 

 

Overall usability (Questionnaire [Non-validated questionnaire]); 
 

Overall usability (Questionnaire [Nin-validated questionnaire, easy of 

use]); 
 

Receiving information from the system: 

 
Data sharedness (Data logs analysis [% of information reviewed by 

GPs]); 

 
Functionalities Usage (Data logs analysis [% of patients accessed 

medication module,% of patients edited information and sent to the 

GP]) 

[53] 2010  

 

 US 

University of Massachusetts  

 

 Patients with non cancer chronic 
pain 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 4 

Interaction with the system: 

 

Usability issues (Video recording [Usability issue found]); 
 

Overall usability (interview [qualitative, easy of use and perceived 

usefullness]) 

[54] 2011  
 

 US 

www.MyPreventiveCare.org  
 

 Primary care patients 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (6 

months) 

Target population  
 

 50,124 

Interaction with the system: 
 

Usage (System interaction logs analysis [% of patients that establisehd 

and account, % of users, % of patients used it more than once]); 
 

Receiving information from the system: 

 
System resource utilisation (Google analytics [Average number of 

visitors per month, average visit time, average number of pages 

visited]) 
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[55] 2011  

 

 US 

Colorado Care Tablet  

 

 Elderly 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 1 

Interaction with the system: 

 

Usability issues (Think aloud [Usability issues found]) 

[56] 2010  

 
 US 

University of Hyogo  

 
 Patients with diabetes 

Within-subject 

design  
 

 Controlled 

Lab  

 
 Cross-sectional 

Healthy 

volunteers  
 

 18 

Interaction with the system: 

 
Overall usability (Questionnaire [Non-validated questionnaire]) 

[57] 2016  

 
 US/Taiwan 

DiabeticLink  

 
 Patients with diabetes 

Within-subject 

design  
 

 Controlled and 

Naturalistic 

Lab/Remote/Field  

 
 Cross-

sectional/Longitudinal 

(18 months) 

Target population 

and Healthy 
volunteers  

 

 24 

Interaction with the system: 

 
Usage (System interaction logs analysis [Registred users, Number of 

users, Number of sessions]); 

 
Overall usability (Questionnaire and Video recording [non-validated 

questionnaire]); 

 
Receiving information from the system: 

 

System resource utilisation (System interaction logs analysis [Total 

page views]) 

[58] 2015  

 
 US 

EpicCare  

 
 General population 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (24 

months) 

Target population  

 
 534 

Interaction with the system: 

 
Usage (System interaction logs analysis [% of patients that created an 

account, % of patients that activated the account, median number of 

logins per month]); 
 

Receiving information from the system: 

 
Functionalities usage (System interaction logs analysis [% of patients 

using each functionalities, % of patients using 0,2,3,4 functions]) 
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[59] 2010  

 

 Canada 

University of British Columbia  

 

 Mothers after birth 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (1 week) 

Target population  

 

 60 ( 27 paper /33 
patient portal) 

Interaction with the system: 

 

Usage (System interaction logs analysis [frequency of use]); 
 

Overall usability (Questionnaire [non validated likert-score]); 

 
Receiving information from the system: 

 

Data quantity (Data logs analysis [Differences in data recorded]); 
 

Functionalities usage (System interaction logs analysis [Frequency of 

use]) 

[60] 2015  

 

 UK 

myhealthlocker  

 

 Patients with mental health issues 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal  (12 
months) 

Target population  

 

 58 (10 
interviews) 

Interaction with the system: 

 

Effectiveness (System interaction logs analysis [Number of sessions 
with assistance, % of forms submitted with assistance]); 

 

Usage (System interaction logs analysis [% of users {at least two 
logins and one Patient Reported Outcome Form submitted},Number of 

logins, Mean patient portal utlisation in months]); 

 
Overall usability (Questionnaire and Interviews [Non-validated 

questionnaire]); 

 
Receiving information from the system: 

 

Functionalities usage (Login data [Number of Patient Reported 
Outcome Form submitted]) 
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[61] 2007  

 

 US 

Patient Gateway  

 

 Primary care patients 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal  (14 
months) 

Target population  

 

 2,779 (437 
survey) 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of patients that accessed 
the module within those that signed up]); 

 

Overall usability (Questionnaire [Non-validated questionnaire, easy of 
use]); 

 

Receiving information from the system: 
 

Data sharedness (Login data [% of updated records seen by 

clinicians]); 
 

Functionalities usage (Data logs analysis [% of patients with an 

upcoming visit that reviewed and updated their records]) 

[62] 2012  

 

 France 

Sanoia  

 

 Patients with idiopathic 
thrombocytopenic purpura 

Between-

subject design  

 
 Controlled 

Field  

 

 Longitudinal  (6 
months) 

Target population  

 

 43 (15,14,14) 

Interaction with the system: 

 

Overall usability (Questionnaire [Non-validated  questionnaire]); 
 

Usage (System interaction logs analysis [% adherence {minimum of 2 

logins},Average frequency of use]); 
 

Receiving information from the system: 

 
Functionalities usage (System interaction logs analysis [% of patients 

recorded data]) 

[63] 2012  
 

 Canada 

My Diabetes Wellness Portal, 
ProPortal  

 

 Patients with diabetes or prostate 
cancer  

Between-
subject design  

 

 Naturalistic 

Field  
 

 Longitudinal (3 

months) 

Target population  
 

 46/53 

Interaction with the system: 
 

Usage (System interaction logs analysis [Average number of login per 

day, average session length in minutes]); 
 

Overall usability (Questionnaire and focus group [Non-validated 

questionnaire {based on previous work} and focus groups, Thematic 
analysis]); 

 

Overall usability (Questionnaire [Non-validated questionnaire {based 
on previous work} and focus group, based on previous work, 

Thematic analysis]) 
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[64] 2014  

 

 US 

MyHealthProfile,MyHealthProfile-

Plus  

 
 Patients with HIV 

Between-

subject design  

 
 Naturalistic 

Field/lab  

 

 Cross-sectional 

Target population  

 

 42 surveys/15 
focus groups 

Interaction with the system: 

 

Overall usability (Questionnaire [Non-validated questionnaire, based 
on two validated instruments, easy of use]) 

[65] 2014  

 
 US 

Johns Hopkins University  

 
 Elderly 

Within-subject 

design  
 

 Controlled 

Lab  

 
 Cross-sectional 

Target population  

 
 14 patients/19 

careers 

Interaction with the system: 

 
Effectiveness (Cognite task analysis [cognitive walkthrough] [ % 

participants asking for assistance]); 

 
Efficiency (Cognite task analysis [cognitive walkthrough] [Time to 

complete the task]); 

 
Overall usability (Questionnaire [non-validated questionnaire, easy of 

use]) 

[66] 2013  

 
 US 

MyChart  

 
 General population 

Within-subject 

design  
 

 Controlled 

Lab  

 
 Cross-sectional 

Target population  

 
 107 

Interaction with the system: 

 
Effectiveness (Cognitive task anaysis [% of patients that completed 

correctly each task,Overall Performance score ]) 

[67] 2013  

 

 US 

Johns Hopkins University  

 

 Elderly 

Within-subject 

design  

 

 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 7 patients/16 

caregivers 

Interaction with the system: 

 

Efficiency (Task analysis [Time to complete the task]); 

 
Overall usability (Questionnaire [non-validated questionnaire, easy of 

use]) 

[68] 2002  
 

 US 

PCASSO  
 

 General population 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (12 

months) 

Target population  
 

 41 

Interaction with the system: 
 

Usage (Login data [% that used It at least once, % that used it at least 

5 times]); 
 

Overall usability (Questionnaire [non-validated questionnaire]) 

[69] 2011  

 

 US 

HealthATM  

 

 Underserved populations 

Within-subject 

design  

 

 Naturalistic 

Field  

 

 Cross-sectional 

Target population  

 

 144 (115 

cmpleted) 

Interaction with the system: 

 

Overall usability (Questionnaire [Validated questionnaire, System 

usability Scale survey]) 
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[70] 2012  

 

 US 

Wellness Portal   

 

 Primary care patients 

Mixed  

 

 Naturalistic 
and Controlled 

Field  

 

 Longitudinal (6 
months + 12 months) 

Target population  

 

 30/422 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of patients used it at least 
once, frequency of use]); 

 

Overall usability (Questionnaire [Non- validated questionnaire, easy of 
use]); 

 

Receiving information from the system: 
 

Functionalities usage (System interaction logs analysis [% of patients 

that complete at least one task, % of patients used every function]) 

[71] 2014  

 

 Canada 

BCDiabetes  

 

 Patients with diabetes 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (4 years) 

Target population  

 

 157 

Interaction with the system: 

 

Usage (Login data [% of patients that used it at east once, frequency of 
use]) 

[72] 2014  

 

 The 

Netherlands 

www.reumacentrumtwente.nl  

 

 Patients with rheumatoid arthritis 

Within-subject 

design  

 

 Naturalistic 

Field  

 

 Longitudinal (5 

months) 

Target population  

 

 194 

Interaction with the system: 

 

Usage (Questionnaire [% of users, frequency of use]); 

 

Overall usability (Questionnaire [non-validated questionnaire, easy of 

use]); 
 

Receiving information from the system: 
 

Functionalities usage (Questionnaire [% of patients who accessed their 

records]) 

[73] 2009  
 

 US 

Google Health, 
 

Microsoft HealthVault  

 
 General population 

Within-subject 
design  

 

 Controlled 

Lab  
 

 Cross-sectional 

Target population  
 

 30 

Interaction with the system: 
 

Effectiveness (Task analysis [Errors qualitative]); 

 
Overall usability (Questionnaire [Non-validated questionnaire]); 

 

Overall usability (Questionnaire [Non-validated queationnaire]) 
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[74] 2012  

 

 US 

MyGroupHealth  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Cross-sectional 

Target population  

 

 256 

Interaction with the system: 

 

Usage (Questionnaire [% of users in the last 12-months, frequency of 
use]); 

 

Receiving information from the system: 
 

Functionalities usage (Questionnaire [frequency of use of each specific 

feature]) 

[75] 2016  

 

 US 

myNYP  

 

 Patients during hospitalisation 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Cross-sectional 

Target population  

 

 21 phase one/12 
phase two 

Interaction with the system: 

 

Usability issues (Observation Interviews and Think aloud [Thematic 
analysis]); 

 

Usage (System interaction logs analysis [% of users {phase one}]); 
 

Overall usability (Interviews [Thematic analysis]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [Frequency]) 

[76] 2008  
 

 The 
Netherlands 

Radboud University Nijmegen 
 

Medical Centre  
 

 Couples undergoing 

 
in-vitro fertilization (IVF) 

Within-subject 
design  

 
 Naturalistic 

Field  
 

 Longitudinal  (3 years) 

Target population  
 

 1150 

Receiving information from the system: 
 

Behavioural styles (Factor  Analysis [% of patients pertaining to each 
behavioural style]); 

 

Resources utilisation (System interaction logs analysis [Number of 
page views for each functionality]) 

[77] 2011  

 

 US 

MyHealtheVet  

 

 Veterans 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 24 

Interaction with the system: 

 

Usability issues (Video recording Face recording and interviews  
[Usability issues found]); 

 

Efficiency (Task analysis [Time to complete a task]) 

[78] 2013  

 

 Canada 

PROVIDER  

 

 Patients with prostate cancer 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (6 
months) 

Target population  

 

 22 

Interaction with the system: 

 

Usage (System interaction logs analysis [Number of logins, frequency 
of use]); 

 

Overall usability (Questionnaire [non validated questionnaire]) 
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[79] 2013  

 

 UK 
(Scotland) 

MyDiabetesMyWay  

 

 Patients with diabetes 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (2 years) 

Target population  

 

 3,391 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of users,number of distinct 
users per months]) 

[80] 2010  

 
 US 

MyMediHealth  

 
 Parents of children with a chronic 

condition 

Within-subject 

design  
 

 Controlled 

Remote  

 
 Cross-sectional 

Target population  

 
 202 

Interaction with the system: 

 
Effectiveness (Task analysis [% of correct tasks,Number of attempts to 

complete task]); 

 
Overall usability (Questionnaire [Non-validated questionnaire]) 

[81] 2014  

 

 US 

University of Michigan  

 

 Patients with a chronic condition 

Between-

subject design  

 
 Controlled 

Remote  

 

 Cross-sectional 

Target population  

 

 1817 (971 with 
diabetes) 

Interaction with the system: 

 

Effectiveness (Task analysis [% of correct tasks]); 
 

Overall usability (Questionnaire [Non-validated questionnaire]); 

 
Influence of the system on decisions-making: 

 

Patients decisions (Questionnaire [% of patients that would call their 

doctor immediately]) 

[82] 2015  

 
 US 

MyAsthma  

 
 Parents of children with asthma 

Between-

subject design  
 

 Controlled 

Field  

 
 Longitudinal (12 

months) 

Target population  

 
 30/30 

Interaction with the system: 

 
Usage (Questionnaire [% of submitted portal surveys, frequency]); 

 

Overall usability (Questionnaire [Non-validated questionnaire]) 

[83] 2004  

 

 US 

Johns Hopkins University (2)  

 

 Patients requiring thyroid 
hormone treatment 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 14 

Interaction with the system: 

 

Effectiveness (Task analysis [% of correct tasks]) 

[84] 2004  

 

 US 

MyChart  

 

 General population 

Within-subject 

design  

 

 Naturalistic 

Field  

 

 Cross-sectional 

Target population  

 

 1,421 replied to 

the survey/30 

focus groups 

Interaction with the system: 

 

Overall usability (Questionnaire and focus group [Non-validated 

questionnaire, easy of use]) 
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[85] 2010  

 

 US 

Boston University  

 

 Parents of children with attention 
deficit 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 NR/7 

Interaction with the system: 

 

Usability issues (Think aloud [issues found]); 
 

Effectiveness (Task analysis [% of correct tasks]); 

 
Efficiency1 (Task analysis [Time to complete tasks]); 

 

Efficiency2 (Survey-Questionnaire [Validated questionnaire {Task 
burden, NASA Task Load Index}]) 

[86] 2014  

 
 UK 

PatientView  

 
 Patients with chronic kidney 

disease 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (4 years) 

Target population  

 
 11,352 

Interaction with the system: 

 
Usage (System interaction logs analysis [% of users, % patients used 

beyond one month, % of patients that used it beyond 6 months, 

frequency of use]) 

[87] 2004  
 

 UK 

EMIS  
 

 Primary care patients 

Within-subject 
design  

 

 Naturalistic 

Lab  
 

 Cross-sectional 

Target population  
 

 100 

Interaction with the system: 
 

Efficiency (Task analysis [Time to complete task]); 

 

Overall usability (Questionnaire [Non- validated questionnaire, easy of 

use]) 

[88] 2004  
 

 US 

University of Washington  
 

 Patients needing orthopedic care 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (7 

months) 

Target population  
 

 61 

Interaction with the system: 
 

Efficiency (System interaction logs analysis [Time to complete 

request]); 
 

Overall usability (Questionnaire [Non-validated questionnaire]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [number of 
patients that used functionality]) 
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[89] 2014  

 

 US 

University of Iowa  

 

 General population 

Between-

subject design  

 
 Naturalistic 

Field  

 

 Longitudinal (1 year) 

Target population  

 

 802 (portal): 273 
(non portal) 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of patients that logged on, 
% of high users {defined as logging in and recording data in  separate 

occasions}, % low users {recording data in a single occasion}]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [% of patients 
that recorded data]) 

[90] 2011  

 
 US 

Worcester Polytechnic Institute  

 
 Primary care patients 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (19 

months) 

Target population  

 
 NA/40 

Interaction with the system: 

 
Usage (System interaction logs analysis [Number of users, frequency 

of use]); 

 
Receiving information from the system: 

 

Behavioural styles (System interaction logs analysis and Interviews 
[Interaction styles found]); 

 

Functionalities usage (System interaction logs analysis [Average 
number of feature accessed per user]) 

[91] 2013  

 
 Canada 

Physician PArent Decision 

Support System  
 

 Parents of premature infants 

Within-subject 

design  
 

 Controlled 

Lab  

 
 Cross-sectional 

Target population  

 
 8 

Interaction with the system: 

 
Effectiveness (Task analysis [number of errors]); 

 

Overall usability (Questionnaire [Non-validated questionnaire {Easy 
of use, learnability}, number of positive comments]) 

[92] 2014  

 

 US 

MyChart  

 

 Patients with cancer 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (5 years) 

Target population  

 

 NA 

Interaction with the system: 

 

Usage (System interaction logs analysis [Frequency of use, number of 
frequent infrequent users {compared to median value of total 

logins}]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [total number 
of times a functionalities was used, % for each functionality]) 
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[93] 2012  

 

 US 

MyHealthProfile  

 

 Patients with HIV 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (2 years) 

Target population  

 

 NA 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of users {at least 2 logins 
on separate days}, frequency of use]) 

[94] 2011  

 
 US 

kp.org  

 
 Patients with diabetes 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (12 

months) 

Target population  

 
 14,102 

Interaction with the system: 

 
Usage (System interaction logs analysis [% of users]); 

 

Receiving information from the system: 
 

Functionalities usage (Login data anlysis [% of patients that used a 

specific functionality]) 

[95] 2012  
 

 US 

University of North Carolina  
 

 General population 

Mixed  
 

 Controlled 

Lab  
 

 Cross-sectional 

Target population  
 

 106 

Interaction with the system: 
 

Effectiveness (Task analysis [Recall, Accuracy]); 

 
Efficiency (Task analysis [Time to complete the task]); 

 

Overall usability (Questionnaire [Non-validated questionnaire, easy of 

use]) 

[96] 2014  

 
 The 

Netherlands 

e-Vita  

 
 Patients with diabetes 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (6 weeks) 

Target population  

 
 1197 

Interaction with the system: 

 
Usage (System interaction logs analysis [% users, frequency of use]); 

 

Receiving information from the system: 
 

Functionalities usage (System interaction logs analysis [functionalities 

accessed during first login, number of functionalities accessed during 
the first login]) 

[97] 2010  

 
 Canada 

InfoWell  

 
 Patients with cancer 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (6 weeks) 

Target population  

 
 311 

Interaction with the system: 

 
Overall usability (Questionnaire [Non-validated questionnaire, based 

on PHWSUQ]); 

 
Receiving information from the system: 

 

Functionalities usage (Questionnaire [functionalities accessed]) 

[98] 2011  
 

 US 

Patient Gateway  
 

 Primary care patients 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (20 

months) 

Target population  
 

 75,056 

Interaction with the system: 
 

Usage (System interaction logs analysis [% of adopters {patients who 

activated their account}, frequency of use]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[99] 2014  

 

 US 

MyChart  

 

 General population 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 51 

Interaction with the system: 

 

Effectiveness (Task analysis [performance score {sum of all point got 
in simple and hard tasks}]); 

 

Overall usability (Questionnaire [Non-validated questionnaire]) 

[9] 2002  

 

 US 

PatCIS  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (36 
months) 

Target population  

 

 13 

Interaction with the system: 

 

Overall usability (Questionnaire [Non-validated questionnaire]); 
 

Usage (System interaction logs analysis [% of users, frequency of 

use]); 
 

Overall usability (Interviews [qualitative]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [functionalities 
used, number of actions per session,]) 

[100] 2015  

 

 US 

University of Miami  

 

 General population 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 51 

Interaction with the system: 

 

Effectiveness (Cognitive task anaysis [overall performance score]); 
 

Overall usability (Questionnaire [Non validated questionnaire]) 

[101] 2015  
 

 US 

MyGeisinger  
 

 Primary care patients 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (12 

months) 

Target population  
 

 3,297 

Interaction with the system: 
 

Usage (System interaction logs analysis [% of patients that used it at 

least twice, session length,frequency of use ]); 
 

Receiving information from the system: 

 
Behavioural styles (System interaction logs analysis and PCA and 

hierarchical clustering [Number of patients in each cluster and 

characteristics of each cluster]); 
 

Functionalities usage (System interaction logs analysis [functionalities 

used, frequency of use, ratio between administrative and care-related 
functions]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[102] 2005  

 

 France 

EPI-MEDICS  

 

 General population 

Within-subject 

design   

 
 Naturalistic 

Field  

 

 Longitudinal (6 
months) 

Target population  

 

 50 

Receiving information from the system: 

 

Data quality (Data logs analysis [% of data judged up to standard]); 
 

Data quantity (Data logs analysis [number of records]); 

 
Influence of the system on decisions-making: 

 

Clinicians decisions (Data log analysis [patients diagnosed with 
specific condition on the basis of the recorded data]) 

[103] 2010  

 
 US 

I-Rounds  

 
 Parents of children with cardiac 

disease 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (2.5 

years) 

Target population  

 
 270 

Interaction with the system: 

 
Usage (System interaction logs analysis [% of users {did not clearly 

define who a user was}, frequency of use]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [Funcionalities 
accessed, frequency of use]) 

[104] 2012  

 

 US 

MyHealthAtVanderbilt  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (9 weeks) 

Target population  

 

 NA 

Interaction with the system: 

 

Usage (System interaction logs analysis [Total number of sessions]) 

[105] 2013  

 
 US 

MyHealthAtVanderbilt  

 
 Patients with diabetes 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Cross-sectional 

Target population  

 
 75 

Interaction with the system: 

 
Usage (Questionnaire [% of users, frequency of use]); 

 

Receiving information from the system: 
 

Functionalities usage (focus groups [thematic analysis]) 

[106] 2016  
 

 The 

Netherlands 

e-Vita  
 

 Patients with diabetes 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (1 year) 

Target population  
 

 132 

Interaction with the system: 
 

Usage (System interaction logs analysis [% of patients that used it at 

least once, % of patients that used it more tna once, frequency of use]) 

[107] 2014  
 

 US 

MySafe-T.net  
 

 Primary care patients 

Within-subject 
design  

 

 Controlled 

Lab  
 

 Cross-sectional 

Target population  
 

 22 

Interaction with the system: 
 

Usability issues (Think aloud Interviews and focus groups [Usability 

issues found]); 
 

Overall usability (Questionnaire [Validated instruments, preceived 

usefulness]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[108] 2009  

 

 US 

MySafe-T.net  

 

 Primary care patients 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 22 

Interaction with the system: 

 

Usability issues (Interviews [Usability issues found]); 
 

Overall usability (Questionnaire [Non-validated questionnaire, 

preceived usefulness and ease of use]) 

[109] 2011  

 

 US 

HealthView  

 

 Patients with cardiovascular 
disease 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 20 

Interaction with the system: 

 

Usability issues (Think aloud and Interviews [usability issues found]); 
 

Effectiveness (Task analysis [% of errors/give up, % of help 

requests]); 
 

Overall usability (Questionnaire [Validated questionnaire, Chin et al]) 

[110] 2014  

 
 US 

MyChart  

 
 General population 

Within-subject 

design  
 

 Controlled 

Lab  

 
 Cross-sectional 

Target population  

 
 107 

Interaction with the system: 

 
Effectiveness (Task analysis [performance score {sum of all point got 

in simple and hard tasks}]); 

 

Overall usability (Questionnaire and Interviews [Non-validated 

questionnaire]) 

[111] 2009  
 

 US 

MyCare Connection  
 

 Parents of children with diabetes, 

arthritis and cystic fibrosis 

Within-subject 
design  

 

 Controlled 

Lab  
 

 Cross-sectional 

Target population  
 

 16 

Interaction with the system: 
 

Usability issues (think aloud [Usability issues found]); 

 
Effectiveness (Task analysis [% of successful tasks]); 

 

Efficiency (Task analysis [time to complete tasks]); 
 

Overall usability (Questionnaire [validated questionnaire, IBM 

computer usability satisfaction questionnaires]) 

[112] 2007  

 

 US 

Nanyang technological University  

 

 Elderly (disabled) 

Within-subject 

design  

 
 Naturalistic 

Lab  

 

 Longitudinal (18 
months) 

Target population  

 

 46 

Interaction with the system: 

 

Usage (System interaction logs analysis [frequency of use]); 
 

Receiving information from the system: 

 
Functionalities usage (System interaction logs analysis [% of patients 

that accessed each functionality]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[113] 2005  

 

 Denmark 

akteonline.de  

 

 General population 

Between-

subject design  

 
 Controlled 

Field  

 

 Longitudinal (1 month) 

Target population  

 

 50 

Interaction with the system: 

 

Usage (Login data analys [frequency of use]); 
 

Overall usability (Questionnaire [Validated questionnaire {calculated 

reliability in the study}]) 

[114] 2008  

 

 Italy 

Fondazione Bruno Kessler  

 

 Primary care patients 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 16 

Interaction with the system: 

 

Usability issues (Think aloud [Usability issues found]); 
 

Efficiency (Task analysis [Time to complete the tasks]); 

 
Overall usability (Questionnaire [Non-validated questionnaire]) 

[115] 2015  

 

 Canada 

Alberta personal health record  

 

 General population 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 21 

Interaction with the system: 

 

Usability issues (Think aloud [Usability issues found]) 

[116] 2007  

 

 Portugal 

P’ASMA  

 

 Patients with asthma 

Within-subject 

design  

 

 Naturalistic 

Field  

 

 Longitudinal (8 weeks) 

Target population  

 

 21 

Interaction with the system: 

 

Overall usability (Questionnaire [Non-validated questionnaire]); 

 

Receiving information from the system: 
 

Data quantity (Data logs analysis [Number of records [paper-based vs 

patient portal]]) 

[117] 2001  

 

 US 

PatCIS  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (19 
months) 

Target population  

 

 13 

Interaction with the system: 

 

Overall usability (Questionnaire [Non-validated questionnaire]); 
 

Usage (System interaction logs analysis [% of users, frequency of use, 

session length]); 
 

Overall usability (Interviews [qualitative]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [number of 
actions per session]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[118] 2006  

 

 US 

PatientSite  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (12 
months) 

Target population  

 

 780 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of patient that logged in 
each month]); 

 

Receiving information from the system: 
 

Functionalities usage (System interaction logs analysis [% of patients 

that accessed a functionality each month]) 

[119] 2016  

 

 Korea 

My Chart in My Hand  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (16 
months) 

Target population  

 

 7,096 

Interaction with the system: 

 

Usage (System interaction logs analysis [frequency of use, total 
number of logins, light user if below the median, heavy if above the 

median]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [frequency of 
use of each functionality, total number times a functionality was 

used]) 

[120] 2009  

 
 US 

MyHealtheVet  

 
 Veterans 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Cross-sectional 

Target population  

 
 100,617 

Interaction with the system: 

 
Overall usability (Questionnaire [validated questionnaire, American 

CustomerSatisfaction Index ]) 

[121] 2013  
 

 US 

PatientSite  
 

 Primary care patients 

Between-
subject design  

 

 Controlled 

Field  
 

 Longitudinal (3 

months) 

Target population  
 

 738 (375 

intervntion, 363 
controls) 

Interaction with the system: 
 

Usage (System interaction logs analysis [% users used it at least 

once]); 
 

Influence of the system on decisions-making: 

 
Clinicians decisions (Data log analysis and Interviews [additional 

preventable/ameliorable ADEs based on patients info]) 

[122] 2012  
 

 US 

MyHealtheVet  
 

 Veterans 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Cross-sectional 

Target population  
 

 25,898 and 

18,471 

Receiving information from the system: 
 

Functionalities usage (Questionnaire [validated questionnaire, 

American Customer]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[123] 2011  

 

 US 

MiCARE  

 

 Veterans 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (10 
months) 

Target population  

 

 250 

Interaction with the system: 

 

Overall usability (Questionnaire [Non- validated questionnaire]); 
 

Receiving information from the system: 

 
System resource utilisation (Google Analytics [Visits, page count, 

time spent]) 

[124] 2016  
 

 US 

PowerChart Millennium patient 
portal  

 

 Patients during hospitalisation 

Between-
subject design  

 

 Controlled 

Field  
 

 Cross-sectional 

Target population  
 

 120 vs 184 

Interaction with the system: 
 

Effectiveness (Task analysis [Correct information recollected ]); 

 
Usage (Questionnaire [% of users, % of patients that used it more than 

once per day]); 

 
Overall usability (Questionnaire [Non-validated questionnaire]) 

[125] 2012  

 

 US 

MyChart  

 

 Primary care patients 

Within-subject 

design  

 

 Naturalistic 

Field  

 

 Longitudinal (12 

months) 

Target population  

 

 10,746 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of Patients enrolled, 

frequency of use]); 

 

Receiving information from the system: 
 

Functionalities usage (System interaction logs analysis [% of users 
using a functionality]) 

[126] 2013  

 

 Australia 

Healthy.me  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (5 
months) 

Target population  

 

 709 

Interaction with the system: 

 

Usage (Questionnaire [% of users, frequency of use]); 
 

Receiving information from the system: 

 
Functionalities usage (Questionnaire [% of patients accessed 

functionalities]); 

 
Influence of the system on decisions-making: 

 

Patients decisions (Questionnaire [% of users reporting higher 
intention to practice a healthy lifestyle]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[127] 2010  

 

 US 

myHERO  

 

 Patients with HIV 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (20 
months) 

Target population  

 

 3,760 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of registered patients, % of 
patients activated account, % of users, frequency of use]); 

 

Overall usability (Questionnaire [Non validated questionnaire]); 
 

Receiving information from the system: 

 
Functionalities usage (System interaction logs analysis [% of patients 

accessed functionalities and total number of visits]) 

[128] 2013  
 

 US 

MyHealtheVet  
 

 Patients with HIV 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Cross-sectional 

Target population  
 

 1,871 

Interaction with the system: 
 

Usage (Questionnaire [validated questionnaire, American 

CustomerSatisfaction Index ]) 

[129] 2015  
 

 US 

MyChart  
 

 General population 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Cross-sectional 

Target population  
 

 180 

Interaction with the system: 
 

Usage (System interaction logs analysis [% of users, frequency of 

use]) 

[130] 2009  

 

 US 

ParentLink   

 

 Tiertiary care 

Within-subject 

design  

 
 Controlled 

Field  

 

 Cross-sectional 

Target population  

 

 1,411 

Receiving information from the system: 

 

Data completeness (Data logs analysis [% patients with complete data 
recorded]); 

 

Influence of the system on decisions-making: 
 

Clinicians decisions (Data log analysis [additional correct actions 

taken]) 

[131] 2016  

 

 US 

MyChart  

 

 Parents and teenager 

Between-

subject design  

 
 Naturalistic 

Field  

 

 Longitudinal (30 
months) 

Target population  

 

 937 vs 936 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of users]); 
 

Receiving information from the system: 

 
Functionalities usage (System interaction logs analysis [% of users 

that used a functionality]) 

[132] 2011  

 
 US 

OpenNote  

 
 Primary care patients 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (12 

months) 

Target population  

 
 13,564 

Interaction with the system: 

 
Usage (System interaction logs analysis [% of users]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[133] 2012  

 

 US 

PatientSite  

 

 Patients with multiple sclerosis 

Between-

subject design  

 
 Naturalistic 

Field  

 

 Longitudinal (24 
months) 

Target population  

 

 120 and 120 

Interaction with the system: 

 

Usage (System interaction logs analysis [Frequency of use]); 
 

Receiving information from the system: 

 
Functionalities usage (System interaction logs analysis [frequency of 

use]) 

[134] 2014  
 

 US 

Patient Gateway  
 

 Primary care patients 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Cross-sectional 

Target population  
 

 3,389 

Interaction with the system: 
 

Overall usability (Questionnaire [Non validated questionnaire]); 

 
Receiving information from the system: 

 

Data accuracy (Questionnaire [% of patients reporting an error in the 
list]); 

 

Data completeness (Questionnaire [% of patients with missing 
problems]); 

 

Influence of the system on decisions-making: 
 

Patients decisions (Questionnaire [% of patients taking actions in 

relation to what they saw]) 

[135] 2010  

 

 US 

Patient Gateway  

 

 Primary care patients 

Between-

subject design  

 
 Controlled 

Field  

 

 Longitudinal (18 
months) 

Target population  

 

 3,979 

Receiving information from the system: 

 

Data sharedness (Data logs [% of patients having their provider 
opening the eJournal]); 

 

Functionalities usage (System interaction logs analysis [% of patients 
who opened an eJournal and number of submitted eJournals]) 
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Reference Year 

 

Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[11] 2011  

 

 UK 

PAERS  

 

 Primary care patients 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Cross-sectional 

Target population  

 

 213 

Interaction with the system: 

 

Usage (Questionnaire [% of patients that used it, frequency of use]); 
 

Receiving information from the system: 

 
Data accuracy (Questionnaire [Patients reporting a mistake]); 

 

Functionalities usage (Questionnaire [functionalities used, 
qualitative]); 

 

Influence of the system on decisions-making: 
 

Patients decisions (Questionnaire [% of patients reporting a change in 

life style]) 

[136] 2013  

 

 Taiwan 

Online Diabetes SelfManagement 

 

System  
 

 Patients with diabetes 

Between-

subject design  

 
 Naturalistic 

Field  

 

 Longitudinal (18 
months) 

Target population  

 

 162 (59 cases vs 
103 controls) 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of patients that used it, 
frequency of use]); 

 

Receiving information from the system: 
 

Functionalities usage (Data logs analysis [% of patients using each 

functonality]); 
 

Influence of the system on decisions-making: 

 
Patients decisions (Questionnaire [impact on American Association of 

Diabetes Educators 7 Self-Care Behaviors]) 

[137] 2014  
 

 US 

MyHealtheVet  
 

 Veterans 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (6 

months) 

Target population  
 

 51 

Receiving information from the system: 
 

Functionalities usage (Data logs analysis [% of replied messages]); 

 
Influence of the system on decisions-making: 

 

Clinicians decisions (Data log analysis [number of additional ADEs 
based on patients information]) 
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Country 

System name 

 

Target users 

Study  design 

 

Ecology 

Study setting 

 

Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[138] 2012  

 

 US 

Patient Gateway  

 

 Primary care patients 

Between-

subject design  

 
 Controlled 

Field  

 

 Longitudinal (18 
months) 

Target population  

 

 267 vs 274 

Receiving information from the system: 

 

Data accuracy (Data logs analysis [additional discrepancies 
identified]); 

 

Data sharedness (Data logs [% of patients having their provider 
opening the eJournal]); 

 

Functionalities usage (System interaction logs analysis [% of patients 
who opened an eJournal and % of patients who submitted it]); 

 

Influence of the system on decisions-making: 
 

Clinicians decisions (Data log analysis and Interviews [additional 

preventable/ameliorable ADEs based on patients info]) 

[139] 2016  

 

 US 

OpenNote  

 

 Primary care patients 

Between-

subject design  

 
 Naturalistic 

Field  

 

 Longitudinal (24 
months) 

Target population  

 

 44,951 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of users, frequency of 
use]); 

 

Receiving information from the system: 
 

Functionalities usage (System interaction logs analysis [System 

interaction logs analysis]) 

[140] 2011  

 

 US 

EpicCare  

 

 Primary care patients 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (18 
months) 

Target population  

 

 7,088 

Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [% used 
different functionalties]) 

[141] 2016  

 

 US 

MyChart  

 

 General population 

Within-subject 

design  

 
 Naturalistic 

Field  

 

 Longitudinal (2 
months) 

Target population  

 

 14,441 

Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [% viewed test 
results]) 

[142] 2016  

 
 US 

Kaiser Permanente Northern 

California  
 

 General population 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (12 

months) 

Target population  

 
 >100,000 

Interaction with the system: 

 
Usage (System interaction logs analysis [% of registered patients that 

used it at least once]); 

 
Receiving information from the system: 

 

Functionalities usage (System interaction logs analysis [% of patients 
that used different functionalities]) 
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Study  design 
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Temporal factor 

Evaluators 

 

Sample size 

Aspect (Method[Metric]) 

[143] 2016  

 

 Thailand 

Chulalongkorn University  

 

 Patients with chronic kidney 
disease 

Within-subject 

design  

 
 Controlled 

Lab  

 

 Cross-sectional 

Target population  

 

 10 

Interaction with the system: 

 

Usability issues (Think aloud [Usability issues found]); 
 

Effectiveness (task analysis [% of successful tasks]); 

 
Efficiency (task analysis [mean time spent on the tasks]); 

 

Overall usability (Questionnaire [Validated questionnaire, USE by 
Lund]) 

[144] 2011  

 
 US 

OurFamilyHealth  

 
 General population 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (90 days) 

Target population  

 
 168 

Interaction with the system: 

 
Usage (System interaction logs analysis [% of users used it only once, 

time spent on the patient portal]) 

[145] 2015  

 
 US 

Lawson SMART Record  

 
 Patients with mental health issues 

Between-

subject design  
 

 Controlled 

Field  

 
 Longitudinal (18 

months) 

Target population  

 
 394 

Interaction with the system: 

 
Overall usability (Questionnaire and focus groups [Non-validated 

questionnaire and thematic analysis]) 

[146] 2016  

 

 US 

Patient Gateway  

 

 Primary care patients 

Within-subject 

design  

 

 Naturalistic 

Field  

 

 Longitudinal (6-

months) 

Target population  

 

 4,109 

Interaction with the system: 

 

Overall usability (Questionnaire [Non-validated questionnaire]); 

 
Receiving information from the system: 

 

Functionalities usage (Questionnaire [% of patients that used the 
functionalities under study]) 

[147] 2008  

 
 US 

Patient Gateway  

 
 Primary care patients 

Within-subject 

design  
 

 Naturalistic 

Field  

 
 Longitudinal (6-

months) 

Target population  

 
 189 

Influence of the system on decisions-making: 

 
Clinicians decisions (Data log analysis [additional medication regimen 

changes after patient information]) 

[148] 2008  

 

 US 

Patient Gateway  

 

 Primary care patients 

Between-

subject design  

 

 Controlled 

Field  

 

 Longitudinal (18 

months) 

Target population  

 

 126 vs 118 

Interaction with the system: 

 

Usage (System interaction logs analysis [% of users]) 

[149] 2013  
 

 Australia 

Healthy.me  
 

 General population 

Within-subject 
design  

 

 Naturalistic 

Field  
 

 Longitudinal (5 

months) 

Target population  
 

 709 

Interaction with the system: 
 

Usage (Questionnaire [% of users, frequency of use]) 
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6.1 ABSTRACT 

Background 

Patient portals are considered valuable conduits for supporting patients’ self-management. 

However, there are safety concerns over how patients might interpret and act on the 

information from these portals, especially laboratory test results. Contemporary human 

computer interaction and information visualisation research has produced methods that 

improve human perception and cognition in different information seeking and decision-

making tasks. However, these methods have not been evaluated for presenting laboratory test 

results via patient portals. 

Objectives 

To investigate how different presentations of online laboratory test results might influence 

patients’ interpretation of risk, perceived usefulness, information usage and processing and 

visual search behaviour. 

Methods 

We conducted a controlled study with 20 patients who underwent a kidney transplant and had 

quarterly blood tests. Participants visited our human computer interaction lab and interacted 

with different clinical scenarios, designed by nephrologists, to reflect high, medium and low 

health risks. These were shown using three different web-based presentations. Each 

presentation was tile-based, with a baseline presentation (based on PatientView, a system 

currently available to patients) and two more advanced presentations providing different 

visual cues, colours and interaction techniques to show normal and abnormal values. After 

viewing each clinical scenario, patients were asked how they would have acted in real life: 1) 

call their doctor immediately (high perceived risk); 2) ask for an appointment within four 

weeks (medium perceived risk); or 3) wait for their next scheduled appointment (low 

perceived risk). We tested each presentation in terms of accuracy of risk interpretation, 

perceived usefulness, level of understanding, information processing, and visual search 

behaviour. 

Results 

We found no statistically significant differences between the three presentations in terms of 

the accuracy of risk interpretation. Misinterpretation of risk information was high, with 65% 

of patients underestimating the severity of risk across all presentations at least once. 

Particularly, patients decided to wait for their next appointment in 50% of the medium and 

high risk cases. Patients found it particularly difficult to interpret medium risk. No statistically 
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significant effect of patient’s health literacy and numeracy was found on risk interpretation. 

The two advanced presentations were perceived as more useful (P=0.023). Differences in 

information usage and level of information processing were associated with personal 

characteristics, such frequency of PatientView and internet usage, education and graph 

literacy. In terms of visual search behaviour, patients followed similar visual search 

behaviours across the three presentations. Specifically, we observed greater interest for areas 

showing the latest laboratory test results, and lower interest for the comparison of longitudinal 

information for two laboratory tests, which was rarely used. 

Conclusions 

Although limited by a small sample size, our study is the first to bridge interface design and 

patients’ interpretation of risk, and it provides unique data on how patients interact with and 

make sense of laboratory results in patient portals. This study confirms patients’ difficulties 

in interpreting laboratory results, with many patients underestimating risk across different 

presentations, even when abnormal values were highlighted or grouped together. 

 

Keywords: user-computer interface; computers/utilization; decision making; personal health 

record; patient access to records; patient portals; decision support systems, clinical. 
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6.2 INTRODUCTION 

Patient portals are seen as important instruments to motivate and involve patients in having an 

active role in their health [1–6]. These systems allow patients to book appointments online, 

view laboratory test results, or communicate with their physicians. Currently, many patient 

portals are for patients living with chronic conditions [7,8], who undertake complex 

longitudinal follow-ups, where self-management is a key component [9]. 

Patients mainly use patient portals to check their laboratory test results [10–14]. Yet, 

laboratory test results are among the most difficult features of a patient portal for patients to 

understand [15–18], with concerns on the effectiveness of current patient portals in supporting 

patients in this task [7,23]. This could lead to detrimental self-interpretation [14], especially 

when patients have access to laboratory test results outside clinical consultation [17]. 

Misinterpretation of laboratory test results can have adverse effects on patient safety, 

including increased patient anxiety, or inability of self-management [7,14,19]. With the 

increasing availability of patient portals [20,21], it is therefore important to understand how 

patients interact with and process laboratory test results to inform the evidence-based and 

empirically-sound presentation of this information online for accurate risk interpretation and 

improved user interaction. 

It is known that several contextual factors, like numeracy and health literacy, can influence 

risk interpretation in the context of online laboratory test results [17], however little is known 

about the effect of presentation on patients risk interpretation and interaction with this type of 

information. Previous studies have reported that patients found it difficult to understand 

laboratory test results shown in tables [15–17] and graphs [15,18], even when patients were 

familiar with the clinical scenarios at hand (i.e. glucose level monitoring for diabetes patients) 

[17]. A possible explanation for this phenomenon is the way numerical data were presented 

to patients [22]. However, given the web-based nature of patient portals, user interface design 

elements like colour and luminance can play an important role in the perception of risk and 

decision making process of lay people [23]. Yet, there is no evidence of their effect in the case 

of web-based laboratory test results. Furthermore, new interface design and human computer 

interaction techniques have been proven to enhance human decision making and information 

seeking behaviours in other web-based contexts [24–26]. However, to date it is not clear which 

of these techniques are the most effective in the context of online laboratory test results. 

We conducted a controlled study to investigate the effect of different web-based presentations 

of laboratory test results on perceived risk interpretation and user interaction. In this study, we 

used the term presentation to refer to effect of different user interface design principles and 
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techniques on patient’s behaviour [27], without investigating the effect of numerical 

information presentation (e.g. as frequencies vs. percentages). In particular the objectives 

were: 

 To measure the effect of presentation of web-based laboratory test results, across 

different clinical scenarios, on: the accuracy of risk interpretation; perceived 

usefulness and level of understanding; level of information usage and processing; and 

visual search behaviour; 

 To investigate the effect of the interaction between individual patient characteristics, 

types of presentation and clinical scenarios on the aforementioned measured 

outcomes. 

 

6.3 METHODS 

6.3.1 Study population 

We focused on patients with Chronic Kidney Disease (CKD), for whom there is an online 

platform, named PatientView [28] (formerly known as Renal Patient View), that provides 

access to laboratory results and is available in almost 90% of renal units within the UK. We 

included patients who underwent a renal transplantation at least 12 months before recruitment. 

These patients undergo a longitudinal follow-up after the kidney transplant, which consists of 

quarterly visits to monitor their laboratory test values. This allowed us to obtain a more 

homogeneous group of participants in terms of their experience with and knowledge of the 

disease. We excluded patients with any visual impairment, to avoid ineffective eye tracking 

data collection, and patients that did not use the internet in their everyday life, as not being 

potential users of online patient portals. 

We recruited 20 patients from the Renal Transplant Clinic at Salford Royal NHS Foundation 

Trust (SRFT), which has one of the largest communities of PatientView users in the UK. The 

study received ethical approval from NHS and local R&D ethical committees (IRAS ID: 

183845). Research nurses from the NIHR Clinical Research Network Portfolio (Study CPMS 

ID: 20645) were responsible for approaching eligible patients and collecting signed informed 

consents of patients willing to participate. 

6.3.2 Controlled study design 

The study followed a “3x3” repeated measures, within-subjects design according to which 
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each participant used three different presentations of web-based laboratory test results to 

complete the same simulated task in three different clinical scenarios. These were designed by 

nephrologists at SRFT to reflect: 

 High risk clinical scenarios: characterised by life threatening situations, where 

creatinine, estimated Glomerular Filtration Rate (eGFR) (i.e. the main indicators of 

kidney disease [29]) and potassium (i.e. associated to higher mortality in kidney 

patients in presence of hyperkalemia and hypokalemia [30]) had high deviance from 

the standard range; 

 Medium risk clinical scenarios: identified by abnormal creatinine and eGFR, but 

normal potassium and stable conditions, which would require further tests; 

 Low risk clinical scenarios: characterised by normal creatinine, eGFR and potassium, 

and not requiring any action until the next scheduled appointment. 

In addition to creatinine, eGFR and potassium, each scenario included 25 more laboratory test 

results, with different deviance from the standard range in relation to the reflected risk (i.e. 

more concomitant abnormal values for high risk scenarios). Each laboratory test had 

longitudinal information for up-to two years follow-up. 

The task, previously used by Zikmund-Fisher et al [17] to evaluate patients ability of 

interpreting laboratory test results in a static tabular format, consisted in exploring the 

laboratory test results as if the participant was at home and received new results from the 

clinic. After exploring the results, participants were asked to respond to a set of questions 

about: 

 Perceived risk. Patients were asked what they would do in real life if the results they 

had just explored were their own. They could choose between: 1) calling their doctor 

immediately (high perceived risk); 2) trying to arrange an appointment within the next 

four weeks (medium perceived risk); 3) waiting for the next appointment in three 

months (low perceived risk); 

 Perceived usefulness and level of understanding. We used two questions adapted from 

Zikmund-Fisher et al [17], with responses arranged on a 5-point Likert scale. The first 

question asked the participants how well they understood what the laboratory results 

showed, while the second question asked them to rate how useful the presentation of 

laboratory test results was; 
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 Information usage and processing. We evaluated different aspects of how patients 

processed information: 

o Focused Immersion. It is defined as the “state of deep involvement with a 

software” [31]. Focused immersion was measured via a self-reported 7-point 

Likert scale questionnaire, previously used by Harle et al [31]. 

o Heuristic and systematic processing. Heuristic processing is the quick 

exploration of a message with little cognitive effort in judging the message 

validity (i.e. skimming a web page), while systematic processing involves a 

more detailed consideration of a message with a consequence of a greater 

cognitive effort [31,33]. An increase in systematic processing and decrease in 

heuristic processing mean a greater engagement of the user, which in this case 

actively tries to make sense of the information provided. We measured these 

features using a 7-point Likert scale from Harle et al [31]. 

While performing a task, there was no time limit and participants could decide to terminate 

exploration of the laboratory test results whenever they felt ready to reply to the follow up 

questions. 

At the beginning of the experiment each participant filled four electronic background 

questionnaires that measured individual characteristics in terms of: demographics (age, 

gender, education, years since transplant, frequency of internet usage, and frequency of 

PatientView use); Subjective Numeracy Scale (SNC) [34] calculated on a 1.0-6.0 range; self-

reported health literacy on a 0.0-4.0 range based on Chew et al. [35], with values closer to 0 

indicating better self-reported health literacy; graph literacy, calculated as % of correct 

answers on the questionnaire from Galesic et al. [36]. 

The controlled study was conducted at the Interaction Analysis and Modelling (IAM) 

laboratory of the University of Manchester, and each patient participated individually. All 

participants performed the tasks using a desktop computer with a 17-inch screen with an 

embedded eye tracker (Tobii T60), which permits a 60-Hz sampling rate, 0.5 degrees gaze 

point accuracy, and free head motion. Patients' eye movements were recorded throughout the 

experiment, with recalibration at the beginning of each task. 

6.3.3 Presentations 

We implemented three different presentations of laboratory test results (see Figure 6.1).  
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Figure 6.1: Latest test results overview and longitudinal detailed information for one or two tests at the same time across the three presentations. Coloured rectangles represents 

the different areas of interest (AoIs) we defined across the three presentations (yellow: AoI 1; blue: AoI 2; purple: AoI 3). 
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The Baseline presentation was directly based on, and very similar to the current PatientView 

[28] overview-preview interface, which uses tiles to show the available latest laboratory test 

results (overview interface). Tiles are scattered across multiple pages of the overview interface 

in a similar way that a search engine displays search results across several pages. Each tile 

reports information about the laboratory test result value and units, the date of the test, data 

source, and standard range. By clicking on a tile the user can access detailed longitudinal 

information (i.e. univariate time series) about the selected laboratory test in a new screen 

(preview interface). This information is displayed in a 2D point-type line graph, which allows 

to compare the selected laboratory test result with another test within the same graph (i.e. 

bivariate time series). 

The Baseline presentation did not make use of mainstream information seeking and data 

visualisation techniques that are known to improve human cognition and perception across 

various types of information seeking and decision making tasks. For example, this 

presentation did not use colour (to denote within-range and out-of-range values), following 

contrast and analogy principles [37]. Furthermore, no graphical elements to contextualise the 

presentation of laboratory test results for each patient [16], or categorical and clustered views 

to filter and organise the display of information on the screen [38] were used. 

We developed the comparison presentations by using these techniques to display normal and 

abnormal values with the aim of improving patients’ interpretation of risk and user interaction. 

Particularly, the second presentation (Contextualised presentation) was built on the Baseline 

presentation and used coloured horizontal bars that contextualised the latest value in relation 

to the standard range in each tile of the overview interface [16,39]. This approach was 

previously shown to outperform tables in terms of ease of use and perceived usefulness when 

reporting values about laboratory test results [16]. The third presentation (Grouped 

presentation) made use of categorised overviews [40–42] to dynamically group the tiles in 

“Outside the standard range”, “No standard range available”, and “Inside the standard range” 

categories. Categorised overviews support exploratory search of relevant information through 

the effective organisation of information in meaningful categories, which supports spatial 

grouping of information and reduces the amount of data stored in short term memory during 

information processing. This technique has previously been proven to be more effective than 

tables or list-based presentations when searching and evaluating information for various types 

of decision-making tasks [40–42]. However, it was never tested before in the context of online 

laboratory test results. As opposed to the other two presentations (Contextualised and 

Baseline), the use of categorised overviews allowed to have all information about laboratory 

test results displayed in a single page, which is an important interface design feature when 
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presenting health data [43]. 

Graphs showing the detailed longitudinal information in both the Contextualised and Grouped 

presentations reported personalised statistics for a selected test [44–46] and used colours to 

show the area inside the standard range in green and the remaining area, outside the normal 

range, in red [47]. We applied the same approach to colour the latest laboratory test results in 

the tiles in both presentations, as colour positively influences human cognition for risk 

interpretation tasks [48]. This happens because colour is a powerful pre-attentive property, 

when it comes to the design of visual presentations, that facilitates fast identification of 

information without the need for sequential search or conscious attention [49,50]. In addition 

to red and green colour, we used blue to present values in laboratory test results for which no 

range information was available. Finally, we did not control for colour blindness, since only 

patients with normal vision were selected for participation in the study. 

Throughout the project, we involved three patients from the local CKD patient community 

(http://gmkin.org.uk/), of which two were experienced in using PatientView. They gave us 

feedback on the different presentation techniques and research protocol, with one of them 

participating in a pilot study. 

6.3.4 Data analysis 

6.3.4.1 Presentation’s effect on risk interpretation 

To assess the effect of the presentations (Baseline, Contextualised and Grouped) on the 

accuracy of risk interpretation, we created a 3x3 confusion matrix for each presentation that 

reported the judgments made by patients versus our gold standard (i.e. nephrologists’ clinical 

judgement). From the confusion matrices, we calculated precision (i.e. proportion of correct 

interpretations of all interpretations as risk X), recall (i.e. proportion of correct interpretations 

on clinical scenarios with risk X) and accuracy (i.e. proportion of correct interpretations of all 

interpretations) for each presentation, and compared these using chi-squared tests. We 

assessed the influence of patient characteristics (age, education, years since transplant, 

frequency of internet usage, and frequency of PatientView use, SNC, health and graph 

literacy) on accuracy of risk interpretation using mixed-effects logistic regression analysis, 

adjusting for the presentations (i.e. a categorical variable with values Baseline, Contextualised 

and Grouped presentation) as fixed effect, and adjusting for correlations between repeated 

observations by including random intercepts for patient and clinical scenario. 

We repeated the analysis with a secondary definition of the outcome, which aimed at 

investigating a situation in which, from a safety perspective, a misjudgement could have 

http://gmkin.org.uk/
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serious consequences. Particularly, we evaluated the presentation’s performance in allowing 

patients to identify when an action was needed (i.e. at least medium risk versus low risk). To 

evaluate whether performance was driven by single patients (i.e. there were some patients that 

misinterpreted most of the information), we counted the mistakes that each patient made. We 

distinguished between: safety mistake, defined as the patient under-estimating risk and not 

acting when needed (i.e. confusing medium or high risk with low risk); and requiring 

unnecessary care, defined as asking for help when not needed (i.e. over-estimating low risk 

clinical scenarios). We assessed the influence of patient specific characteristics on making one 

or the other type of mistake with t-tests for continuous variables (i.e. age, years since kidney 

transplant, SNC score, graph literacy score, and health literacy score) and Wilcoxon-sum-rank 

test for categorical ones (i.e. level of education, internet usage and level of experience with 

PatientView). 

6.3.4.2 Presentation’s effect on self-reported measures 

For perceived usefulness, level of understanding, and information usage and processing 

measures, we performed a three-way within subject analysis of variance (ANOVA) to compare 

the presentations and a Wilcoxon sum rank test for head-to-head comparisons. We assessed 

the influence of patient characteristics on the self-reported measures with mixed-effects linear 

regression analyses, adjusting for the presentations as fixed effect, and for correlations 

between repeated observations by including random intercepts for patient and clinical 

scenario. 

6.3.4.3 Presentation’s effect on visual search behaviour 

We analysed participants’ eye movements to investigate the effect, if any, of presentation on 

the visual search behaviour of participants. First, we measured participants’ interest as the 

number of fixations (each fixation was defined as a stable gaze lasting at least 180ms [51]) 

and total dwell time spent on specific areas of interest (AoIs). There were three AoIs in each 

presentation (see Figure 6.1): 1) tiles showing the latest values for all laboratory tests; 2) the 

graph showing detailed longitudinal information for a single laboratory test; 3) the graphs 

comparing detailed longitudinal information for two laboratory tests. We used a three-way 

within subject ANOVA to evaluate the effect of presentation on participant’s interest. Also, we 

used paired t-tests for head-to-head comparisons in order to measure differences in the level 

of interest between AoIs across presentations and clinical scenarios, applying Bonferroni 

correction to account for multiple comparisons. Furthermore, mixed-effects linear regression 

analysis was performed to assess the influence of patient characteristics on visual interest. 

Again, we adjusted for the presentations as fixed effect, and included random intercepts for 
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patient and clinical scenario to adjust for correlations between repeated observations. Finally, 

we calculated heatmaps, which show a qualitative overall representation of visual behaviours 

for all participants, with red indicating more, and green indicating less, eye fixations. 

Data analysis was performed in “R”. All visual search behaviour data were extracted using 

the Tobii Studio (version 3.4.0). 

 

6.4 RESULTS 

6.4.1 Patient characteristics 

Table 6.1 reports the characteristics of the 20 patients who participated in the study. The 

majority were male, had at least a college education and used the internet for more than five 

hours per week. Frequency of PatientView use was balanced within our study population, with 

eleven participants who were regular users (i.e. quarterly use) and the remaining nine using it 

less than twice per year. Mean age was 51.8 (Standard deviation [SD] = 10.3) and mean years 

since kidney transplant was 10.7 (SD = 8.7). Mean scores for SNC, health literacy and graph 

literacy were 4 (SD = 0.8), 0.5 (SD = 0.6) and 73.5 (SD = 11.3), respectively. 

 

Table 6.1: Patient’s characteristics. Abbreviations: SD, Standard deviation; SNC: Subjective 

Numeracy Scale; GCSE: General Certificate of Secondary Education. 

Parameters Values 

Number of patients 20 

Gender  Female (%) 4 (20) 

Male (%) 16 (80) 

Age (years) 51.8 (10.3) 

Years since kidney transplant (mean, SD) 10.7 (8.7) 

SNC score (mean, SD) 4 (0.8) 

Health literacy (mean, SD) 0.5 (0.6) 

Graph literacy score (mean, SD) 73.5 (11.3) 

Education Lower than GCSE (%) 1 (5) 

GCSE (%) 7 (35) 

A-level/College (%) 5 (25) 

Higher education/University degree (%) 7 (35) 

Internet use Less than one hour per week (%) 1 (5) 

One to five hours per week (%) 5 (25) 

Five to 10 hours per week (%) 5 (25) 

More than 10 hours per week (%) 9 (45) 

PatientView use Never used (%) 3 (15) 

Less or equal than once per year (%)  5 (25) 

Twice per year (%) 1 (5) 

Quarterly (%) 11 (55) 
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6.4.2 Data analysis 

6.4.2.1 Effect of presentation on risk interpretation 

Table 6.2 shows the confusion matrixes and performance measures (precision and recall) for 

all presentations across the different clinical scenarios (i.e. low, medium and high risk). The 

majority of patients correctly interpreted low and high risk clinical scenarios across all the 

presentations, while medium risk clinical scenarios were often confused with low risk ones. 

For each presentation, at least two patients misinterpreted high risk clinical scenarios for low 

risk ones. The precision scores of the interpreted risks were similar for the Baseline and 

Contextualised presentations, and ranged from 0.33 to 0.69 and from 0.38 to 0.70, 

respectively. For the Grouped presentation performance was lower, and ranged between 0.28 

and 0.58. Likewise, recall scores for the Baseline and Contextualised presentations were 

similar, and ranged from 0.30 to 0.70, with a drop in performance from the Grouped 

presentation. Overall accuracy was 0.55 for the Contextualised presentation, 0.52 for the 

Baseline presentation and 0.45 for the Grouped presentation. These differences were not 

statistically significant according to the chi squared test. 

 

Table 6.2: Confusion matrix of the interpreted risk by patients versus the gold standard (nephrologists 

judgement), and performance (i.e. precision and recall) for each presentation. 

Presentation Interpreted 

risk 

Gold standard (Nephrologists) Performance 

Low risk Medium risk High risk Precision Recall 

Baseline Low 14 10 2 0.54 0.70 

Medium 5 6 7 0.33 0.30 

High 1 4 11 0.69 0.55 

Contextualised Low 13 9 2 0.54 0.65 

Medium 6 6 4 0.38 0.30 

High 1 5 14 0.70 0.70 

Grouped Low 11 9 3 0.48 0.55 

Medium 7 5 6 0.28 0.25 

High 2 6 11 0.58 0.55 

 

The mixed effects logistic regression showed two statistically significant coefficients in our 

data (see Table 6.3). First, the frequency of PatientView use was associated to better risk 

interpretation accuracy. Second, as already shown in the confusion matrixes, medium risk 

clinical scenarios were associated to a lower level of risk interpretation accuracy. 
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Table 6.3: Adjusted odds ratios of interpreting correctly the risk. Abbreviations: CI: confidence 

interval; SNC: Subjective Numeracy Scale. 

Covariate Adjusted odds ratios 

[95% CI] 

(intercept) 0.78 [0.01-47.67] 

Age 1.01 [0.96-1.07] 

Years since transplant 1.04 [0.98-1.1] 

Contextualised presentation vs Baseline 1.15 [0.52-2.55] 

Grouped presentation vs Baseline 0.73 [0.33-1.6] 

Medium risk clinical scenario vs Low risk 0.2 [0.08-0.54]b) 

High risk clinical scenario vs Low risk 0.86 [0.33-2.23] 

Educationa) 0.98 [0.68-1.43] 

Frequency of internet usea) 1.08 [0.7-1.66] 

Frequency of PatientView usea) 1.38 [1.04-1.85]b) 

SNC 0.77 [0.47-1.26] 

Health literacy 1.38 [0.73-2.61] 

Graph literacy 0.99 [0.95-1.02] 

a) Ordered categorical factors considered as numeric covariates in the analysis. 

b) Statistically significant at 0.05 level. 

 

In addition, we calculated confusion matrixes to compare situations in which some sort of 

action was needed (i.e. at least medium risk scenarios) versus those that did not require any 

action (i.e. low risk clinical scenarios) (see Table 6.4). For scenarios where an action was 

needed (i.e. call the doctor to arrange an appointment immediately or in the next four weeks), 

the three presentations performed similarly with a precision around 0.8 and a recall around 

0.7. However, the precision for interpretations where patients did not choose to take any action 

was around 0.5 for all presentations. Nevertheless, we did not find any statistically significant 

differences between the different presentations in the chi-squared test. 

Table 6.4: Confusion matrix of the interpreted risk by patients versus the gold standard (nephrologists 

judgement) and performance (i.e. precision and recall) for the analysis by comparing interpretation of 

clinical scenarios where an action was needed (i.e. at least medium risk) to those where no action was 

needed (i.e. low risk). 

Presentation Interpreted risk 

Gold standard (Nephrologists) Performance 

Action needed 
No action 

needed 
Precision Recall 

Baseline Action needed 28 6 0.82 0.70 

No action needed 12 14 0.54 0.70 

Contextualised Action needed 29 7 0.81 0.72 

No action needed 11 13 0.54 0.65 

Grouped Action needed 28 9 0.76 0.70 

No action needed 12 11 0.48 0.55 

 

Finally, Table 6.5 shows the number of times patients made safety mistakes (i.e. 
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underestimated the severity of risk) or required unnecessary care (i.e. overestimated the 

severity of risk) across all presentations and clinical scenarios. Thirteen patients (65%) made 

at least one safety mistake, of whom seven (35%) misinterpreted at least half of the scenarios 

requiring an action. Fourteen patients (70%) required unnecessary care at least once. In both 

cases, individual patient characteristics (see Supplementary Table 6.1 and Supplementary 

Table 6.2) were not associated with the level of risk interpretation accuracy according to both 

the t-tests and Wilcoxon-sum-rank tests. 

 

Table 6.5: Contingency table for the number of patients who made safety mistakes and requiring 

unnecessary care. Safety mistakes were defined as confusing medium or high risk tasks with low risk 

ones. Requiring unnecessary care was defined as confusing low risk with medium or high. 

Number of 

mistakes 

Number of patients (n=20) 

Safety mistake (%) Requiring unnecessary care (%) 

0 7 (35) 6 (30) 

1 3 (15) 8 (40) 

2 3 (15) 4 (20) 

3 4 (20) 2 (10) 

4 2 (10) / 

5 0 (0) / 

6 1 (5) / 

 

6.4.2.2 Effect of presentation on self-reported measures 

As shown in Table 6.6, results for the self-reported measures were similar across presentations 

and clinical scenarios. We found a significant result in the ANOVA tests only for perceived 

usefulness, with a statistically significant difference between the presentations at a 0.05 level 

(p-value = 0.023). However, head-to-head comparisons with Wilcoxon-sum-rank test did not 

show any statistically significant difference between the Contextualised and Baseline 

presentations (p-value = 0.057) or Grouped and Baseline presentations (p-value = 0.380). 

 



232 

Table 6.6: Performance for all the self-reported measures. Perceived usefulness and level of understanding are measured on a 5-point Likert scale, while the others on 7-point 

Likert scale. Abbreviations: SD. Standard deviation. 

Presentation Risk 

Perceived 

usefulness  

(SD) 

Understanding level 

(SD) 

Focused 

immersion 

(SD) 

Systematic 

processing 

(SD) 

Heuristic 

processing 

(SD) 

Baseline Low 4.0 (1.1) 4.1 (1.0) 5.5 (1.6) 5.5 (1.3) 4.4 (2.0) 

Medium 3.8 (1.3) 3.7 (1.0) 5.6 (2.0) 5.5 (1.8) 3.8 (2.0) 

High 4.0 (1.0) 4.1 (1.0) 5.5 (1.7) 5.6 (1.6) 3.4 (1.7) 

Contextualised Low 4.4 (0.9) 4.1 (0.9) 5.7 (1.3) 6.0 (1.4) 3.9 (2.1) 

Medium 4.0 (1.2) 4.0 (1.1) 5.3 (1.8) 5.6 (1.3) 3.6 (1.8) 

High 4.2 (1.0) 4.0 (1.0) 5.7 (1.5) 5.7 (1.2) 3.6 (2.1) 

Grouped Low 4.3 (0.9) 4.0 (0.8) 5.7 (1.5) 5.9 (0.9) 3.8 (1.7) 

Medium 4.0 (1.00) 4.1 (0.7) 5.5 (1.6) 5.5 (1.4) 3.5 (1.8) 

High 4.1 (1.1) 4.1 (1.0) 5.2 (1.7) 5.4 (1.5) 3.8 (1.9) 
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Table 6.7 reports the coefficient estimates from the mixed-effects linear regressions on the 

self-reported measures. Frequency of internet usage was negatively associated with all the 

measures with the exception of the heuristic processing. The frequency of PatientView use 

was positively associated with level of understanding, focused immersion and systematic 

processing. Finally, medium risk clinical scenarios were associated with lower perceived 

usefulness, whereas level of education and graph literacy were linked to greater focused 

immersion. 
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Table 6.7: Coefficient estimates in the mixed-effects linear regression for the self-reported measures. Abbreviations: CI. Confidence interval. 

Covariate 

Perceived 

usefulness 

coefficient estimate 

[95% CI] 

Understanding 

level 

coefficient estimate 

[95% CI] 

Focused 

immersion 

coefficient estimate 

[95% CI] 

Systematic 

processing 

coefficient estimate 

[95% CI] 

Heuristic 

processing 

coefficient estimate 

[95% CI] 

(intercept) 3.47 [0.47,6.48] 2.44 [0.12,4.76] 3.56 [-1.43,8.54] 3.51 [-0.26,7.29] 7.50 [-1.30,16.29] 

Age -0.02 [-0.06,0.02] -0.01 [-0.04,0.02] -0.04 [-0.11,0.03] -0.04 [-0.09,0.01] -0.11 [-0.22,0.01] 

Years since transplant 0.02 [-0.03,0.06] 0 [-0.03,0.03] 0.03 [-0.04,0.11] 0.03 [-0.02,0.09] 0.08 [-0.04,0.21] 

Contextualised presentation vs Baseline 0.27 [-0.02,0.56] 0.05 [-0.21,0.31] 0.04 [-0.27,0.36] 0.25 [-0.08,0.57] -0.19 [-0.60,0.21] 

Grouped presentation vs Baseline 0.2 [-0.09,0.49] 0.07 [-0.19,0.32] -0.05 [-0.36,0.27] 0.08 [-0.24,0.41] -0.16 [-0.57,0.24] 

Medium risk clinical scenario vs Low risk -0.32 [-0.61,-0.03]b) -0.15 [-0.5,0.2] -0.17 [-0.53,0.2] -0.25 [-0.6,0.1] -0.38 [-1.02,0.25] 

High risk clinical scenario vs Low risk -0.12 [-0.41,0.17] 0.02 [-0.34,0.37] -0.15 [-0.51,0.21] -0.22 [-0.57,0.13] -0.45 [-1.08,0.18] 

Educationa) 0.06 [-0.22,0.34] 0.08 [-0.13,0.3] 0.49 [0.02,0.95] b) 0.23 [-0.12,0.58] 0.55 [-0.27,1.36] 

Frequency of internet usea) -0.54 [-0.86,-0.21]b) -0.38 [-0.63,-0.13]b) -1.03 [-1.57,-0.49]b) -0.66 [-1.07,-0.25]b) -0.71 [-1.67,0.24] 

Frequency of PatientView usea) 0.09 [-0.12,0.3] 0.21 [0.04,0.37]b) 0.39 [0.04,0.74]b) 0.42 [0.15,0.69]b) 0.20 [-0.42,0.82] 

SNC 0.26 [-0.11,0.64] 0.2 [-0.09,0.49] 0.07 [-0.56,0.69] 0.28 [-0.2,0.75] 0.90 [-0.20,2.00] 

Health literacy -0.02 [-0.5,0.46] -0.02 [-0.38,0.35] 0.01 [-0.79,0.8] 0.11 [-0.49,0.71] 0.54 [-0.86,1.94] 

Graph literacy 0.02 [-0.01,0.05] 0.02 [-0.01,0.04] 0.05 [0.00,0.09]b) 0.03 [0,0.06] -0.04 [-0.12,0.04] 

a) Ordered categorical factors considered as numeric covariates in the analysis. 

b) Statistically significant at 0.05 level. 
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6.4.2.3 The effect of presentation on visual search behaviour 

Out of the 20 participants we analysed eye movements for 15, for whom we were able to 

collect good quality eye movement data for all nine tasks. Encountering difficult eye-tracking 

circumstances in some participants is not uncommon in eye tracking studies [52]. This can be 

related to participant’s characteristics like glasses, particular shapes of eye-lids or very small 

pupils [52]. 

Figure 6.2 shows the mean number of fixations across the different presentations for each AoI 

and clinical scenario. Values were similar across the different presentations and risks, with the 

AoI with the latest test results receiving the highest number of fixations. Conversely, the AoI 

with the comparison graphs received the lowest number of fixations. The ANOVA tests 

showed that the difference in the number of fixations between the three AoI was statistically 

significant at the 0.05 level (p-value = 0.0003). However, no statistically significant 

differences were found in head-to-head comparisons with Bonferroni-corrected paired t-tests 

across the different presentations, showing similar visual search behaviour across the three 

presentations. In terms of the effect of the individual patient characteristics on visual search 

behaviour, the results of the mixed-effects linear regression analysis (see Supplementary Table 

6.3) showed an effect only for the frequency of PatientView use variable. Specifically, the 

frequency of PatientView use was associated to lower eye fixation counts at 0.05 level. Similar 

figures were found for dwell time across the three presentations, clinical scenarios and AoI 

(see Figure 6.3). Again, the frequency of PatientView use variable had a statistically 

significant association at a 0.05 level, with lower dwell time values for patients who used 

PatientView more often. 
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Figure 6.2: Participants’ eye fixation count on the different areas of interest (i.e. latest laboratory tests, 

single graph, comparison graph) across clinical scenarios (i.e. reflecting low, medium, and high risk) 

and presentations (i.e. Baseline, Contextualised, Grouped). 
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Figure 6.3: Participants’ dwell time on the different areas of interest (i.e. latest laboratory tests, single 

graph, comparison graph) across clinical scenarios (i.e. reflecting low, medium, and high risk) and 

presentations (i.e. Baseline, Contextualised, Grouped). 

 

Despite the lack of statistically significant differences between the three presentations in terms 

participants’ interest (i.e. fixation count and dwell time), a few patterns of user interaction 

arose from the heatmaps in Figure 6.4. Specifically, patients focused less on the AoI displaying 

the comparison graphs, with an increased interest only for the Grouped presentation. This was 

especially observed for medium risk clinical scenarios (see Figure 6.2 and Figure 6.3). 

Another interesting result we can extract from the heatmaps is that, when viewing the AoI 

with the single graph of the Contextualised presentation, patients mainly looked at the area of 

the screen reporting the personalised statistics (increased level of attention is indicated by the 
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red spots in that area of the heatmap). Despite the absence of significant differences with the 

other presentations, this was noted for low and high risk clinical scenario, for which the 

observed higher levels of interest Contextualised presentation (see Figure 6.2 and Figure 6.3). 
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Figure 6.4: Heatmaps for all AOIs across the three different presentations showing a qualitative overall representation of visual behaviours for all 

participants. The figure shows higher presence of fixations in the Single graph screen for the Contextualised presentation and in the Comparison graphs 

screen for the Grouped presentation.
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6.5 DISCUSSION 

We found no effect of presentation on the accuracy of risk interpretation, with 

misinterpretation of risk being consistently high across the three presentations. Particularly, 

65% of patients made safety mistakes at least once, while the precision of risk interpretation 

when patients decided not to act on the information (i.e. high and medium risk scenarios) was 

low (precision score = 0.5). This happened despite the use of visual properties (i.e. colour to 

denote normal and abnormal values), graphic elements (i.e. horizontal contextual bars), 

categorised overviews (i.e. automatically grouping of the latest laboratory test result values 

into normal and abnormal categories) and personalised descriptive statistics. These findings 

raise patient safety concerns and highlight that the presentation of laboratory test results, in 

terms of interface design alone, is not enough to improve the accuracy of risk interpretation 

[53]. To help patients  translate test results into actionable information  additional features 

about  their specific clinical context could be necessary [53]. In this regard, going beyond 

population-based reference ranges, which are often not helpful for chronic patients, should be 

a priority [53,54]. 

To the best of our knowledge this is the first study to assess the effect of different web-based 

presentations of laboratory test results on risk interpretation. Previous studies have examined 

how patients interpreted risk in the context of laboratory test results [15–17,55]. While the 

authors of these studies also found that patients had difficulties in interpreting risk correctly, 

they did not make comparisons between different presentation formats. Instead, they evaluated 

patients’ behaviour using a single presentation format (i.e. tabular or graphical). The only 

exception was the study by Brewer et al [16] who compared a tabular format to personalised 

horizontal coloured bars. In this study the authors did not find significant improvement in 

recall and understanding of laboratory test results. 

Participants in our study found more difficult to interpret information in the case of medium 

risk clinical scenarios, rather than low and high risk ones. This finding was confirmed by the 

mixed effects regression analyses that showed a statistically significant association between 

medium risk clinical scenarios and incorrect interpretation, in addition to lower perceived 

usefulness, across all three interfaces. This is a unique finding of our study, as previous studies 

that looked at patients’ interpretation of laboratory test results limited the task to the 

identification of abnormal values [15,16,56]. In our study, instead of asking patients to make 

dichotomous judgments, by identifying whether a specific laboratory test result value was 

inside or outside the normal range, we employed a more naturalistic task, as prescribed in [17], 

in order to assess what they would have done in real life if the results presented were theirs. 
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This approach allowed us to examine patients’ interpretation using clinical scenarios of 

different levels of risk.  

In addition to the medium risk clinical scenarios, another factor that influenced significantly 

risk interpretation accuracy was the frequency of PatientView use. In particular, frequency of 

PatientView use was positively associated with correct risk interpretation and higher self-

reported measures (i.e level of understanding, increased focused immersion and systematic 

processing). Despite the lack of similar studies in this context, there is rich evidence in human 

computer interaction research that the level of experience or training with a specific 

application can have a positive effect on user performance and satisfaction [43,57,58]. 

Conversely to previous research [17,59], we found no association between individual 

characteristics (i.e. SNC, health or graph literacy) and risk interpretation accuracy. 

Particularly, Zikmund-Fisher et al. [17] found that numeracy, as measured by SNC, and health 

literacy were the main patient characteristics associated to a correct interpretation of 

laboratory test results. In our study, we tested the same variables but did not find the same 

association. A possible explanation of these results are the differences between our study 

population and the one studied by Zikmund-Fisher et al [17]. On the one side, Zikmund-Fisher 

et al [17] employed a much larger sample and included a broader group of people, with and 

without the condition under examination (i.e. diabetes). On the other side, differences in 

personal characteristics might have been less important in our controlled study population, as 

we selected a much smaller and more homogeneous group of patients who had an advanced 

level of knowledge about their condition. Furthermore, the majority of our participants were 

also familiar with the task at hand, having previous experience in checking laboratory test 

results in online portals. 

Finally, nevertheless some patterns emerged from the analysis of the visual search behaviours 

(i.e. greater interest in the Grouped presentation when viewing the longitudinal values in the 

comparison graphs, and the Contextualised presentation when inspecting the AoI displaying 

the longitudinal values in a single graph), there was no statistically significant effect of 

presentation on eye movement data. Furthermore, there was no association between 

presentations and any of the self-reported measures, especially those measures related to 

conscious processing of information, like focused immersion and systematic processing. 

These results are not in accordance with existing evidence in information seeking and human 

computer interaction research. For example, earlier studies showed the presence of more 

systematic visual search behaviour in the context of interfaces that make use of categorized 

overviews [40]. In our case, categorised overviews in the Grouped interface did not evoke a 

significantly more in-depth immersion in the task as it would be expected. Moreover, the use 
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of contextual personalised horizontal bars in the Contextualised interface did not produce 

significant differences in the way participants inspected the AoI that displayed all latest 

laboratory test values. A possible explanation for this behaviour is that patients in our study, 

given their good level of knowledge about their disease and previous experience with 

interpreting their laboratory test results, did not need any additional eye fixation on the 

additional features introduced by the Contextualised and Grouped presentation. Ultimately, 

patients might have had a specific search strategy that was used in each task. In this case, the 

changes in the interface design alone were not enough to alter this visual search behaviour as 

shown in Figure 6.4. 

The findings of this study should be interpreted with caution due to the presence of several 

limitations. First, we used a relatively small sample size. A larger sample size would have 

strengthen the statistical power of the results. Also, a larger and more diverse sample would 

have allowed us to better evaluate the influence of personal characteristics on risk 

interpretation. Second, we tested only two alternative web-based presentations of laboratory 

test results. Using more comparison interfaces would have enabled us to record more data 

about the effect of interface design on risk interpretation and user interaction. Finally, patients 

were given fictitious/simulated clinical scenarios to assess risk. Observing patients’ 

interpretation of data from their own laboratory test results could simulate a more naturalistic 

research environment and strengthen the applicability of our results in clinical practice. 

 

6.6 CONCLUSIONS 

The presentations we tested were equivalent in supporting patients in interpreting risk 

correctly. This study confirmed patients’ difficulties in interpreting laboratory test results, 

with many patients underestimating risk across all presentations, even when abnormal values 

were highlighted using visual elements or grouped together. Further research is needed to 

generalise the findings of this study in the context of other types of web-based presentations 

or interaction design styles and inform the evidence-based design of interfaces for the 

presentation of laboratory test results in patient portals. 
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6.8 SUPPLEMENTARY MATERIAL 

Supplementary Table 6.1: Characteristics of patients who did not make safety mistakes and those who did. Abbreviations: SD, Standard deviation; SNC: Subjective Numeracy 

Scale; GCSE: General Certificate of Secondary Education. 

Parameters 
Patients who did not make 

safety mistakes 

Patients who made 

safety mistakes 

Number of patients 7 13 

Gender  Female (%) 1 (14) 3 (23) 

Male (%) 6 (86) 10 (77) 

Age (years) 51.1 (12.9) 52.2 (9.1) 

Years since kidney transplant (mean, SD) 11.9 (9.6) 10 (8.5) 

SNC score (mean, SD) 3.7 (0.9) 4.1 (0.9) 

Health literacy (mean, SD) 0.3 (0.3) 0.6 (0.7) 

Graph literacy score (mean, SD) 72.5 (11.6) 74.5 (11.1) 

Education Lower than GCSE (%) 1 (14) 0 (0) 

GCSE (%) 1 (14)  6 (46) 

A-level/College (%) 2 (29) 3 (23) 

Higher education/University degree (%) 3 (43) 4 (31) 

Internet use Less than one hour per week (%) 0 (0) 1 (8) 

One to five hours per week (%) 1 (14) 4 (31) 

Five to 10 hours per week (%) 2 (29) 3 (23) 

More than 10 hours per week (%) 4 (57) 5 (38) 

PatientView use Never used (%) 1 (14) 2 (15) 

Less or equal than once per year (%)  1 (14) 4 (31) 

Twice per year (%) 0 1 (8) 

Quarterly (%) 5 (71) 6 (46) 
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Supplementary Table 6.2: Characteristics of patients who did not require unnecessary care and those who did. Abbreviations: SD, Standard deviation; SNC: Subjective 

Numeracy Scale; GCSE: General Certificate of Secondary Education. 

Parameters 
Patients who did not require 

unnecessary care 

Patients who required 

unnecessary care 

Number of patients 6 14 

Gender  Female (%) 3 (50) 1 (7) 

Male (%) 3 (50) 13 (93) 

Age (years) 52.8 (5.8) 51.4 (11.8) 

Years since kidney transplant (mean, SD) 15.5 (9.9) 8.6 (7.5) 

SNC score (mean, SD) 3.8 (0.8) 4.1 (0.8) 

Health literacy (mean, SD) 0.7 (0.4) 0.4 (0.6) 

Graph literacy score (mean, SD) 71.8 (10.5) 74.7 (11.5) 

Education Lower than GCSE (%) 1 (17) 0 (0) 

GCSE (%) 3 (50) 4 (29) 

A-level/College (%) 1 (17) 4 (29) 

Higher education/University degree (%) 1 (17) 6 (43) 

Internet use Less than one hour per week (%) 0 (0) 1 (7) 

One to five hours per week (%) 3 (50) 2 (14) 

Five to 10 hours per week (%) 1 (17) 4 (29) 

More than 10 hours per week (%) 2 (33) 7 (50) 

PatientView 

use 

Never used (%) 1 (17) 2 (14) 

Less or equal than once per year (%)  0 (0) 5 (36) 

Twice per year (%) 0 (0) 1 (7) 

Quarterly (%) 5 (83) 6 (43) 
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Supplementary Table 6.3: Coefficient estimates in the mixed-effects linear regression for the eye fixation 

count and dwell time. Abbreviations: CI. Confidence interval. 

Covariate 

Eye fixation count 

coefficient estimate 

[95% CI] 

Dwell time 

coefficient estimate 

[95% CI] 

(intercept) 24.99 [-25.31,75.3] 7.24 [-6.7,21.17] 

Age 0.01 [-0.66,0.69] 0 [-0.19,0.19] 

Years since transplant -0.13 [-0.89,0.63] -0.02 [-0.23,0.19] 

Contextualised presentation vs Baseline 1.19 [-2.82,5.21] 0.39 [-0.75,1.54] 

Grouped presentation vs Baseline 1.46 [-2.55,5.47] 0.52 [-0.63,1.66] 

Medium risk clinical scenario vs Low risk 0.5 [-3.52,4.51] 0.17 [-0.98,1.31] 

High risk clinical scenario vs Low risk 1.51 [-2.5,5.52] 0.42 [-0.73,1.56] 

Educationa) -1.69 [-6.45,3.07] -0.4 [-1.72,0.92] 

Frequency of internet usea) -5.28 [-13.88,3.32] -1.67 [-4.06,0.71] 

Frequency of PatientView usea) -5.22 [-9.81,-0.63]b) -1.47 [-2.74,-0.2]b) 

SNC 4.13 [-3.89,12.16] 1.25 [-0.97,3.47] 

Health literacy 4.6 [-5.14,14.34] 1.39 [-1.31,4.09] 

Graph literacy 0.21 [-0.41,0.84] 0.06 [-0.11,0.23] 

a) Ordered categorical factors considered as numeric covariates in the analysis. 

b) Statistically significant at 0.05 level. 
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7.1  ABSTRACT 

Laboratory test results in primary care are flagged as 'abnormal' when they fall outside a 

population-based Reference Interval (RI), typically generating many alerts with a low 

specificity. In order to decrease alert frequency while retaining clinical relevance, we 

developed a method to assess dynamic, patient-tailored RIs based on mixed-effects linear 

regression models. Potassium test results from primary care were used as proof-of-concept 

test bed. Clinical relevance was assessed via a survey administered to general practitioners 

(GPs). Overall, the dynamic, patient-tailored method and the combination of both methods 

flagged 20% and 36% fewer values as abnormal than the population-based method. Nineteen 

out of 43 invited GPs (44%) completed the survey. The population-based method yielded a 

better sensitivity than the patient-tailored and the combined methods (0.51 vs 0.41 and 0.38, 

respectively) but a lower PPV (0.66 vs 0.67 and 0.76, respectively). We conclude that a 

combination of population-based and patient-tailored RIs can improve the detection of 

abnormal laboratory results. We suggest that lab values outside both RIs be flagged with high 

priority in clinical practice. 

 

Keywords: Clinical Decision Support Systems; Point-of-Care Systems; Biochemistry. 
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7.2  INTRODUCTION 

Failure to follow up laboratory test results is a major concern in primary care [1]. Missed test 

results can lead to delayed interventions or to decisions made on the basis of incomplete 

information with potential compromise of patient safety [2]. For patients, poor tests handling 

may generate increased number of visits, repeated laboratory examinations, and unnecessary 

stress or harm [3]. Callen et al. [1] showed that the extent of failure to follow up test results in 

primary care ranges from 7% to 62% of results; and it can cause delayed diagnosis, 

preventable hospitalisation and adverse drug reactions. 

Electronic Health Records (EHRs) can improve test result follow-up and management [4]. 

However, general practicioners’ (GPs) satisfaction of informatics systems in place to manage 

tests is low [5]. One of the main barriers for timely follow-up is the high number of often 

unecessary alerts that physicians are presented with on a daily basis [6,7]. It is estimated that 

each general practitioner spends almost an hour per day processing alerts generated by primary 

care information systems, the majority of which is composed of test result alerts [5,6]. As a 

consequence, physicians may not have the necessary time to focus on the most important alerts 

[8]. This information overload contributes to alert fatigue [9] and it can potentially generate 

patient safety issues [1]. 

The high number of alerts produced is directly related to the lack of specificity of current 

threshold-based methods for detecting abnormal values. The majority of EHRs use 

population-based Reference Intervals (RIs), which are defined as “intervals that, when applied 

to the population serviced by the laboratory correctly include most of the subjects with 

characteristics similar to the reference group and exclude the others.” [10]. RIs are usually 

calculated by assuming a Gaussian distribution of test results for the given physiological 

measure (e.g. potassium, creatinine, heamoglobin), and estimating population mean and 

variance to calculate the RI as the 95% reference range. By definition a value outside the RI 

is flagged as abnormal [11]. As this approach is based on population estimates, it may flag 

values as abnormal that may be considered normal in the context of a specific patient's medical 

history. For instance, some patients have persistently high or low levels of certain 

physiological parameters, and this is dealth with via the clinician’s knowledge of the patient. 

Conversely, some patients may experience sudden changes in critical parameters that need 

prompt medical action, but these changes are not flagged as abnormal because measured 

values are still within the population-based RI. In this regard, the adoption of more 

personalised methods that adapt to the patient's history could reveal key patterns and insights 

the interpretation based on population thresholds would not [12]. 
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The aim of the paper is to develop a dynamic patient-tailored method for detecting abnormal 

laboratory test results in primary care, and assess the incidence of abnormal test results when 

using this method alone and in combination with the population-based method. Furthermore, 

we aimed to assess the potential clinical relevance through a survey administered to 

experienced practicioners in UK primary care. 

 

7.3 METHODS 

7.3.1 Model 

Mixed-effects modelling allows the analysis of data with complex patterns of variability and 

hierarchical structure [13]. Specifically, when estimating RI for laboratory tests, mixed-effects 

modelling can take into account both the population variability and the intra-patient 

variability. Consider a patient i and its corresponding test result set Yi=yi1, by applying the 

introduced hierarchical structure and calculating the maximum likelihood estimate: 

 

If yij  ~ N(αi, σ
2), αi ~ N(µ,ω2), then αi | 𝑦̅ij, σ

2, µ,ω2 ~ N(µ̃ij, Vij) where 

µ̃ij= 
µ𝜔-2+𝑦̅ij

𝑛ij

𝜎2

𝜔-2+
𝑛ij

𝜎2

  and    Vij= (𝜔-2 +
𝑛ij

𝜎2)-1 

Equivalently, 

µ̃ij= µλij + (1 - λij)𝑦̅𝑖𝑗                                         (1) 

 

λij= 
𝜔-2

𝜔-2 + 
𝑛ij

𝜎2

 = 

𝜎2

𝑛ij

𝜔2 + 
𝜎2

𝑛ij

 = 
Vij

Vij + 𝜔2
       (2) 

 

 

Here, µ and ω2 are population mean and variance, yij is the jth observation of patient i, αi is 

the mean of patient i, σ2 is the intra-patient variance. Moreover, 𝑦̅ij and nij are the sample mean 

and number of observations for patient i after j observations. Finally, µ̃ij and Vij are the 

maximum likelihood estimates of αi and σ2, and λij is a shrinkage factor, that as soon as there 
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are more observations for patient i, increases the weight of the sample mean 𝑦̅ij compared to 

the population mean µ. Accordingly, by using µ̃ij and Vij it is possible calculate an adaptive 

patient-tailored RI for patient i (defined as in the standard method as the 95% reference range), 

which is dynamically updated at each new test result and tells us what is normal/abnormal in 

a specific patient’s context. Figure 7.1 shows an example of the application of the population-

based and patient-tailored RIs to a patient’s potassium results time series to detect abnormal 

values. At the first observation (on the left), with no previous information about the spefic 

patient, the population-based and patient tailored RIs coincide. Conversely, with new 

observations coming, the patient-tailored RI is updated and adapts to the the patient’s context. 

For example, the third value, that is similar to the previous ones but slighlty outside the 

population-based RI, is not flagged as abnormal according the patient-tailored method but it 

is according to the population-based ones. Finally, the last value, that is inside the RI but 

“unusual” for the patient, is flagged as abnormal by following the patient-tailored RI and it 

would be missed with the population-based one. 
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Figure 7.1: Example of application of the patient-tailored and population-based RIs to a patient’s potassium results time series to detect abnormal values. 
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7.3.2 Data 

The Salford Integrated Record (SIR) database was used to test our method. SIR is an 

anonymized electronic health record database from the City of Salford (population 234k, UK), 

which collects data from 49 primary care providers and one secondary care provider. Records 

are stored using Read codes v2 and Clinical terms Version 3 standards [14]. 

We focused our analysis on potassium results and we extracted data from SIR for patients 

aged 18 to 85 in the period 1/1/1990–31/12/2012. Potassium results are influenced by 

medications and chronic conditions, and in case of hypokalemia (<2.5 mmol/l) or 

hyperkalemia (>6 mmol/l) it can result in significant cardiac dysrhythmias. In addition, some 

patients can have levels persistently outside the RI without any effect on heart ryhthm. 

Accordingly, a patient-tailored alerting system would be particularly helpful for this 

laboratory parameter. As a consensus RI across UK laboratories we implemented in our study 

a potassium RI of 3.5 to 5 mmol/l [15]. 

7.3.3 Parameter estimation 

From SIR data extraction, after outliers exclusion in order to reproduce the implemented 

potassium RI, we derived two datasets: 1) a test set made by 500 patients randomly extracted, 

with all their potassium results; 2) a training set composed by all the remaining data extract 

used for fitting the mixed-effects model and estimate its parameters to implement the 

abovementioned adaptive patient-tailored RI. 

Potassium results in the test set were flagged as abnormal if out of the RI range according 

either to the standard threshold-based method using our UK consensus RI (referred from now 

on as standard method) or the adaptive patient-tailored RI (patient-tailored method). 

7.3.4 Evaluation 

7.3.4.1 Survey design 

In order to test the clinical relevance of flagged values by the patient-tailored method as well 

as the standard method, we used clinical judgement by GPs as gold standard. This judgment 

was obtained through a survey, as follows. From the analysed testing dataset, we randomly 

selected 15 values for each possible combination of the two methods, i.e. values alerted by: 1) 

only the standard method; 2) only the patient-tailored method; 3) the standard AND patient-

tailored methods at the same time (referred in the text as combined method); 4) none. From 

these values, we randomly included two per combination (for a total of eight) in a survey. This 
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choice of numbers (i.e. 15 randomly selected values for each combination and two per 

combination in each survey) was derived via simulation, with the aim of increasing the 

chances of each value to be evaluated by multiple GPs. Particualry, we assumed to have 40 

respondents and derived the combination of numbers that would allow us to have each value 

assessed by a median of three different GPs. 

In the survey, GPs were asked to rate on a colour-based scale how abnormal each value was 

in the context of the specific patient: 

 Green (normal value; i.e. no actions required); 

 Yellow (probably abnormal; i.e. repeat in more than a week, do further test, change 

medication); 

 Red (definitely abnormal; i.e. repeat urgently / hospital admission). 

For each value GPs were provided with patient characteristics (i.e. age and gender), a graph 

showing the patient’s previous potassium results, a brief summary of past medical history (i.e. 

comorbidities and time since diagnosis), and all medications that were prescribed during the 

last four months (see Supplementary Figure 7.1). In order to avoid priming no information 

about the standard and patient-tailored RIs were provided. Since values were randomly 

selected each time from the 15 values per combination included, it is noteworthy that all 

surveys administered to participants were different from each other, while maintaining the 

proportion between the different combination of the two methods; each value could be 

assessed by more than one general practitioner.  

The survey also contained three questions about respondent’s working days (1-3 days, 4-5 

days),  years of experience (1-10 years, 10-20 years, >20 years), and opinion about abnormal 

test results alerts (“not enough”, “about right”, “too much”). 

7.3.4.2 Participants and survey setting 

We administered the survey to a group of 43 GPs taking part in a 5 days Continuing 

Professional Development course for leadership development held in the city of Manchester 

(UK) in Octorber 2014. 

7.3.4.3 Data analysis 

We considered as clinically relevant a value that was judged by GPs as at least probably 

abnormal (i.e. yellow and red in the coloured scale in the survey). For each type of value we 
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calculated the percentage of agreement between GPs as the mean over all values evaluated by 

more than one GP. Furthermore, in order to test performance, we calculated sensitivity and 

PPV for the standard, patient-tailored and combined methods by taking the prevalence of the 

different type of flagged values (i.e. flagged only by the standard method, only by the patient-

tailored or by both methods at the same time) in the original dataset into account.  

In order to assess variable importance, possible intra-assessor and intra-value correlation, a 

mixed-effects logistic regression was employed, using the flags by standard and patient-

tailored methods as well as respondent characteristics as independent variables and the values 

clinical relevance as binary outcome.  

All analyses were performed using the R software (http://www.r-project.org/). 

7.4 RESULTS 

7.4.1 Data analysis 

We extracted 1,411,757 unique potassium results from the SIR database, for a total of 151,681 

patients. Mean age at first potassium record was 45.4 (17), female accounted for 49.8% and 

the mean follow-up time was 4.7 (4). The test dataset was composed of 500 patients and 4,144 

potassium results. Of these, 470 (11.3%) values were flagged as abnormal by the standard 

method, 372 (9%) by the patient-tailored method and 301 (7.3%) by the combined one. The 

patient-tailored and combined methods registered a 20% (98 values) and 36% (169 values) 

reduction of the number of abnormal flagged values compared to the standard method. 

7.4.2 Evaluation 

Of the 43 GPs that received the survey, 19 completed it (response rate of 44%). Each value 

was assessed by a median of 3 GPs. Table 7.1 reports respondents’ characteristics. The 

majority of GPs had more than 20 years of experience in general practice (63.2%) and worked 

1-3 days in general practice. Furthermore, 42.1% thought that there are too many test results 

alerts in general practice. 

  

http://www.r-project.org/
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Table 7.1: Baseline characteristics of general practitioners. 

Question  Reply N (%) 

Days per week in practice 
1-3 days 10 (52.6%) 

4-5 days 9 (47.4%) 

Years of experience 

<10 years 2 (10.5%) 

10-20 years 5 (26.3%) 

>20 years 12 (63.2%) 

Opinion about tests alerts in general 

practice 

Not enough 4 (21.1%) 

About right 7 (36.8%) 

Too much 8 (42.1%) 

 

Out of the 152 values assessed by GPs, 92 values were cosidered normal (green), 54 as 

probably abnormal (yellow), and 6 values as definitely abnormal (red). On average, each 

general practitioner identified 4.8 normal values (minimum: 1, maximum: 8), 2.8 probably 

abnormal values (minimum: 0; maximum: 7), and 0.3 definitely abnormal values (minimum: 

0; maximum: 1). 

Table 7.2 reports cross tabulation of values flagged as abnormal by all methods and whatever 

values were considered clinically relevant by GPs. 

 

Table 7.2: Cross tabulation between standard, patient-tailored and combined methods and general 

practitioners judgement as clinically relevant. 

 

Clinically relevant 

Neg Pos Total 

Standard method 

Neg 63 13 76 

Pos 29 47 76 

Total 92 60 152 

 
Clinically relevant 

Neg Pos Total 

Patient-tailored method 

Neg 55 21 76 

Pos 37 39 76 

Total 92 60 152 

 
Clinically relevant 

Neg Pos Total 

Combined method 

Neg 83 31 114 

Pos 9 29 38 

Total 92 60 152 
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The mean percentage of agreement between GPs was 94% for values not alerted by any 

method, 76% for values alerted only by the standard method, 87% for values alerted only by 

the patient tailored method, and 84% for values alerted by both methods. 

Table 7.3 reports sensitivity and PPV of all three methods, calculated by taking the prevalence 

in the original dataset into account. The standard and combined methods had the best 

performance in terms of sensitiviy and PPV respectively. 

 

Table 7.3: PPVs and sensitivities based on general practitioners judgements as clinically relevant. 

Parameter 

Standard 

method 

Patient- tailored 

method Combined method 

Prevalence in testing 

dataset (n=4,144) 
11.3% 9% 7.3% 

Prevalence in values 

assessed by GPs 
50% 50% 25% 

Sensitivity 0.51 0.41 0.38 

PPV 0.66 0.67 0.76 

 

Table 7.4 shows the adjusted ORs for the fixed effects in the mixed-effects logistic regression 

of values identified as clinically relevant by GPs. The estimated variance of the random effects 

for assessor and value were 1.5 (SD:1.2) and 0.4 (SD: 0.6) respectively. The only two 

significant variables were the flags by the standard and patient-tailored methods. 

 

Table 7.4: Adjusted ORs for values identified as clinically relevant by general practitioners.(GP: 

General Practice). 

Parameter Adjusted OR [95% CI] 

Standard method pos. vs neg. 24.5 [5.3,113.7] 

Patient tailored method pos. vs. neg. 6.2 [2.0,19.1] 

Weekly working days in GP: 4-5 days vs 1-3 days 2.2 [0.4,11.3] 

Years of experience in GP: 10-20 years vs <10 years 3.5 [0.4,11.3] 

Years of experience in GP: >20 years vs <10 years 6.0 [0.3,103.1] 

Opinion about tests alerts in GP: not enough vs about right 0.5 [0.7,3.7] 

Opinion about tests alerts in GP: too much vs about right 0.2 [0,1.3] 

 

7.5 DISCUSSION 

This paper describes the development and preliminary evaluation of a method to produce 

dynamic, patient-tailored alerts for abnormal test results. The evaluation was focused on 
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potassium results and clinical relevance was assessed via a survey administred to a group of 

experienced GPs in Manchester (UK). 

Looking at performance of the standard and patient-tailored method, overall the standard 

method yielded a better trade-off between sensitivity and PPV. Although the dynamic, patient-

tailored method achieved a reduction in the number of flagged abnormal values and a slightly 

better PPV, the standard method was significantly more sensitive. 

The combined method showed poor sensitivity (similar in absolute numbers to the patient-

tailored method). However, PPV was the best by far. This result suggests that combining 

population RI with patient-specific contextual information, improves the clinical relevance of 

flagged values. This finding is not unexpected: values flagged by the combined method are 

potassium results that are abnormal for the healthy population as well as in the context of a 

particular patient. The importance of the additional information provided by the patient-

tailored method is also confirmed by the mixed-effects logistic regression modelling. 

To decrease the number of not relevant test results alerts, some investigators have suggested 

alerting physicians only about those values that have a high deviance from the RI [16,17]. We 

performed a sensitivity analysis by adopting a threshold-based approach with potassium RI of 

2.5-6 mmol/l (previously proposed in [17]) that confirmed our main analysis. In detail, 

weighted sensitivity and PPV were 0.1 and 0.89 respectively. Although values outside the 

adopted RI had a very high deviance from the UK potassium RI not all flagged values were 

considered clinically relevant and just a small proportion was considered definitely abnormal. 

This confirms the importance of the context and the bluntness of using fixed-thresholds when 

looking at individual patients. 

Our main focus was on PPV, which is key to avoiding alert fatigue as high PPV values reflect 

more relevant alerts likely to be well received by clinicians [18,19]. However, we note that 

low sensitivities obtained by the patient-tailored and combined methods would lead to 

clinically relevant abnormal values being missed, with possible consequences for patient 

safety. It is noteworthy that in absolute numbers even the sensitivity by the standard method 

(0.51) cannot be considered satisfactory and would lead to miss many values that are abnormal 

in the context of a specific patient but lay within the population RI. We have shown in this 

study that modelling patient’s values over time in isolation is not enough to identify these 

clinically relevant values laying within the population RI. Future studies should focus on 

incorporating more covariates in the modelling (e.g. medications and comorbidities). 

Furthermore, future research should focus on trying to go beyond the abstract concept of 

normality/abnormality towards a more concrete definition of clinical relevance in terms of 
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laboratory tests that triggered further clinical actions (e.g. further testing, change in 

medications or adverse event). 

In addition to the lack of sensitivity, the patient-tailored and stardard methods have further 

drawbacks directly related to how they are defined. On one side, because of his adaptative 

nature, the patient-tailored method in presence of patients that are not stable but worsen over 

time (i.e. the value for a specific parameter keeps increasing or decreasing) would slowly adapt 

to the abnormal values and produce a biased patient-tailored RI. On the other side, the standard 

method, which uses fixed thresholds, would keep flagging tests results as abnormal when 

patients’ values are stable but consistently outside the population RI. Improvements are 

needed in these regards for all methods. 

Our analysis has several limitations. First, we focused on only one biochemical factor 

(potassium). Second, we carried out our evaluation within a relatively small panel of GPs in 

one geographical area, with a low response rate to our survey. Although this might limit the 

generalisability of our findings, mean percentage of agreement between GPs was high. 

Therefore, we expect this not to have an impact on our interpretation of the results. Third, 

the UK potassium RI adopted might have been slightly different than the one used in other 

laboratories that the clinicians may be used to; furthermore there might have been GPs that 

slavishly applied the abovementioned RI when replying to the survey. 

 

7.6 CONCLUSION 

This study demonstrates that the combined adoption of a patient-tailored method and a the 

standard threshold-based method for assessing potassium levels can improve the PPV of 

results flagged as abnormal. This could be particularly important to prioritise alerts by making 

the values flagged by both methods more prominent. 

We plan to extend our experiments to a wider panel of laboratory tests (e.g. creatinine, eGFR, 

calcium, heamoglobin) and to a larger number of GPs, as well as investigating alternative 

statistical approaches (including Bayesian inference). We also plan to relate the alerting 

performance to adverse health outcomes.  

This study represents a first step towards a next generation of context-aware alerting systems 

that in future may enhance patient safety. 
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7.8 SUPPLEMENTARY MATERIAL 

Supplementary Figure 7.1: Example of chart provided to the general practitioners (GPs) in the evaluation survey. 
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Chapter 8  
 

DISCUSSION AND CONCLUSIONS 

Although extensive discussions and specific conclusions were reported at the end of each chapter, 

here we aim at drawing together the key findings for each research question and highlighting their 

significance. For each research question, we also describe to what extent the knowledge produced 

as part of this thesis is actionable in the healthcare contexts in Table 1.1 (i.e. clinical practice, 

technology development, population health management and research). Finally, we provide some 

conclusions and future directions. 

 

8.1 SUMMARY OF FINDINGS AND SIGNIFICANCE OF WORK 

This thesis made secondary use of EHR data with the aim of producing actionable information to 

overcome some of the current challenges in predictive modelling using EHR data and patients 

access to their EHR data in patient portals. Below, we report how we addressed the three research 

questions we explored in this thesis. 

8.1.1 RQ1: How can we use longitudinal information in EHRs more effectively to 

investigate multimorbidity? 

The main context in which this research question provided actionable information is research. 

Particularly, the systematic review of the literature in Chapter 2 showed how multimorbidity is 

an under-investigated area in the informatics community. This is an important finding, as 

multimorbidity is an area of public health and clinical importance [1–3]. Therefore, research in 

this area should have high priority. We also suggest that the health informatics community can 

potentially have a key role in plugging evidence gaps around multimorbidity through research 

using EHR data. In this regard, Chapter 3 explores how to more effectively use the vast amount 

of longitudinal information available in EHRs, which is often disregarded by studies in the 

literature [4–6]. Particularly, we used the Charlson Comorbidity Index (CCI) [7] as a proxy of 

comorbidity burden, and showed that multimorbidity is indeed a dynamic process, with 10% of 

patients in our study population experiencing a comorbidity change in 5 years follow-up. We also 

demonstrated that the importance of such longitudinal changes in survival models is two-fold. 

First, accounting for this changes with a time-dependent variable produces survival models that 

better capture the effect of comorbidity burden on mortality. Second, we showed how the 
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comorbidity changes have an important prognostic impact, with the patients experiencing them 

who had an increased mortality risk. We suggest that this type of survival model should be 

considered when using EHR data for research. 

The knowledge produced to address this research question cannot be considered actionable in any 

of the other healthcare contexts in Table 1.1. As a matter of fact, the predictions from the survival 

models tested in Chapter 3 would not support decision making by clinicians or policy makers in 

the UK primary care context.  

8.1.2 RQ2: How can we use EHR data to externally validate existing prediction 

models? 

Primary care EHR data, with their large size and broad population base, offer ample opportunities 

to perform external validation studies of predictive models. It is essential that such studies are 

conducted before models are used in clinical practice [8–11]. In Chapter 4 we presented an 

external validation study of existing Chronic Kidney Disease (CKD) predictive models in the UK 

primary care context. The study did not develop any new methodology, but followed international 

guidelines to perform external validation analyses [12,13]. Furthermore, it is one of the first 

studies to do a head-to-head comparison of multiple predictive models (both logistic and Cox 

proportional hazard regressions) on a large EHR dataset. 

In our external validation study, we compared seven CKD onset predictive models that we 

selected from the literature. We tested their performance on a five-year horizon of disease onset 

in terms of calibration and discrimination by using multiple metrics. All predictive models 

discriminated well between patients who developed CKD and those who did not, with a c-

statistics around 0.90. However, most of included predictive models were not calibrated to the 

UK primary care context and substantially over-predicted the risk of developing CKD. Only two 

models did not need any recalibration. Overall, QKidney [14], the only model originally 

developed in the UK, outperformed the other predictive models. Particularly, QKidney 

demonstrated to support a high risk approach to CKD prevention.  

This finding is actionable at a population health management level. On the basis of our results, 

policy makers should consider to update clinical practice guidelines by including QKidney among 

the CKD screening criteria. For example, policy makers could decide to recommend monitoring 

of estimated Glomerular Filtration Rate (eGFR) and albumin-creatinine ratio (ACR) for all 

patients with a prediction greater than 0.0692 (i.e. the threshold probability associated with the 

top 10% of predicted risk that we found in our study). We showed that with this approach it would 

be possible to identify 64.5% of those developing CKD in five years by targeting 10% of the study 

population. 
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The evidence produced by our study is not currently actionable in the technology development 

and clinical practice contexts. However, the eventual decision from population health 

management to include QKidney [14] in clinical practice guidelines might influence decisions in 

the other two contexts. For example, since all information needed to calculate predictions is in 

EHRs, EHR providers could consider to integrate QKidney in EHR systems. At this point, with 

clinical practice guidelines prescribing what to do in case of a QKidney prediction above 

threshold and the model in form of alert in EHR systems, GPs could use it in clinical practice for 

a timely identification of individual at a high risk of developing CKD. 

8.1.3 RQ3: How can we use interface design and predictive modelling to enhance 

interpretation of clinical laboratory test results? 

The research question aimed at using different methods (i.e. interface design and predictive 

modelling) to produce actionable information in context of technology development, in order to 

enhance interpretation of laboratory results on patient portals and EHR systems. Although 

interesting results came out as part of our studies, none of our findings can be considered 

actionable at this stage. First, in Chapter 6, where we described a controlled study assessing 

whether interpretation and decision-making is influenced by the way the laboratory test results 

are presented in patient portals, did not find any statistically significant difference between the 

three presentations we tested. Particularly, misinterpretation of risk was high for all three 

presentations, with patients often not recognising scenarios where they should have acted on the 

information (e.g., requiring an appointment earlier than scheduled or calling their doctor 

immediately). The information that is relevant in a technology development context produced by 

Chapter 6 is that participants preferred the alternative presentations to the Baseline system, which 

was based on an established patient portal for kidney patients in the UK (called PatientView [15]). 

However, this would not be enough to inform significant changes of the system currently in use. 

Second, the method to calculate dynamic, patient-tailored alerts developed in Chapter 7 was only 

preliminarily tested on one type of laboratory test value (i.e. potassium) among a small group of 

GPs. Therefore, although promising results were obtained, this is not yet ready to be implemented 

in EHR systems. 

Although not directly actionable, the fact that many patients in the study in Chapter 6 often did 

not recognise that an action was needed may be a relevant finding for policy makers. In fact, this 

raises patient safety concerns and reinforces the idea that the presentation of laboratory test 

results, in terms of interface design alone (even when abnormal values are highlighted with 

colours or grouped together), is not enough to improve the accuracy of patients' risk interpretation 

[16]. This might also limit the potential of patient portals to actively involve patients in their own 

healthcare in clinical practice. 
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So, the main context in which we produced actionable information is research. On one hand, in 

Chapter 5 we reviewed the literature and found that the influence of patient portals on decision-

making is rarely investigated. This aspect is particularly relevant when patients access information 

outside clinical consultations because misinterpretation and erroneous decisions can have adverse 

effects on patient safety and self-management [17–19]. Therefore, influence on decision making 

should be one of the priorities in patient portal research, despite this aspect being particularly 

difficult to investigate. On the other hand, the method developed as part of Chapter 7 represents 

a methodological improvement in prediction modelling, as it takes advantage of the vast amount 

of longitudinal information available in EHRs (often disregarded in prediction modelling [8]). 

8.2 FUTURE DIRECTIONS 

There are several ways how the work we presented could be taken forward. Below, we report 

some future directions on the topics considered in this PhD thesis. 

 RQ1: The survival model proposed in Chapter 3 represents an improvement to the current 

approaches to investigate multimorbidity with EHR data. However, this is only a first 

step towards fully taking advantage of longitudinal information available for patients in 

EHRs. In addition to testing our models on different outcomes (e.g. disability, function 

loss, hospitalisation and resource utilisation), future research should investigate new 

scores that account for the interactions between different comorbidities. Particularly, such 

scores could be developed by using large EHR databases like the Clinical Practice 

Research Datalink to find clusters of patients with common comorbidities and evaluate 

how different groups of clinical conditions might lead to different health outcomes. 

Potentially, this could be integrated with life style information (e.g. smoking, body mass 

index and alcohol consumption) to obtain an estimate of biological age, as opposed to 

demographic age, with a similar approach to Framingham Hearth Age estimator [20]. 

 RQ2: There are two main directions for future research building on our findings. First, 

after having demonstrated that, from a statistical perspective, the QKidney model could 

be used in clinical practice, future studies should focus on evaluating the influence that 

the model would have on GPs’ decision making. Second, as we showed that all predictive 

models we tested had a substantial decrease in performance with patients with established 

CKD risk factors, future research should evaluate whether more complex models might 

be more suitable for these patients. For example, it would be interesting to explore the 

inclusion of longitudinal information about important CKD markers (i.e. serum creatinine 

or eGFR) to identify different trajectories towards CKD onset. 
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 RQ3: Although our work provided important findings on how patients interpret and act 

on laboratory test results, the main limitation of the study presented in Chapter 6 is that 

patients did not access their own information but rather fictitious scenarios. This might 

have been one of the reasons why we did not observe any effect of presentation on 

patients’ interpretation. Future studies should therefore focus on evaluating this aspect in 

a more realistic scenario, with patients accessing their own laboratory test results. This 

could be done by randomising them to different presentations of the laboratory test results 

and monitoring their actions remotely. Furthermore, the method to develop patient-

tailored reference ranges described in Chapter 7 needs further development and testing 

before it can be made available to patients. Particularly, after evaluating whether the 

current method is generalisable to other laboratory parameters (e.g. serum creatinine or 

haemoglobin), it would be interesting to test its performance in clinical practice by 

integrating patient-tailored alerts in EHRs and assessing their impact on GPs’ behaviours 

(i.e. alert override versus clinical action taken). 

 

8.3 CONCLUSIONS 

In this thesis, we used routinely collected EHR data to investigate decision-making in different 

contexts and involving different stakeholders. These included patients, clinicians and policy 

makers, as well as EHR developers and researchers. Ultimately, we produced actionable 

information that spans across health research and population health management. For health 

research, this thesis provided important methodological advances in predictive modelling using 

EHR data, with the development of innovative ways to investigate multimorbidity (Chapter 3) 

and to contextualise reference ranges for laboratory test results (Chapter 7). For population health 

management, we demonstrated that QKidney is fit for use in clinical practice. Policy makers 

should consider to integrate this in model in clinical practice guidelines to support timely 

identification of patients at a higher risk of developing CKD.  
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