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Abstract 

 Non–covalent interactions represent a major area of interest across the 

scientific community, with the interactions of biomolecules being an interesting and 

influential field. Regulating protein function by influencing binding of co–factors and 

other proteins is at the forefront of many research directions. However, non–

covalent complexes can present challenging targets for analysis as many 

techniques are unable to differentiate between species in a heterogeneous 

population. Mass spectrometry (MS) experiments provide the unique ability to 

isolate individual components in a mixture prior to analysis, even when they exist in 

a dynamic equilibrium. When this is combined with hybrid techniques such as ion 

mobility–MS, along with fragmentation, the differences incorporated within a 

complex can be identified structurally and related back to the binding interface. The 

work presented in this thesis demonstrates how MS and related techniques are 

suitable methods to address the challenge of analysing non–covalent complexes 

 The first system in chapter two is a DNA aptamer that has been designed to 

bind an antibiotic kanamycin. Aptamers represent an emerging field in 

biopharmaceuticals due to their ability to provide specific antigen binding analogous 

to antibodies whilst providing advantages in chemical synthesis and immune 

response. The interaction between these two molecules was assessed using a 

variety of MS techniques to elucidate the nature of the interface, if the structure of 

the molecule is pre–organised for binding, and the conformational changes that 

binding induced. Additional sequence constructs were compared for their binding 

and structural similarities. 

 The systems under scrutiny in chapter three belong to a class of anion 

sensing molecules designed to detect pyrophosphate via displacement of a dye 

molecule, with a high specificity over similar cationic molecules. These unique 

sensors have the potential to monitor cellular respiration by detecting 

pyrophosphate released from ATP. The sensors consist of a circular peptide 

scaffold with two flexible arms each leading to bound Zn (II) ions, with a variety of 

permutations of length and size examined. Gas–phase kinetic studies were 

performed to assess efficacy and selectivity of binding pyrophosphate. 

Subsequently, ion mobility and computational data were used to determine 

structure–function relationships.  

Chapters four and five consider the structural properties of the transcription 

factor c–MYC and its binding partner MAX. Deregulation of c–MYC is implicated in 

human cancer progression, therefore making it an attractive pharmaceutical target. 

However, the leucine zipper binding region of the two proteins is intrinsically 

disordered, undergoing a disorder to order transition upon binding which presents 

difficulties for characterisation using traditional structural techniques. These 

chapters explore the effects of a series of small molecules that have been shown to 

inhibit dimerisation of c–MYC and MAX through a postulated stabilisation of these 

disordered states.  Peptides derived from the proteins are investigated in the work 

presented in chapter four, whilst in chapter five extended sequences are 

interrogated. Further work in chapter five also considers the ability of the dimers to 

bind DNA in the presence and absence of ligands.  
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Preface 

This thesis outlines some of the research I have carried out during my PhD 

on the use of mass spectrometry techniques to study the interactions of non–

covalent complexes and the effects of ligand binding on biomolecular structure. The 

introduction provides a stepping off point into the work from basic terminology and 

equipment through to current and past work. It begins with a discussion of non–

covalent interactions and complexes in a general sense, and then goes on to 

describe them in more specific and application–focused directions. 

The main body consists of four first author papers, one of which has been 

published at the time of submission. These have been formatted in a way to 

properly display them in this thesis format. Supplementary information is provided in 

the appendices. 

All four papers follow a similar trend, in that they utilise a variety of mass 

spectrometry techniques to study non–covalent interactions within biological 

systems. The first paper discusses the binding of kanamycin to a DNA aptamer and 

seeks to identify the orientation of the interaction between these two molecules. The 

second paper interrogates a macromolecular construct designed to bind ATP 

specifically over other anions. This paper compares varying structures and ligands 

to relate structural features to ATP specificity. Papers three and four both focus on 

the oncogenic system c–MYC and its binding partner MAX on a peptide and protein 

level respectively. They look at a series of small molecules designed to inhibit their 

interactions, and how these affect their gas–phase structures. 
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EHSS Exact hard sphere scattering 

EI Electron ionisation 

ESI Electrospray ionisation 

FAB Fast atom bombardment  

FAIMS Field asymmetric ion mobility spectrometry 
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FD Field desorption  

FRET Fluorescence resonance energy transfer 

FTIR Fourier transform infrared spectroscopy 

IDP Intrinsically disordered protein 

IDR Intrinsically disordered region 

IEM Ion ejection model 

IM–MS Ion mobility–mass spectrometry 

IMS 

IPTG 

Ion mobility spectrometry 

Isopropyl β-D-1-thiogalactopyranoside 

IRMPD Infrared multiphoton dissociation 

ITC Isothermal calorimetry 

m/z Mass–to–charge ratio 

MALDI Matrix–assisted laser desorption ionisation 

MCP Microchannel plate 

MC Monte Carlo 

MD Molecular Dynamics 

MOBCAL A computational program to generate molecular cross 

sections 

MoQToF Mobility quadrupole time–of–flight mass spectrometer 

MS Mass spectrometry 

n–ESI Nano–electrospray ionisation 

NMR Nuclear magnetic resonance 

NOE Nuclear overhauser effect 
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PA Projection approximation 

PDB Protein data bank 

PSA Projection superposition approximation 

PTM Post–translational modification 

Q–ToF Quadrupole time–of–flight mass spectrometer 

RF Radiofrequency  

RNA Ribo nucleic acid 

TM Trajectory method 

TOF Time–of–flight 

TWIM–MS Travelling–wave ion mobility–mass spectrometry 

UV 

UVPD 

Ultraviolet 

Ultraviolet photo–dissociation 
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Greet every morning with a smile. 

 

That way it won’t know what you’re planning to do to it. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This thesis is dedicated to Rowland Nortcliffe,  

for instilling in me autodidactic tendencies… 
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Introduction 
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1.1. Non–covalent systems 

1.1.1. Non–covalent interactions 

 

Non–covalent bonds or interactions occur either within or between 

macromolecules via a variety of electromagnetic interactions. Non–covalent bonds 

differ from covalent bonds in that they do not involve the sharing of a pair of 

electrons [1]. A single non–covalent bond is of much lower energy than a covalent 

one, typically between 1–5 kcal/mol, and due to this most molecules will be able to 

break non–covalent bonds at room temperature (25°C) [2]. Multiple non–covalent 

bonds together can form highly stable and specific structures or interactions. These 

non–covalent bonds are as important to biological structures as the sequence of 

amino acids or DNA bases. Types of non–covalent interactions that are prevalent in 

protein chemistry and molecular biology include: ionic interactions, hydrophobic 

interactions, transient dipoles, van der Waals forces, and finally hydrogen bonding. 

Multiple molecules connected by non–covalent bonds can be referred to as a non–

covalent complex. Non–covalent bonds and complexes can often be difficult to 

analyse due to their weak and often dynamic nature.  

Ionic interactions are a type of non–covalent bond that exist between 

charged ions of opposite polarity. At cellular pH, there exist many charged groups 

on bio–molecules, along with a large number of cations and anions (Figure 1.1).  In 

aqueous environments, ions exist surrounded by water in a hydration shell 

interacting with waters inherent dipole. This hydration is highly energetically 

favoured and often overcomes the lattice energy of solid ionic crystals [3–5]. Ionic 

interactions commonly stabilise macromolecular structures, with metal ions often 

found interacting with proteins and phosphate groups [6, 7]. Salt bridges are an 

example of ionic interactions and can be formed within proteins where anionic and 

cationic residues lie within a distance 3–5 Å of each other [8]. Salt bridge 

interactions commonly have both ionic and hydrogen bonding interactions. 

Whereas ionic bonds in a solid salt crystal are very strong (in the region of 

100 kcal/mol), in solution they become much weaker due to the hydration of water 

with a reduced strength of around 1–4 kcal/mol. However, when buried within a 

protein core with an absence of water, these bonds can become stronger and more 

influential. For a cationic and anionic pair of amino acid residues (aspartic acid and 
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arginine for example) within a protein core in the complete absence of water, ionic 

bonding strength could be as high as 20 kcal/mol [9].  

Hydrophobic interactions commonly occur in areas rich in C–H bonds which 

do not interact with water (Figure 1.1). These non–polar regions cluster together as 

clustering is more energetically favoured than the generation of a non–interacting 

water cage around the hydrophobic molecules.  Singular non–polar groups force the 

water to rigidly hydrogen bond with itself which is entropically unfavourable [10]. The 

positive entropy change, due to clustering effects of hydrophobic regions, 

contributes to a negative change in the Gibbs free energy of protein folding thereby 

having a stabilising effect. For example, a singular side chain of the amino acid 

leucine presents 100 Å2 of surface area interactions with water. The removal of this 

hydrocarbon chain can lead to an energy change of –2 kcal/mol in the Gibbs free 

energy [11]. For some globular proteins, the energy stabilisation from grouping of 

non–polar interactions could account for nearly 50% of the energy of the stable 

protein fold [11]. 

 Hydrophobic bonding is especially important when generating structural 

information through mass spectrometry as the gas–phase is a highly hydrophobic 

environment relative to solution and could therefore influence protein structures [12–

13]. Ionic interactions however, can be retained more strongly as the effect of 

solvent is reduced. 

Electron movement around molecules is constantly in flux and as two 

molecules approach each other they can affect each other (through repulsion of 

charges) leading to a transient electric dipole between the two (Figure 1.1). This 

generates a weak non–specific attractive force termed a van der Waals interaction 

[14]. Molecules with a permanent electric dipole can also induce a transient dipole in 

others [14]. Van der Waals forces are particularly important for non–polar liquids 

and solids which cannot form ionic or hydrogen bonds.  

Van der Waals interactions require atoms to be in close proximity (1–2 Å) 

and become effectively zero past 5–6 Å. Additionally, the energies involved are only 

around 0.02–0.2 kcal/mol [15, 16]. These factors together mean that van der Waals 

interactions could be seen to be inconsequential on the scale of energies in protein 

folding. However, as the interiors of proteins are densely packed, along with broad 

flat interactions between some proteins there can be several hundred van der 
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Waals interactions occurring at one time both within and between proteins. The sum 

of these interactions leads to effects on proteins that are disperse but highly 

influential [15]. Van der Waals interactions are retained in the gas–phase like ionic 

interactions. 

Hydrogen bonding is the most common non–covalent bond in biological 

systems and is crucial to the tertiary fold of proteins and DNA, along with their 

interactions with ligands and substrates [17]. The hydrogen bond involves hydrogen 

atoms bound to a highly electronegative atom (commonly oxygen or nitrogen) which 

results in an uneven distribution of electrons generating a partial positive charge δ+ 

upon the hydrogen (Figure 1.1). This partial charge can interact with an acceptor 

electronegative atom with a pair of nonbonding electrons in its outer shell. Water is 

the most common example of hydrogen bonding forming networks of interfacing 

molecules. Due to the prevalence of water within cellular environments many 

hydrogen bonds within cells have a dynamic nature, with hydrogen bonds between 

amino acids in exchange with separate interactions with water.  

Hydrogen bonds commonly have a distance of 2.5–3 Å between the two 

electronegative atoms, with the length of the bond inversely proportional to its 

strength ranging from 0.5–7 kcal/mol [18]. Alignment is critical in hydrogen bonding 

with weakening of the interaction if the donor, hydrogen and acceptor molecules are 

not linearly aligned. Hydrogen bonding is electronic in nature similar to ionic 

interactions, and is therefore retained in the gas–phase. 

A further interaction which should be mentioned is that of metal coordination 

(Figure 1.1). Metal:ligand binding occurs through the overlap of electron orbitals 

leading to a transfer or sharing of electrons. Though metal coordination bonds have 

some covalent character and are often much stronger and more stable other non–

covalent interactions, some coordinative bonds can be weak and dynamic [19, 20]. 

The strengths of metal:ligand bonds vary with: the metal ion involved, its oxidation 

state, the particular ligand involved and its orientation. There are several biological 

metal coordinations that are commonly found such as the heme group in proteins 

such as cytochromes and myoglobin, and zinc ions in proteins such as zinc fingers. 

The free energy of myoglobin stabilisation by the heme group was calculated as –

18.5 kcal/mol through binding to two histidine residues [21]. The heme group in 

myoglobin has an oxygen atom coordinated with the metal centre through which 

one of the histidine residues binds, the removal of this leads to a change in the 
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energy of ±3.4 kcal/mol [21]. This type of interaction is observed in chapter 3 

between the zinc ions and the dipicolylamine groups. 

The final non–covalent interaction type which will be described is the 

interactions of delocalised π systems (Figure 1.1). Aromatic ring systems containing 

delocalised electrons exhibit a strong quadrupole moment with a positive potential 

on the atoms within the ring and a corresponding negative potential above and 

below. Delocalised systems of different electron densities can stack together to 

stabilise structures, which is observed biologically in DNA base stacking and is 

present in small molecules interacting with enzymes. π systems have also been 

observed interacting with C–H bonds, metal ions, and in uncommon cases 

halogens; depending upon the electron withdrawing of donating groups around 

benzene rings [22]. π–π aromatic stacking interactions are generally weak (<2 

kcal/mol) but can be strengthened with mono or bivalent cations (6 kcal/mol and 22 

kcal/mol respectively) [23].  
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Figure 1.1: Examples of non–covalent interactions across a variety of 

molecular systems with a range of their energies. 
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1.1.2. Non–covalent complexes of biomolecules 

Life simply could not exist without non–covalent complexes and they are 

ubiquitous across nature. This section will cover several non–covalent complexes 

and interactions: firstly, intramolecular interactions (protein folding), intermolecular 

interactions (DNA double helix, enzymes, protein complexes, and antibodies), 

aggregating systems (lipid bilayers, aggregating proteins), and finally with 

drug:biomolecule interactions. These complexes and interactions contain many 

non–covalent bonds of differing characteristics as discussed in section 1.1.1. No 

process or example uses only a single kind of non–covalent interaction, many work 

together through different parts of the molecule. 

Protein structure lies at the very heart of protein function, with the secondary 

sequence undergoing complex folding to create pockets and surfaces where 

chemical reactions may take place [25]. Non–covalent interactions are a small factor 

when looking at intramolecular structure, with covalent disulfide bridges being a 

larger factor determining three–dimensional structure of many proteins. Disulphide 

bridges typically have a bond strength of 60 kcal/mol with a length of around 2 Å, 

therefore they occur over a similar distance to non–covalent interactions, though the 

bridges are considerably stronger [24]. Another important feature of disulphide 

bonds is that they are redox active and therefore are not stable in all cellular 

environments.  

There are five polar amino acid side chains which carry a charge at 

biological pH (arginine, lysine, histidine, aspartic acid and glutamic acid), which can 

undergo ionic bonding, or these charges can be used to sequester metal ions, or 

cofactors essential for structure and function [25]. As the cell exists as mainly an 

aqueous environment, hydrophobic amino acids such as leucine and valine often 

become buried within the centre of a protein structure forcing more polar amino 

acids to the surface. This effect can be reversed in membrane–bound proteins 

which will be discussed later with lipid bilayers. Amino acids with delocalised ring 

systems such as phenylalanine, tryptophan and tyrosine can undergo π–π stacking 

when near each other, and these residues are often found near active sites, acting 

to orientate substrate molecules with catalytic residues [26]. Hydrogen bonding can 

occur throughout the protein, however most polar groups readily form bonds with 

water, making them commonly found on the surface of proteins.  Techniques that 

study protein structure are important as they allow us to uncover how biological 
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proteins perform their function, opening up new avenues for drug targets. 

DNA is a polymer molecule where each individual strand is formed of 

covalent bonds; these two strands come together in a massive hydrogen bonded 

structure [27]. The vast network of hydrogen bonds not only holds these expansive 

macromolecular chains together; it is highly specific, leading to complementary 

binding with mismatches easily recognised. The hydrogen bond exchange in DNA 

duplex formation is exothermic, partly due to the increase in hydrogen bonds 

formed. The highly directional nature of the hydrogen bonding is enhanced by the 

highly polar nature of the phosphate backbone of DNA, thus having a strong 

interaction with the aqueous cell environment [27, 28]. The other internal non–

covalent contributor to DNA structure is base stacking between nucleotides, 

however π–stacking occurs both inter– and intra–strand. As expected, the degree of 

stabilisation depends upon the DNA sequence, with the nearest neighbours 

determining the DNA stability. The negative charges on the phosphodiester 

backbone of DNA have a strong repulsive effect upon one another which is 

tempered with the presence of cationic metals. Duplex stability increases with 

increasing salt concentration, with divalent cations such as Mg2+ being more 

stabilising than Na+ or K+ [29]. Techniques that study DNA structure are important 

as they help understand the expression and activation of genes allowing greater 

understanding of how the genome is processed. 

Enzymes are biological catalysts that bind substrates in an active site, 

lowering the activation energy for reactions. The active site’s three–dimensional 

geometry is crucial to the operation of the enzyme, with many weak non–covalent 

interactions being present to align the reactants in the specific orientation required 

to stabilise transitional states. The first idea proposed for enzyme:substrate 

interactions was the ‘lock–and–key’ model (Figure 1.2) developed by Emil Fischer in 

1894 [30]. This model states that the active site of the enzyme is perfect for the 

arrival of the target/specific substrate molecule. The ‘lock–and–key’ hypothesis was 

found to be lacking, as enzymes are stabilised by substrate binding and undergo a 

conformational change. In 1958 Daniel Koshland modified the theory to suggest that 

as the enzyme is flexible, the active site is reshaped by its interactions with the 

substrate. This theory is known as ‘induced–fit’ and is viewed as more 

comprehensive than ‘lock–and–key’ (Figure 1.2) [31].  
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Figure 1.2 A) Visual description of the lock and key model and induced fit 

model. The lock and key model proposes that the binding site is already 

preconfigured for the substrate to bind. In the induced fit model, the ligand 

binding induces a structural change in the enzyme, bringing catalytic groups 

together. B) Shows a cartoon depiction of flat protein:protein interaction 

surfaces. Hydrophilic interactions could include polar amino acid residues 

(e.g. serine), or post translational modifications which increase the 

hydrophilicity of the protein. Hydrophobic patches are commonly localised 

amino acids high in CH chains (valine, leucine, and isoleucine). Electrostatic 

interactions can be formed by complementary positive (lysine, arginine, and 

histidine) and negative (aspartate, glutamate) residues.  
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Enzymatic active sites often have several potential non–covalent 

interactions, due to their need to interact strongly with the desired substrate. 

Catalytic sites are often composed of clefts or pockets and commonly exist at 

subunit or domain interfaces [32]. They usually have more hydrophobic exposed 

surfaces than an average protein surface; this can lead to the displacement of water 

being a driving force in ligand binding [32–34]. One example of how these 

interactions assist with enzyme function is with enzyme aldose reductase. Aldose 

reductase contains a very hydrophobic pocket which provides a favourable 

interaction with linear alkyl chains (up to 3.2 kcal/mol) through hydrophobic bonding 

[35]. Additionally, there is a key hydrogen bonding interaction between the enzyme 

and the aldehyde hydroxyl group which contributes 4 kcal/mol to the 

enzyme:substrate binding energy [35]. Another example comes from the enzymes 

trypsin and chymotrypsin. Trypsin and chymotrypsin are very similar serine 

proteases; however, trypsin has a negatively charged aspartic acid in its binding 

pocket whereas chymotrypsin has a serine. This difference results in chymotrypsin 

cleaving after large hydrophobic amino acids whereas trypsin specifically cleaves 

after positive residues. It has been shown that replacing this amino acid in trypsin 

partially converts it to chymotrypsin activity [36]. By understanding enzyme functions 

and interactions these can be controlled for either pharmacological effect or in vitro 

use of the enzyme. 
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Protein–protein interfaces are held together by the same forces discussed 

previously in chapter 1.1.1, however, whereas enzyme:substrate interactions take 

place in a small highly focused cleft, protein–protein interfaces are large and flat. 

The distinct sites of interaction between two proteins are modified and defined by 

how the two surfaces align against each other. There have been a variety of 

computational approaches used to map and compare the landscapes of protein–

protein interfaces to determine how they align [37–41]. There is some debate over 

which forces play the biggest role in these interfaces, with differing research 

favouring electrostatics [42–44], hydrophobic [45, 46], or hydrophilic partnership 

[47]. It is generally accepted that there exists residue ‘hot–spots’ that play a more 

important role in these interfaces than others [48–52]. 

The lipid bilayer of cells is one of the largest macromolecular structures 

found in nature and is essential to eukaryotic life. It forms through a strong 

hydrophobic interaction between the long carbon chains of phospholipids, combined 

with the strong hydrophilic interactions of the polar phosphate head group [55]. 

These two opposing forces cause alignment of adjacent phospholipids to maximise 

these competing conditions. On a small–scale, phospholipids will form micelles in 

aqueous media with a hydrophobic internal space, though with increasing lipid 

concentration larger structures begin to form, such as bilayers. Many proteins 

associated with the lipid membrane have specific amino acid orientations to 

maximise their positioning and interactions [54]. Proteins which interact with only 

one side of the membrane often have a hydrophobic domain or surface on one side 

of the protein which will self–associate with the lipid interior. Trans–membrane 

proteins flank a hydrophobic core with hydrophilic surfaces so as to become placed 

across the membrane [54]. The gramicidin ion channel is an example of a 

membrane bound protein that has been studied by molecular dynamics. It was 

shown that one of the ester groups of the phospholipid formed a specific hydrogen 

bond with Trp–15 of gramicidin [55]. Additionally, the choline head group of the lipid 

underwent electrostatic interactions with gramicidin which aligned the hydrophobic 

groups [55]. Transport across the lipid bilayer is important for many infectious 

diseases as well as delivery of drug molecules. 

Protein aggregation is the root of many neuro–degenerative disorders 

including Parkinson’s and Alzheimer’s; it is also the disease mechanism of prion 

proteins. When proteins are produced, they are usually chaperoned to fold into their 
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proper three–dimensional conformation. However, occasionally the protein is 

misfolded resulting in hydrophobic residues which are usually buried within the 

protein appearing on the protein surface [56, 57]. Normally these proteins are 

tagged for degradation, though under certain conditions these hydrophobic areas 

can combine with similar areas on other proteins. Intrinsically disordered proteins 

(those without a defined three–dimensional structure) and peptides such as α–

synuclein and the amyloid–β peptides are especially susceptible to aggregation [58, 

59]. 

Drug design is heavily influenced by non–covalent interactions with the 

Lipinski rule of five still being a starting point for small molecule ligands. The rule of 

five states that there should be no more than five hydrogen bond donors and ten 

bond acceptors, and details how hydrophobic the drug molecule should be through 

its octanol–water partition coefficient [60, 61]. Additions to this rule of thumb have 

stated that there should be fewer than three rotatable bonds which affect how these 

bonding sites can orientate. Drug molecules are often targeted at existing active 

sites, therefore structural data from X–ray crystallography and NMR spectroscopy 

can identify where likely non–covalent interactions are, allowing drugs to be 

intelligently designed to maximise interactions.  

Acetylcholinesterase (AChE) is an enzyme which converts acetylcholine into 

choline and acetic acid in the synapse, and has been targeted by several small 

molecule drugs. The structure of the enzyme was determined by X–ray 

crystallography, which showed the enzyme had its catalytic site at the base of an 

aromatic cleft 20 Å deep [62]. The top of the cleft also contained an anionic site 

which would interact with the ammonium moiety of acetylcholine. A wide variety of 

different drugs have been designed to target this site, from medicinal compounds to 

insecticides and nerve agents. The ligand molecules take advantage of the non–

covalent interactions within molecules; with a cationic group on one end to interact 

with the top of the anionic gorge, and residues to interact with the enzymatic site at 

the opposing end. A greater understanding of how drug molecules interact with 

proteins on a specific interaction level allows better maximisation of functional 

activity. 
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1.1.3. Techniques to analyse non–covalent complexes 

Many analytical techniques are employed in the study of non–covalent 

interactions and complexes. Differing techniques offer various kinds and level of 

information which are often complementary. The following section covers the 

techniques: NMR spectroscopy, X–ray crystallography, isothermal calorimetry, 

spectroscopic approaches, and computational modelling. 

Nuclear magnetic resonance spectroscopy (NMR spectroscopy) is a 

technique used to determine the structure of molecules utilising the relaxation of 

specifically excited isotopes in a magnetic field. The isotopes that undergo nuclear 

magnetic resonance have an intrinsic magnetic moment and angular momentum, 

giving them a nonzero spin. The chemical environment of the atomic nuclei affects 

their chemical shift, altering how they relax in the magnetic field and therefore giving 

different signals. Most standard techniques only observe atomic nuclei 

environments through covalent bonding; however as non–covalent bonds are 

formed the chemical shifts will also become altered. The magnitude and direction of 

the shift is determined by the degree of electron density that is added or subtracted 

to the molecule, and is especially visible on protons adjacent to the site of the non–

covalent bond, or heteroatoms in an aromatic ring [63, 64]. Metal atoms have a 

strong effect on the adjacent chemical shifts which is especially useful in 

supramolecular chemistry to determine nearby nuclei [65, 66].  

Protein NMR spectroscopy utilises multidimensional experiments to 

compensate for many thousands of overlapping 1 dimensional signals from nuclei in 

similar environments. For NMR spectroscopy of particularly large systems, 

enrichment for certain isotopes (13C and 15N) or the use of NMR active tags is 

required. A two–dimensional heteronuclear single quantum correlation experiment 

of 15N (15N–HSQC) is commonly used as a signal is provided for every amine in the 

protein backbone (with the exception of proline), along with signals from nitrogen–

containing side chains [67]. 

An example of the use of NMR spectroscopy is the visualisation/analysis of 

interactions of protein kinase G with myosin light chain phosphatase. Through the 

use of chemical shift perturbation, certain hydrophobic and charged residues of one 

domain of myosin light chain phosphatase were shown to interact with protein 

kinase G [68].  
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The dipicolylamine complex in chapter 3 has been previously studied by 31P 

NMR spectroscopy which was used to monitor the shifts on ATP molecules in the 

presence of the anion sensor. The phosphorus nuclei in ATP interacting with the 

zinc ions had a different chemical environment than free ATP and therefore had a 

different shift. This was used to determine which of the nuclei were interacting and 

therefore potential modes of binding could be determined. 

X–ray crystallography looks at the specific diffraction of x–rays by molecular 

crystals. The angles and intensities of these diffracted beams can be used to 

generate a three–dimensional image of electron density (and therefore atomic 

positioning) within the crystals. Intra–molecular non–covalent interactions can often 

be uncovered by identifying which atoms are near each other in space and likely to 

form bonds. Co–crystallisation of proteins with ligands often uncovers the site of 

binding between the two molecules however, forming these co–crystals can be 

difficult [69–74]. 

MLI is a protein found in mistletoe, consisting of two protein chains linked by 

a disulphide. The protein was known to have a specific sugar binding site that 

triggers internalisation across cell membranes [75]. Through crystallisation of the 

protein with several sugar molecules one particular asparagine residue (when 

glycosylated) led to a stabilisation of the molecule. Through the study of the electron 

density changes with the various sugars, molecular interactions were attributed to to 

sugar affinity [75]. 

 A structure of the peptides of c–MYC and MAX used in chapter 4 has been 

generated with X–ray crystallography in their ordered dimer state [76]. This 

highlights the drawback of the technique as the proteins are captured in a single 

conformation whereas mass spectrometry and ion mobility–mass spectrometry 

allows the analysis of the system in a dynamic fashion.  

Isothermal calorimetry is a quantitative technique used to measure changes 

in enthalpy of a solution when binding occurs. A sample is held in a highly efficient 

thermal conductive jacket with a reference so that both are held at exactly the same 

temperature. As ligand is added to the sample any slight exothermic reaction is 

measured against the reference. It is highly useful in second stage drug 

development as it provides affinity and thermodynamic data upon ligand binding 

[77–79]. 
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Spectroscopic methods can be fast and efficient ways of measuring ligand 

protein interaction through direct or indirect means [80]. There are many differing 

procedures: FTIR [81], UV–Vis absorbance [82, 83], fluorescence depolarisation 

[84–86], and FRET [87, 88] which all fall under the bracket of spectroscopy. All 

these techniques rely upon the optical properties of the host or guest and how these 

properties change upon binding of ligands or structural changes. These 

spectroscopic techniques have more effective uses on systems which have a strong 

chromophore such as heme [89] as they display a strong signal without the need of 

additional labels which may influence the interactions being measured. 

The Bradford protein assay is a spectroscopic method for determining 

protein concentration which is used daily in many labs. The dye Coomassie brilliant 

blue G–250 undergoes a shift from 465 nm to 595 nm when interacting with 

hydrophobic areas of proteins through non–covalent interactions [90]. This shift is 

easily detectable and the degree of shift is related back to protein concentration. 

Computational chemistry seeks to use properties of atomic and molecular 

structure such as atomic positioning, electron density, dipole moments, and bond 

vibrational frequencies to calculate energy minimised structures of molecules and 

favourable interactions. It has been shown to be useful in some non–covalent 

systems through determination of electron densities to uncover possible sites for 

non–covalent interactions, along with docking studies to determine how two 

structures can come together to form the lowest energy structure [91]. Different 

theoretical approaches have been shown to model different interactions with varying 

degrees of accuracy. The Hartree–Fock method, for instance, describes hydrogen 

bonding well; however, it does not take dispersion forces (including van der Waals) 

into consideration. A drawback of these modelling approaches is striking a balance 

between accuracy in the analysis versus the time and cost of computing [91]. 

Chapter 3 utilises computational techniques to produce possible structures 

of the anion sensors studied which are then compared to the experimental data. 

Additionally, the peptides of c–MYC and MAX in chapter 4 have previously been 

analysed with similar techniques. 
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1.1.4. Current challenges 

Though the techniques outlined in the previous section have been used to 

great success to study non–covalent complexes they are not without their problems. 

Most of these techniques require a large amount of sample, which is often 

destroyed during the experiment (X–ray crystallography, ITC). This is especially 

problematic for proteins or chemicals which are difficult to express or synthesize. A 

further issue is a product of the nature of non–covalent complexes as a chemical 

species, in which they are often transient and short lived. This is especially 

problematic for intrinsically disordered systems which may form complexes on a 

dynamic time scale too rapid for some of these methods to detect. Some techniques 

measure an average signal which may not accurately represent the bound species 

separately (NMR spectroscopy). Computational docking models can be very useful 

and effective; however, the accuracy of the model is heavily affected by the size and 

chemistry of the system [92]. 

Some of the systems mentioned (ITC, spectroscopic methods) are very 

sensitive to when a ligand binds, however they don’t provide any structural data on 

the location of binding, inversely the highly structural techniques are not dynamic 

and are unable to observe active systems. As mentioned previously, X–ray 

crystallography though providing high resolution images, is limited by the ability to 

produce high resolution crystals. When crystals are formed they only capture a 

single solid phase structure which may vary from solution phase, and may not show 

interactions such as aggregations. It has been suggested that some of these 

traditional techniques have presented a bias against proteins that exist in multiple 

conformations [91]. 

 

1.2. Use of mass spectrometry for biomolecules 

The following section outlines how mass spectrometry has been utilised in 

the study and characterisation of biomolecules. The use of mass spectrometry for 

systems with specific non–covalent character is covered in section 1.3.  The use of 

mass spectrometry for these systems has grown greatly since the development of 

soft ionisation techniques, such as electrospray ionisation (ESI) and matrix–assisted 

laser desorption/ionisation (MALDI) that allow the transmission of these large fragile 

molecules into the gas–phase. With the implementation of these new soft 
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techniques, MS approaches began to be utilised to study a variety of previously 

inaccessible systems. With the widespread implementation of genomics, mass 

spectrometry took on a further role bridging the gap between known genetic 

sequences and biological proteomes.  

1.2.1. Proteins 

The amino acid sequence of proteins is at the centre of biological sciences, 

and was commonly determined through the use of Edman degradation [93]. Chain 

fragmentation mass spectrometry briefly enjoyed a period of use for protein 

sequencing, however with the widespread rise of genomics the role of mass 

spectrometry changed. Due to the highly reproducible fragmentation nature of 

proteins, combined with the high accuracy and throughput of mass spectrometry, 

biological samples could be rapidly identified if the gene was known. This led to the 

birth of the field of proteomics, which deviated from the field of single protein 

analysis. Proteomics deals with the identification of proteins and peptides leading up 

to total proteome analysis, whereas single protein analysis deals more with protein 

structure, kinetics and binding. 

Before discussing further protein structure experiments, a note should be 

made upon the utlisiation of buffers and denaturing solvents during MS 

experiments. Following on from the development of soft ionisation methods, 

proteins could now be transmitted into the gas–phase without fragmentation. 

However, common mass spectrometry buffers used mainly highly polar solvents 

such as methanol and acetonitrile which are known to denature proteins. These 

biomolecules were therefore transmitted into the gas–phase intact but not in their 

biologically folded conformation. Other techniques kept samples in their correct 

structure through the addition of high salt concentrations to mimic the conditions 

found in cells. However, due to the nature of mass spectrometry, these high salt 

conditions led to a large degree of non–specific aggregation from cationic metals 

such as sodium and potassium making experiments difficult. Work was done to 

replace these solutions with volatile salts that will keep proteins in ‘native–like’ 

conformations, whilst being volatile enough to be lost during ionisation [94–97]. This 

led to the use of volatile ammonium salts such as acetate, and bicarbonate.  

Top–down proteomics is a technique that bridges the gap between bottom–

up proteomics and single protein analysis. In a top–down experiment the protein is 
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introduced into the mass spectrometer intact and then subsequently fragmented 

rather than being proteolytically digested pre–analysis (bottom–up). Top down 

experiments are highly effective at localisation of post translational modification, as 

well as providing structural data [98–101]. 

Top–down experiments and single protein experiments can provide a wealth 

of structural information through both native and denaturing experiments. Studies 

have shown that the gas–phase structures of proteins are strongly related to those 

in solution provided they are ionised from ‘native–like’ solution conditions [102–104]. 

The number of charges a protein accumulates during desolvation is dependent 

upon the number of ionisable sites upon the surface of the protein in droplets 

formed during electrospray ionisation. Spectra acquired from ‘native–like’ conditions 

are in a folded state and therefore present fewer ionisable residues. Spectra 

acquired generally present narrow charge state distributions with relatively little 

charge. Spectra acquired from solutions with a high concentration of organic solvent 

or low pH are expected to be unfolded and present broad charge state distributions 

and higher charges, as more ionisable sites are now available in this denatured 

state [105]. 

One protein system which has been interrogated by top down proteomics by 

several groups is histone proteins and their modifications. Histones are extensively 

modified through acetylation and methylation, and separation of the various forms 

can prove challenging [106]. Top–down MS allows the individual protein isoforms to 

be interrogated separately, providing more information on the location of these post 

translational modifications. 

Chapter 2 applies top–down proteomics strategies to the DNA aptamer Ky2 

through fragmentation of the bound complex in the gas–phase to determine the 

nature and interface of binding. 

1.2.1.1. Disordered systems and regions 

A note should be made on protein and peptide systems that have no defined 

structure, or have regions of disorder. These intrinsically disordered proteins (IDP’s) 

are difficult to study with many of the traditional techniques outlined due to their lack 

of structure on most experimental time scales. Early work believed these regions to 

be rare, but they have now been found to be not only abundant but highly 

biologically relevant across cell signalling, transcription and transduction [107]. 



 

42 
 

Though the exact nature of what makes a protein disordered is not entirely known, 

low mean hydrophobicity, along with high net charge and enrichment in polar and 

charged amino acids are common features of disordered systems [105]. Mass 

spectrometry has proved highly useful in analysis of IDP’s and their structure due to 

its fast time scales and low sample requirements [105]. 

Casein is an example of one of the early protein families found to have 

disordered regions. Experiments in the 1950’s showed that the protein isoforms of 

casein were highly resistant to thermal or chemical denaturation along with being 

highly sensitive to protease digestion [107]. Additionally, optical studies showed 

casein structurally resembled denatured proteins [107].   

The proteins c–MYC and MAX are examples of proteins with disordered 

regions and are studied in chapters 4 and 5. 

1.2.2. Ion mobility–mass spectrometry 

Ion mobility–mass spectrometry (IM–MS) is a hybrid technique that allows 

increased information to be determined than during a standard MS experiment. The 

details of instrument methodology will be discussed later; this section will discuss 

applications. Ion mobility spectrometry is a gas–phase separation technique; ions 

travel at different speeds due to their mobility (related to the ions rotationally 

averaged collisional cross section and charge) in a buffer gas. It is used extensively 

for rapid detection of volatile small molecules such as explosives and narcotics. It 

was coupled with mass spectrometry in the early 1960s [109], which led to a variety 

of MS systems culminating in the publication of the text ‘Transport Properties of Ions 

in Gases’ [110]. 

Due to the relation of ion mobility to collisional cross section (CCS) IM–MS 

has found extensive use in studying biomolecules, as experimentally derived data 

can be compared to models generated from other techniques (NMR spectroscopy, 

X–ray crystalisation, and computational modelling [111–113]). Clemmer et al. 

showed the conformations of a protein using IM–MS to separate out folded from 

unfolded species [114]. Since this experiment, a large number of proteins and 

complexes have been studied through IM–MS, some species such as ubiquitin 

extensively so [115–117]. 

The field of proteomics has benefited from IM–MS through the extra 
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dimension of separation that can be gathered by utilising mobility. Often, tryptic 

peptides from complex systems occur at coincident m/z making analysis 

complicated. IM–MS can then separate these peaks clearly [109, 110]. IM–MS also 

allows trends of charge–state lines to be used to identify related peptides and 

isomers [118–120]. 

IM–MS has also been applied to a variety of non–biological systems such as 

silicon ion clusters [121], transition metals [122] and carbon clusters [123], as well 

as extended organic molecules such as fullerenes and nanotubes [124, 125]. 

 

1.3. Use of mass spectrometry and ion mobility–mass 

spectrometry to study non–covalent systems 

 

The types of non–covalent bonds, their importance in biological systems and 

a variety of techniques that exist to study them have so far been discussed. This 

section will now specifically look at those complexes studied by mass spectrometry 

and how the technique adds to the field.  

1.3.1.  Advantages of mass spectrometry 

Mass spectrometry has a variety of advantages over other analytical 

techniques. Sample quantity is a key area of advantage versus other methods with 

only nanograms of analyte being required. The sensitivities of MS techniques are 

especially useful for non–covalent complexes as these often are not the most 

abundant species observed. High sensitivity and dynamic range allows low 

abundance species to be identified and then isolated. Specificity is a major asset to 

MS analysis as specific species can be viewed in unison to provide binding 

information as well as affinity. 

Analysis of quaternary structure and stoichiometry is particularly effective, as 

MS does not measure an average value, rather each species is analysed 

separately. This can be very useful when species form a complex series such as 

dimers, trimers or higher multimers. The analysis of systems with multiple subunits 

has always been a strength of MS, and with advances in the field of surface induced 

dissociation, the various affinities and interactions of these interfaces can be studied 

in depth. 
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1.3.2. Proteins 

Proteins engage in non–covalent interactions with other proteins as well as 

with ligands and co–factors. Examples of homo–dimers studied by MS come from 

early work on avidin and concanavalin A, which were shown to have tetrameric 

structures which supported data gathered from other techniques [126]. Importantly 

neither trimeric nor pentameric species were observed, showing that solution phase 

interactions were preserved rather than artificially generated or destroyed. One 

example of a large hetero–multimeric non–covalent complex which has been 

extensively studied through MS is the GroEL chaperone complex. Not only has the 

full multicomponent complex been transferred to the gas–phase [127], it has also 

been observed with substrates bound within the cavity, all with non–covalent 

interactions [128]. The analysis of large protein complexes using MS has been 

shown to provide better stoichiometric information than some other techniques. For 

example, the protein TRAP was believed to be undecameric until studied with MS, 

where it was revealed to exist as a dodecameric form and as a double–ring 24–mer 

in the presence of tryptophan [129]. Similarly, serum amyloid P component (SAP) 

was shown to assemble into 20/30–mers in the presence of dAMP whereas only 

penta– and decamers had been previously observed [130]. Recent studies using ion 

mobility, which have further investigated these SAP multimers, recommend caution 

when studying these structures, as some conformations may be generated as 

artefacts through the ionisation process [131]. 

Disruption of intermolecular interactions is the basis of many novel new drug 

targets. A recent study into the t–RNA modifying enzyme Tgt has shown that 

particular ‘hot–spots’ between homodimers contain key non–covalent interactions 

which when removed or disrupted prevent dimer formation [132]. 

Binding of small molecule drugs to proteins can be employed as a method of 

high throughput screening [133]. One example comes from Loo et al. studying a 

variety of Src SH2 peptide inhibitors [134]. The observed binding strengths of the 

protein:peptide distributions, were consistent with the observed solution–phase 

binding constants. This highlights how data acquired in the gas–phase is still 

relevant to solution phase interactions. 

An interesting study by Zenobi et al. [135] outlines how the affinity of a weak 

non–covalent interaction was measured using mass spectrometry. NCoA–1 PAS–B 



 

45 
 

binds to STAT6 weakly in cells, and is involved in recruiting transcription factors. 

The affinity was measured by the displacement of a known standard peptide by an 

inhibitor to act as a reference. Through this method the direct weak interaction was 

not measured, rather its effect on an interaction which would have been retained 

more strongly through desolvation. This further study highlights how even weak 

interactions can be quantified in the gas–phase using mass spectrometry. 

1.3.3. Host–guest systems 

Whereas aggregates and adducts are examples of non–specific interactions, 

host–guest systems have a highly organised, often preformed, binding pocket or 

site where a reliable and repeatable interaction occurs. Good examples of this 

which have been studied extensively are heme binding proteins such as myoglobin 

[136, 137] and cytochrome–C [138]. It has been shown that the protein complex can 

be ionised, retaining the specific interaction with the heme group. Another example 

of MS analysis involved determining the stoichiometry of the Ca2+ binding protein 

calbindin D28K [139]. Though calbindin D28K had six calcium binding domains it had 

been suggested that between three and six ions were bound to the protein. 

Additionally, several studies could not provide an exact integral value for number of 

ions bound [140–142]. MS observed a mass increase in the presence of high 

excess of calcium acetate equal to four Ca2+ ions confirming the stoichiometry. 

Matrilysin is a similar example of a metal binding protein, which binds both zinc and 

calcium ions [143]. The stochiometry and ratio of metal ion binding couldn’t be 

distinguished via other techniques.  However, it was shown to bind two of each of 

the ions as the relative mass shifts were easily distinguishable via MS. 

1.3.4. DNA 

Oligonucleotides binding to proteins are an area of interest for looking at 

gene expression and transcription. These complexes have high levels of 

electrostatic interactions which are strengthened in the gas–phase leading to very 

stable complexes [144–146].  

DNA is the target of many small molecule drugs. Though many of these 

involve permanent covalent bond formation with DNA such as cisplatin [147], some 

of these drugs function by intercalating between base pairs in a non–covalent 

manner [148], or bind to the major or minor grooves [149]. Mass spectrometry is an 

excellent technique for measuring structural changes upon binding of DNA. For 
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example, a recent study followed the dimerization of the retinoic acid receptor upon 

DNA binding, following all species simultaneously as the reaction progressed [150]. 

Inter– and intra–molecular structures of G–quadruplexes are an interesting 

system held together by non–covalent interactions which can be studied via mass 

spectrometry. Guanine rich areas of DNA or RNA bind together with Hoogsteen 

base–pairing with a cation centralised to offset the degree of negative charge. 

These interesting structures have become research targets due to their potential 

involvement in telomerase inhibition along with gene expression. Various studies 

have invoked MS to study these systems including: formation [151], drug 

stabilisation [152], and protein interaction [153, 154]. They have also been used by 

Gabelica et al. as measures of instrument conditions drawing attention to how 

various non–covalent systems behave under different source layouts [155]. 

1.3.5. Supramolecular complexes 

Supramolecular complexes have been studied by MS to a lesser degree 

than equivalent proteins. MS and particularly IM–MS have however been used to 

great effect in several studies. One example from Schalley et al. [156, 157] 

describes the use of CID fragmentation (in a mass spectrometry experiment) to 

show the structural evidence for free movement of the ring of a rotaxane. Similar 

strategies were used to show the structural formation of catenanes, and trefoil knots 

[158]. 

Mass spectrometry can be useful for determining encapsulation events in 

supramolecular structures. Pyrogallarenes without a host cation form nonspecific 

clusters. When small guests are added the signal shifts to a purely dimer 

orientation, and large guests produce a spread from trimers to octamers. When a 

guest of the correct size is added, however, a cube like hexamer structure is 

generated which is supported by crystal structures [159–163]. 

Highly symmetrical molecules such as Stang–type squares, composed of 

four metal complexes linked (historically) by 4, 4’–Dipyridyl ligands, represent 

challenging molecules to study by classical analytical techniques. After synthesis, 

complete squares and half structures are routinely observed, which often have 

similar NMR signals [164, 65]. Under MS conditions these half structures can also 

overlap by having the same mass to charge ratio as a full structure of double 

charge. For some species, these can be determined by the spacing of 13C isotopes 
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to determine the charge state, and if species overlay the isotope pattern can be 

shifted at alternate spacings. However, for highly charged species or those 

containing elements with more complicated isotope structures (such as metal ions) 

separating these patterns can be difficult. Isolation experiments along with ion 

mobility can easily separate out these multiple structures [165]. These types of 

structures are also examples of N–pyridyl ligands bound to metal. Lusby et al. used 

pyridyl ligands and palladium ions to form self–assembling supramolecular 

complexes [165]. These compounds had been difficult to fully characterise via NMR 

due to the similar chemical environments of the various incomplete structures [165]. 

Metal binding pyridyl ligands are also used in chapter 3 when binding to zinc ions 

through dipicolylamine groups. 

1.3.6. Drawbacks 

The major drawback of studying non–covalent complexes through MS is 

transferring the intact complexes from the solution to the gas–phase. Due to the 

energies involved with the ionisation and desolvation process and the low affinities 

of many of these interactions, not every solution–phase complex will be seen at the 

same intensity or at all. However, in some protein systems, despite the complex not 

being visible, structural changes that were induced can still be retained and 

observed [166]. Another problem is that once complexes enter into the gas–phase, 

hydrophobic interactions will be weakened and electrostatic ones strengthened, 

leading to possible structural changes [167]. 

One example where solution and gas–phase results differ heavily is with the 

binding preferences of acyl–CoA with differing lengths of fatty acid, to the acyl–CoA 

binding protein. In solution, different interaction potentials were observed across 

chain lengths of zero to sixteen carbons. The greater carbon chains had less 

favourable interactions and therefore less bound complexes will be present. 

However, in the gas–phase, the amounts of the various complexes remained the 

same despite changing chain length [168]. Therefore, the carbon chain had no 

effect on the degree of overall binding. Acyl–CoA consists of a highly polar group 

containing several phosphates connected to a fatty acid chain of varying length. The 

acyl–CoA binding protein has several conserved residues to interact with these 

phosphates. Upon binding in solution, the hydrophobic fatty acid is exposed, 

resulting in an increasingly unfavourable interaction as chain length increases. 

However, in the gas–phase (which is inherently hydrophobic) the exposure of this 
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hydrophobic region is no longer unfavourable resulting in similar binding strengths 

for each of the ligands. 

A common question asked of mass spectrometry structural biology methods 

is “How relevant is a gas–phase experiment for measuring an interaction in 

solution?” These types of experiment involve the removal of the solvent shell around 

a protein and exposure to strong vacuum conditions, and therefore the question 

arises: are the structures observed the same as in solution or are they an artefact of 

the gas–phase? The first case to be made for mass spectrometry is determining 

protein stoichiometry. Mass spectrometry is an excellent tool for determining the 

stoichiometry of complexes and in most cases the results match with solution. 

Particularly high protein concentrations do show nonspecific protein aggregation; 

however, this can usually be avoided through decreasing the analyte concentration 

[169].  

Another argument for studying structural biology with mass spectrometry is 

the use of ‘soft landing’ experiments. In these experiments, the mass spectrometer 

is used as both an analytical and preparative tool whereby ions that have travelled 

through the mass spectrometer are collected and studied using other techniques. 

This allows the separation of species that would be difficult to distinguish by other 

means. Robinson et al. used this technique to study the cage protein ferritin using 

the mass spectrometer to separate the bound and unbound forms [170]. The 

collected complexes were then analysed through transmission electron microscopy 

which revealed that characteristic structural features had been retained. 

 

1.4. Mass spectrometry instrumentation 

The mass spectrometer has seen vast improvements in speed, accuracy, 

precision and sensitivity since its first conception. Its roots can be traced back to 

1886 when Eugen Goldstein first observed rays in gas discharges within an electric 

field. Wilhelm Wien built on Goldstein’s work using electric and magnetic fields to 

separate these positive rays by their mass to charge ratio. JJ Thomson furthered 

this work to produce the mass spectrograph [171, 172]. These early instruments 

were able to separate ions and isotopes but as the technology developed the range 

of samples increased and now covers a broad range of potential samples. 
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The following sections will now discuss the development various parts of the 

MS instrumentation and how they function. 

1.4.1. Ionisation 

The first developed ionisation technique was electron ionisation (originally 

referred to as electron impact or EI). During EI, an electric current is passed through 

a wire filament which is then heated leading to thermal emission of electrons. These 

electrons are accelerated and concentrated into a perpendicular beam. Impact of 

these high energy electrons with the introduced volatile sample then leads to 

production of a radical cation along with high degrees of fragmentation. These 

fragments could be exploited for discerning structural features of smaller molecules, 

but often the entire precursor was dissociated and spectra were complex. The 

extensive fragmentation of the precursor caused by EI led to the development of 

softer methods, such as chemical ionisation (CI) [173]. In CI, analyte vapor is 

introduced into chamber with a vast excess of a reagent gas (such as methane). 

Electrons from a heated filament cause the gas to form a plasma of radical cations 

similar to EI. Secondary gas–phase reactions with neutral reagent gas occur, 

forming a range of reactive gas–phase cations. These cations then react with the 

analyte by a number of mechanisms (e.g. proton transfer, charge exchange and 

adduct formation), forming analyte gas–phase ions. Typically, less fragmentation 

was observed in CI compared to EI and some of the precursor was often retained 

making molecular weight determination easier. Though softer than EI, CI still led to 

fragmentation and was not applicable for all analytes.  

Fast atom bombardment (FAB) was a technique, developed later, that led to 

less fragmentation compared to EI and CI [174]. FAB uses a beam of high energy 

atoms aimed at a surface to generate ions. The sample to be analysed is usually 

suspended in a matrix, and the atoms are commonly inert gases such as argon and 

xenon. Field desorption (FD) ionisation was also developed in which a high potential 

filament is used to ionise gaseous analytes. This technique also produces little 

fragmentation and the major charged species are molecular radical cations [175]. 

Techniques such as electrospray ionisation (ESI) (given the frequency of use of this 

ionisation technique within this thesis, further detail is provided in the following 

sections: 1.4.1.1 and 1.4.1.2.) and matrix–assisted laser desorption/ionisation 

(MALDI) [176] cause very little to no fragmentation of samples and are often 

referred to as ‘soft’ ionisation techniques. MALDI uses a laser to ionise a sample 
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suspended in an organic matrix. The matrix absorbs the light much more readily 

than the sample and the ionisation is transferred to the analyte. There are no set 

rules for matrix choices, however the common design includes: low molecular 

weight (for easy vaporisation), acidic (to act as proton source during positive 

ionisation), strong optical absorption in UV or IR, and containing a chromophore 

[176]. MALDI generates mainly singly charged ions and is therefore commonly 

combined with time–of–flight detection systems. The pulsed nature of MALDI also 

lends itself to the pushes in time–of–flight detectors. 

The development of these ‘soft’ ionisation strategies allowed MS to be used 

for previously inaccessible samples. Now fragile biological and non–covalently 

bonded samples could be transferred into the gas–phase without fragmentation.   

1.4.1.1. Electrospray ionisation 

The first paper on the behaviour of electrospray can be traced to John 

Zeleny in 1914 who published work describing the behaviour of droplets leaving 

glass capillaries [177]. The use of ESI for MS was published in 1968, and the Nobel 

Prize was awarded to John Fenn in 2002 for his work advancing and developing the 

field [178].  

The operation of ESI occurs as following, and is shown graphically in Figure 

1.3. During electrospray ionisation, a potential of several kV is applied to the volatile 

analyte solution leading to the production of a Taylor cone and charged droplets 

containing the analyte [179]. The droplets travel along an electric gradient whilst 

being reduced in size via a drying gas. As the droplet decreases in size it 

approaches the Rayleigh limit; the maximum size a droplet of a certain charge can 

access [180]. At the Rayleigh limit the droplet becomes deformed due to the 

repulsion of like charges. At a certain point, the repulsion becomes stronger than 

the surface tension of the droplet and it undergoes Coulombic fission resulting in a 

dispersion of smaller droplets. There are several theories for how the final stages of 

desolvation occur resulting in bare ions. The three major theories are the ion 

ejection model (IEM), the charge residue model (CRM), and the chain ejection 

model (CEM) [181, 182]. None of the models are believed to be exclusively correct, 

rather differing molecules will ionise through different or multiple processes. 
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Figure 1.3: Schematic representation of electrospray ionisation. Features 

include Taylor cone formation, and solvent removal from ions through various 

vacuum stages. 

 

The IEM, proposed by Iribane and Thomson [183], is believed to be 

favoured for low molecular weight ions whereby the electric field in a droplet at the 

Rayleigh limit is suitably high to cause the ejection of these small solvated ions from 

the surface. The CRM, originally described by Dole et al. [184], states Rayeligh 

limited droplets which contain a single analyte will lose solvent leading to a bare ion. 

The charge present on the surface of the droplet is transferred to the analyte when 

the final solvation shell is lost. This model is believed to be favoured by globular 

species such as natively folded proteins [185, 186]. The final model, CEM, has been 

postulated for disordered or unfolded protein systems along with polymers, whereby 

due to the exposed hydrophobic surfaces, the interior of the ESI droplet is 

energetically unfavourable. This leads to the analyte migrating to the surface of the 

droplet and a tail being ejected from the hydration shell. As the tail is sequentially 

ejected a large degree of charge is transferred to the analyte. 
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During positive electrospray ionisation, the analyte commonly becomes 

multiply charged through the addition of several protons in the form [M + xH]+x. As 

mass spectrometry measures the mass to charge ratio of ions rather than the 

molecular weight, this means species can be ionised in multiple charge states. 

Large species such as proteins can present in a charge envelope of varying 

Figure 1.4: Showing various mechanisms in the ESI process: the ion 

ejection model (IEM), charge residue model (CRM), and the chain ejection 

model (CEM). Modified from reference [182]. 
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charges. This charge state envelope presents in a normal distribution, with the 

majority of the species in the middle of the distribution and fewer populated states 

towards higher and lower charges. Analytes can vary in charge state distribution 

depending upon the buffers in which they are ionised from. Proteins analysed under 

highly organic conditions become unfolded and can therefore expose a high number 

of ionisable residues, presenting broader charge state distributions at lower m/z, 

due to a high number of charges. When the same species are analysed from 

conditions designed to buffer folded conformations (such as ammonium acetate) 

they present fewer ionisable residues and therefore appear in much narrower 

conformations with fewer charges at higher m/z. Proteins with disordered regions or 

multiple possible conformations can present in two charge state envelopes, as the 

different conformations accrue a different number of protons. 

1.4.1.2. Nano–electrospray ionisation 

The development of ESI has led to the development of a low flow version of 

ESI termed nano–ESI (n–ESI). During n–ESI samples of as little as 10 µl are placed 

inside a glass capillary with an internal diameter of ~0.1 mm. The potential applied 

is less than standard ESI and is done through metal coating, or insertion of inert 

wire down the capillary to the solution. Due to the smaller capillary, the droplets 

formed are smaller for n–ESI resulting in a more stable, gentle spray, with reduced 

signal to noise ratio [187]. The lower sample volumes also allow for lower 

concentrations, which are particularly desirable for biological systems which may be 

difficult to express [188, 189]. 

1.4.2. Mass analysers 

There are many kinds of mass analyser which are often combined to form 

hybrid instruments [190]. These hybrid instruments are often very flexible in their 

operation due to the combined strengths of their various operations. All mass 

analysers work on the principle of separating ions via their m/z to allow resolved 

detection. 

1.4.2.1. Quadrupole 

The quadrupole analyser consists of four metal rods in a parallel alignment 

(Figure 1.5). Each parallel pair is connected electronically and an RF voltage is 

applied with a DC voltage offset relative to the other pair of rods. This generates the 

oscillating electric field described by equation 1.1 [190]. 
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±𝝓𝟎 =  ±(𝑼 − 𝑽 𝒄𝒐𝒔𝝎𝒕)  

Equation 1. 1 

  

 

Where ɸ0 is the potential applied to the rods, U the DC voltage, V the zero–peak 

amplitude of the RF potential and ω it;s angular frequency with t as time. 

The movement of the ion through the quadrupole is the mode of separation 

and is perturbed by the potentials (U and V) and the frequency (ω) employed. One 

of two things can occur at this point; either the ion collides with the rod and is 

neutralised, or the potential will switch before collision leading to it becoming 

attracted to a different rod. Ions will therefore travel in an oscillating trajectory which 

can be modelled with the help of the Mathieu differential equation (equation 1.2). 

The values of a and q determine whether the trajectory of the ion will be stable 

(allowing transmission) or unstable [191]. The RF amplitude (V) can be scanned to 

allow ions of different m/z to pass through the instrument or the amplitude can be 

fixed to allow only ions with a specific m/z value to pass through with a stable 

trajectory; all other ions will collide with the rods and be lost. This mode allows the 

quadrupole to act as a mass filter allowing a single species through for further 

analysis. 

𝒅𝟐𝒀

𝒅𝑿𝟐
+ [𝒂 − 𝟐𝒒 𝒄𝒐𝒔 (𝟐𝒙)]𝒀 = 𝟎 

Equation 1.2 

 
 

 

Equation 1. 2 
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Figure 1.5: Schematic representation of quadrupole mass analyser. Ions 

resonant with the RF field travel through on a stable trajectory whereas those 

with an unstable trajectory collide with the rods. 

 

1.4.2.2. Time–of–flight 

Time–of–flight (ToF) is a method used to determine an ion’s m/z via the time 

it spends travelling through a field free region of known distance (Figure 1.6). In the 

ToF tube, ions are pushed in a packet as they are all accelerated to the same 

kinetic energy. Ions of the same charge will have the same kinetic energy; therefore, 

their velocity will be dependant only upon their masses. Ions of a low mass will 

reach the detector earlier than ions with a higher mass for a specific charge. The 

movement of these ions can be described by the following equations:  
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𝑬𝑲 =  
𝒎𝒗𝟐

𝟐
= 𝒛𝒆𝑽 

 

Equation 1. 3 

 

𝒕 =  
𝒅

𝒗
 

 

Equation 1. 4 

 

𝒕𝟐 =  
𝒎

𝒛
 (

𝒅𝟐

𝟐𝒆𝑽
) 

 

Equation 1. 5 

 

Where EK is the kinetic energy of the ion and m it’s mass mass. v is the velocity of 

the ion upon entering the ToF region, ze the total charge of the ion, V the 

accelerator voltage, t is the time the ion takes to travel and d is the flight tube length. 

Taken together, these equations state that the time taken for an ion to travel 

the drift region is given by equation 1.4 which when combined with equation 1.3 

leads to the relationship between the time taken in the field free region and the m/z 

of the ion (equation 1.5). 
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Figure 1.6: Schematic representation of time–of–flight mass analyser with 

reflectron. Ions with lower kinetic energy do not penetrate as deeply into the 

reflectron. 

  

The power of the ToF instrument was greatly improved with the development 

of the reflectron by Mamyrin in 1973 [192].  The reflectron is a series of grids and 

ring electrodes which reflect ions back up the flight tube, with ions of differing kinetic 

energies penetrating different depths. Not only does the reflectron effectively double 

the drift length available in an instrument, it also corrects for slight changes in kinetic 

energy which led to a loss of resolution.  Ions with lower kinetic energy of the same 

m/z will not penetrate the reflectron as deeply as those with higher kinetic energy 

and therefore spend less time within it. As a result, both fast (higher energy) and 

slow (lower energy) ions will reach the detector at the same time. 

 

1.4.3. Microchannel plate detectors 

Microchannel plates (MCPs) are a common detector during MS analysis 

after separation via m/z. MCP’s consist of parallel channels of semiconductors held 
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within a plate. Ions impact upon the inner surface which is held at a potential of ~ –1 

kV, this impact triggers the release of an electron cascade down the potential 

gradient of the channel with each secondary electron triggering a further release of 

electrons down the channel. Each microchannel is a continuous–dynode electron 

multiplier under the presence of a strong electric field (~ 2 kV). Amplification of the 

original ion impact is of the order of up to 104 with several plates being used in 

conjunction to generate up to a 108 increase [190]. The final burst of electrons leads 

to the generation of current which can be measured. MCP detectors are often used 

in ToF instrumentation as they generate rapid signals which lead to narrow pulses 

and precise arrival times. 

 

Figure 1.7: Schematic representation of the electron cascade that occurs in 

microchannel plates. The incident ion enters a channel triggering the release 

of an electron. This electron then triggers a cascade which is detected at the 

exit of the channel providing a signal in the mass spectrometer. 

 

1.5. Mass spectrometry techniques 

The field of mass spectrometry has been hybridised with a variety of gas–

phase ion chemistries to add additional orthogonal structural information to m/z 

measurements. The two broad techniques discussed further are ion mobility and 

fragmentation methods. 

1.5.1. Ion mobility–mass spectrometry 

Ion mobility spectrometry (IMS) is a technique used to separate ions by their 
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mobility in the gas–phase whilst travelling through a buffer gas. It has been 

commonly employed in the security industry for the detection of drugs and 

explosives. Due to both IMS and MS being gas–phase ion techniques, the coupling 

of the two was synergistic. McDaniel first coupled a low field mobility cell to a sector 

mass spectrometer [99], followed by IMS–ToF instrumentation by McAfee and 

Edelson [193]. Various other layouts were developed leading up to Mason and 

McDaniel publishing their seminal text ‘Transport properties of ions in gases’ in 

1988 [110]. 

The first commercial ion mobility–mass spectrometry (IM–MS) instrument 

was produced by Waters Corporation in 2006. The Synapt is a Q–ToF instrument 

with a post quadrupole travelling wave separation cell [194]. Recently, Agilent 

Technologies have released a drift tube IM–MS Q–ToF instrument [195]. The 

release of these commercial instruments is bringing the field to the forefront of 

structural biology for separation and cross section analysis. 

The nomenclature for ion mobility–mass spectrometry uses the term CCS for 

collisional cross sections with a preceding superscript for the type of ion mobility 

and a preceeding subscript for the gas used where appropriate e.g. DTCCSHe. 

1.5.1.1. Drift tube 

Drift tube ion mobility spectrometry is the simplest of the IMS techniques and 

relies on direct application of ion movement from theory. Ions are injected into a drift 

cell filled with an inert buffer gas. Helium is the preferred buffer gas for these 

systems; however commercial instruments often used molecular nitrogen as higher 

voltages can be used without electrical gas breakdown. Carbon dioxide is also used 

if high separation is required, although the use of this gas means that cross sections 

cannot be modelled [196, 197]. The drift cell has an electric field gradient which 

draws ions through, whilst they are being impeded by collisions with the gas. These 

collisions are at a much lower energy than during collision induced dissociation and 

therefore do not result in fragmentation. The speed at which the ions travel through 

the cell is due to their ion mobility, which is directly proportional to the rotationally 

averaged collisional cross sections (CCS, Ω, Å2) along with their charge. Larger ions 

will have a larger CCS and will therefore have more collisions with the buffer gas, 

impeding the ion’s movement, and will therefore arrive later. Higher charged species 

will be more affected by the electric field and therefore arrive quicker. In its simplest 
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functions, IM–MS can separate dimers which appear at coincident m/z values. The 

process of DT–IM–MS is outlined in Figure 1.8.  

 

Figure 1.8: Schematic representation of a drift tube ion mobility cell with the 

resulting arrival time distribution. The orange circle represents an ion of a 

certain charge, whilst the double circle is a dimer of this ion. The purple 

represents a different larger ion. The higher charged dimer arrives first as ion 

mobility is affected more by charge than size. Next to arrive is the orange 

monomer as it represents a smaller cross section than the purple monomer. 

 

The mobility of an ion under a weak linear electric field can be derived as its velocity 

in travelling a drift cell of known length over time [110]:  

𝑳

𝒕𝒅
=  𝒗𝒅 = 𝑲𝑬                   

 

Equation 1. 6 

  

Where L is the cell drift length, td is the drift time time, vd is velocity of the ion, K is 

the mobility and E the electric field. 

The electric field can be considered weak as long as the average ion energy 
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acquired from it is small compared to the thermal energy of the buffer gas. The field 

is measured in Townsend (Td) and is a ratio of the field strength over buffer gas 

density N (number of molecules per unit volume). A weak field has values of E/N ≤ 4 

Td. 

To decouple the mobility of experimental results from variables such as temperature 

and pressure, these can be normalised to standards (760 Torr/273.5 K) to yield a 

reduced mobility. 

𝑲𝟎 = 𝑲 
𝑻𝟎𝑷

𝑻𝑷𝟎
                     

 

Equation 1. 7 

  

 

Experimental values can now be inserted into the Mason–Schamp equation to 

produce rotational averaged collisional cross sections (CCS, Ω, Å2). 

𝜴 =
𝟑𝒛𝒆

𝟏𝟔𝑵
 √

𝟐𝝅

𝝁𝒌𝑩𝑻
 

𝟏

𝑲0
 

 

Equation 1. 8 

 

Where K0 is the reduced mobility (measured mobility corrected to temperature and 

pressure) z is the ion charge state, e is the elementary charge state, N is the 

number gas density, μ is the reduced mass of the ion–pair, kB is the Boltzmann 

constant and T is the buffer gas temperature. 

 

1.5.1.2. Travelling wave 

Travelling wave ion mobility–mass spectrometry (TWIM–MS) was developed 

at Waters Corporation for their commercial ion mobility–mass spectrometer to 

provide an extra dimension of separation with higher transmission than traditional 

DT–IM–MS. As in DT–IM–MS, ions are stored in an ion guide region before being 

injected into the ion mobility cell. The ion mobility cell uses nitrogen as its buffer gas 

and has a series of planar electrodes which apply an RF field to radially confine the 

ion beam. The travelling wave is then imposed on the ions through the 
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superimposition of transient DC voltages on the RF field [194, 198]. These DC 

voltages travel through the cell in a series of waves interacting with the ions. Ions 

with high mobility are carried by the waves and are transmitted through the cell 

more quickly, whereas lower mobility ions are crested over the waves and take 

longer to travel. By altering the wave height and velocity the degree of separation 

can be tuned for individual systems. This feature is particularly useful to separate 

conformers with high structural similarity. Unfortunately, the CCS of ions cannot be 

directly measured through TWIM–MS unlike DT–IM–MS; however, it is proportional 

to various instrumental settings. Therefore, CCS can be determined by comparing 

arrival times to a set of appropriate standard calibrants with CCS predetermined 

through DT–IMS [199–201].

 

Figure 1.9: Schematic representation of travelling wave cell (A) and separation 
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of ions (B). Voltage is applied to alternate electrodes creating a “wave” of 

voltage. In B, ions of a low mobility are crested over the wave whereas high 

mobility ions are carried forwards. In A, standard separation ions are affected 

by multiple waves. 

Though the introduction of commercial ion mobility instrumentation has 

allowed a greater degree of access to the field, care must be taken with the use of 

TWIM–MS as studies have shown a degree of heating introduced to the ions 

through separation which may induce conformational changes in proteins [202]. 

1.5.1.3. Field asymmetric ion mobility 

Field asymmetric ion mobility (FAIMS) or differential mobility (DMS) 

represents a shift from DT–IM–MS and TWIM–MS, as separation is usually done at 

the start of the instrument, rather than post quadrupole, because separation is 

achieved at atmospheric pressure and temperature. FAIMS was first reported by 

Purves et al. who utilised the mobility of an ion between a pair of electrodes with a 

gas flow [203, 204]. During FAIMS the lower electrode is held at a constant ground 

potential whilst the upper electrode is switched between a short high voltage 

component followed by a longer low voltage of the opposite polarity. Ions are 

strongly attracted for a short time followed by a lesser repulsion for a long time till 

their eventual collision with one of the electrodes or transmission. To allow 

transmission a DC ‘compensation voltage’ (CV) is applied in relation to the high and 

low field mobility (Figure 1.10).  This CV can be viewed like a quadrupole in that it 

can be scanned to allow transmission of many ions or fixed to only allow a single 

mobility; however, during scanning mode ions will be separated. Unfortunately, CCS 

cannot be determined by FAIMS as ion mobility is not proportional to the field and is 

instead dependant on the voltages applied. Also, a high degree of heating is applied 

to the ion making it unsuitable to study molecular conformation. The heating of ions 

results in denaturation of the molecular folding; therefore, the transmitted 

conformation is not the same as that in solution. 
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Figure 1.10: Schematic representation of the voltage changes during a FAIMS 

experiment and their effects on ion trajectory. By altering the compensation 

voltage only ions of a single mobility will be transmitted. 
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1.5.2. Fragmentation 

Fragmentation is a highly useful gas–phase technique to determine 

molecular structure or sequence. As ions fragment in specific pathways the 

production of these product ions can be predicted and used to confirm identities. 

There are a variety of techniques that can be used for fragmentation ranging from 

physical, to electronic, to radiation induced.  

1.5.2.1. Collision–induced dissociation 

Collison–induced dissociation (CID) also known as collisionally activated 

dissociation (CAD) is the most commonly available fragmentation technique and is 

widely available across a range of instrumentation. Ions are accelerated into a 

collision cell and then collide with neutral gas molecules (often nitrogen or argon) 

[190]. With a series of collisions, the internal energy of the ion is increased, 

eventually resulting in the breaking of an internal bond. CID usually results in the 

breaking of the weakest bond first, and is therefore poor for studying non–covalent 

complexes and post translational modifications. Additionally, as the fragmentation is 

the result of a series of low energy collisions rather than a single high energy one, 

there is often molecular unfolding or heating. Each small collision results in the 

transmission of energy from the fragmentation gas to the ion; as the energy of the 

ion increases (below the threshold that fragmentation occurs), bonds may rotate, 

resulting in different conformations than would exist in solution. This molecular 

unfolding can be utilised through collision induced unfolding (CIU) experiments to 

observe internal molecular stability [205]. 

A standard nomenclature is used to detail the fragmentation of proteins and 

peptides based upon where the fragmentation occurs. CID produces mainly 

fragmentation between the carbon and nitrogen atoms of the peptide bond. These 

are referred to as b (N terminal) and y (C terminal) type ions (Figure 1.11) [206]. 
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Figure 1.11: Nomenclature for protein and peptide fragmentation [206]. 

 

1.5.2.2. Laser induced fragmentation 

Laser fragmentation methods involve the excitement of analyte molecules by 

photons. These fragmentation methods commonly require ions to be trapped during 

fragmentation and have mainly been utilised on FT and ion trap instruments. 

Infrared (IR) lasers have been utilised for IR multi–photon dissociation (IRMPD) for 

some time and more recently ultraviolet (UV) lasers for UV photo–dissociation. Use 

of IRMPD for proteins was first conducted in 1994 by McLafferty [207]. Due to the 

low energies of the IR lasers, multiple photon excitations are required until the 

analyte has passed to higher energy vibrational states leading to bond 

fragmentation. More recently UV lasers (200–300 nm) have been used which can 

led to single photon excitation [208–210].  

1.5.2.3. Electronic dissociation 

Electron capture dissociation (ECD) was developed as a low energy 

fragmentation option. It involves the interaction of the gas–phase cation with a free 

electron generating a radical ion which then fragments faster than typical bond 

vibration [211–213]. The fragments produced are different to those of CID (primarily 

c and z as shown in Figure 1.11 [214]), and the bonds broken are no longer 

necessarily those of lowest energy, meaning labile PTMs may remain covalently 

linked to their appropriate residue. Because of the instrumental requirements, ECD 

has only been applied in ICR and ion trap instruments. A method was developed to 

utilise the low energy fragmentation pathway through transfer of electrons through 
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an intermediary molecule in electron transfer dissociation (ETD) [215, 216]. ETD 

generates radical anions separately to the analyte cation which are then allowed to 

interact in a controlled manner within the instrument. The radical anion transfers its 

additional electron to the analyte cation causing it to dissociate via pathways similar 

to those used in ECD. While ECD is only applicable to cationic species, the negative 

mode equivalent, electron detachment dissociation (EDD), can be used for anion 

fragmentation. EDD utilises higher energy electrons, leading to ejection of electrons 

from the analyte anion and subsequent fragmentation [217–219].  

 

1.6. Molecular modelling 

Molecular modelling methods have been widely adopted within the field of 

mass spectrometry, particularly ion mobility, to predict structures analytes may take 

up in solution or gas–phase. These computational operations can be compared to 

experimental distributions, charge states, or conformations to corroborate the 

results. These methods break down into two broad categories based on whether 

they only account for physical interactions, or if they also include electron potentials.  

Molecular mechanics describes the physical motions of atoms from the 

principles of classical mechanics. Interactions between neighbouring atoms are 

described by van der Waals interactions and chemical bonds represented as spring 

interactions [220]. Atomic velocities are determined by their molecular mass in 

relation to the temperature of the system and their starting coordinates. Starting 

coordinates are often derived from structures that have already been produced by 

NMR spectroscopy or X–ray crystallography in the protein data bank (PDB) [221, 

222]. These parameters, as well as bond length, partial charges and force constants 

are known as a force field. This force field is applied to the system to generate a 

potential function related to the system’s internal energy. These force fields try to 

find the lowest energy of the systems by rotating bonds to their lowest energy state 

in a local energy minimum. These forms of computational molecular modelling seek 

to generate potential structures which can be further compared to data collected by 

other techniques such as ion mobility–mass spectrometry, discussed in section 

1.6.1.  

The drawback of these simple force fields is they fail to consider the effects 

of electronic orbitals on structure. Additionally, not all elements have been 
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characterised for these calculations, particularly uncommon metal atoms. An 

alternative to these force fields are more advanced quantum methods, which 

attempt to approximate the Schrodinger equation. Examples of these include the 

Hartree–Fock method [223] and density functional theory [224–226]. These 

methods seek to compute orientation of atoms and bonds based upon electronic 

orbital theory and bonding along with general assumptions and simplifications. 

Some of these simplifications include boundary conditions (to limit the size of the 

simulation), the Born–Oppenheimer simplification (which assumes nuclei remain in 

place), or the simplification of potential energy surfaces to exclude electronic 

effects. Additionally, the Monte Carlo method [227] is based on statistical mechanics 

of Boltzman distributions which can be used to model potential conformations.  

1.6.1. Calculation of theoretical collisional cross section 

A large part of IM–MS is comparison of experimentally derived cross 

sections to those determined from other methods. The prediction of CCS comes 

from molecular dynamic strategies that predict how the ions will move through 

space and interact with buffer gas. There are three major methods used to calculate 

theoretical CCS: the projection approximation (PA), exact hard sphere scattering 

(EHSS), and the trajectory method (TM). PA models the ions by treating them as a 

collection of overlapping hard spheres with each sphere radius determined by its 

collision distance [228]. This method works well for convex systems; however, it 

fails to accurately predict concave systems [229]. Concave systems may experience 

fewer collisions due to shielding, or greater collisions due to reflections of buffer gas 

within a cavity. EHSS is an evolution of PA with an added term to account for 

scattering angles between the buffer gas on both departure and arrival [230]. This is 

then used to generate an orientation–averaged momentum transfer to the CCS. TM 

considers the analyte as a collection of atoms, allowing the consideration of long–

range interactions as well as close collisions [231]. An offshoot of PA has been 

developed, termed the projected superposition approximation (PSA) [232–235]. 

PSA calculations include shape and size terms to provide more accurate CCS 

values. TM is considered the most reliable method; however, computations can be 

very slow for large systems; therefore, the faster PSA is becoming more 

widespread. 
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solvent conditions can be found in Appendix 1. 

 

2.1. Abstract 

The use of aptamers in biochemical research represents an emerging field, 

allowing for molecular recognition through a mechanism analogous to that of 

antibodies. There are currently few biophysical techniques available to characterise 

the structures of aptamers and their interactions with targets. The work presented 

here applies mass spectrometry (MS) techniques to probe the interaction between a 

DNA aptamer (Ky2) and its small molecule target, the aminoglycoside antibiotic 

kanamycin. Several MS–based fragmentation techniques reveal the loop region of 

the DNA hairpin to be the site of kanamycin binding. Alterations to the DNA 

sequence are made in order to establish the impact of base orientation on the ligand 

binding site. Ion mobility coupled to mass spectrometry reveals reduced flexibility 

(25% reduction in FWHM, 15% reduction in DTCCSHe) of the DNA aptamer upon 

kanamycin binding, indicating that the small molecule induces a stabilising effect. 

This multi–technique approach highlights structural features that are highly 

important for target interactions and may assist in the future design of aptamers with 

higher selectivity and specificity for their targets. 

2.2. Introduction 

Nucleic acid sequences are able to form many more tertiary structures than 

just the traditional double helix macromolecular fold. These structures include G–

quadruplexes, i–motif DNA, hairpins, pseudo knots, double–stranded crucioforms as 
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well as many others [1–4]. It is this ability to form a diverse range of folded forms 

that makes oligonucleotides an attractive possibility in the use of targeted 

intermolecular interactions [5–10]. Aptamers are small molecules designed to 

recognise a specific target molecule through a three–dimensional fold or binding 

pocket; analogous to monoclonal antibodies, although aptamers are typically of 

much lower molecular weight. Aptamers can be formed of peptides, DNA or RNA. 

Large libraries of aptamers can be generated by a process known as systematic 

evolution of ligands by exponential enrichment (SELEX), creating up to 106 

randomised sequences with a variety of three dimensional structures [11].  Although 

the SELEX process is best suited to systems with large surface areas, such as 

proteins with potential pockets and interfaces, it has been applied to a variety of low 

molecular weight targets including metal ions and small organic molecules including 

cholic acid, cocaine and oxytetracycline [12]. 

 Aptamers have been shown to have a wide variety of potential uses in 

biosensing, drug development and probing potential drug targets [13–17].  They can 

fulfil a similar role to antibodies, but with the advantages of generating a lower 

immune response and being much easier to chemically synthesize and modify [18].  

The first aptamer characterised for a molecular target was the thrombin–

binding aptamer (TBA) in 1992 [20]. This DNA 15–mer forms a G–quadruplex and 

was generated through the SELEX process where a library of 1013 DNA sequences 

was screened against α–thrombin binding. Several variants of TBA have been 

developed since its discovery and the X–ray crystal structure of a thrombin–

modified TBA complex was solved in 2011 [5]. Since then, many aptamers have 

been developed for a variety of systems which can be roughly divided into three 

classes: small molecules, biomolecules and whole cells [12, 13, 16]. Small species 

can be targeted by the SELEX process even down to inorganic ions as Zn2+ or Ni2+ 

[21, 22]. A challenge in the targeting of these small molecules is the need for 

chemical immobilisation of the substrate on a solid support, which may reduce the 

specificity of aptamers due to the inaccessibility of the target molecules to the 

aptamer [12]. Biomolecules are the main targets of aptamer studies, with many 

varied uses including affinity purification, bio–sensing, imaging, drug delivery and 

medical applications as well as discovery of new molecules or targets. The SELEX 

process can be applied to whole cells or tissues; however, a new technique has 

been developed called cell–SELEX [23] for these larger targets. Issues remain, 

however, as membrane bound proteins and cell surface markers are prolific, 

therefore it is difficult to generate specific aptamers.  
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 The analysis of intact DNA by MS is possible due to the development of 

‘soft’ ionisation techniques such as ESI [24] and MALDI [25] which allow the gentle 

transfer of ions into the gas–phase.  The first reported ESI spectrum of an 

oligonucleotide came in 1988 by Covey et al. [26] who observed pieces of DNA of 

up to 14 bases long when operating their instrument in negative ionisation mode. 

The majority of current work utilising mass spectrometry with DNA falls into two 

major categories: analysis of DNA modifications (including methylation and 

acetylation) [27–36], and DNA binding to proteins [37–43]. 

Although some aptamers have been structurally characterised by classical 

techniques such as NMR spectroscopy [5] and X–ray crystallography [44], the use 

of ion mobility–mass spectrometry (IM–MS) has not been applied. IM–MS is a gas–

phase electrophoretic technique which separates ions based on their mass, charge 

and size/shape, giving a coarse view of an ion’s conformation in the form of a 

rotationally averaged collisional cross section (CCS, Ω, Å2). This allows changes in 

conformation upon ligand binding to be measured, and when combined with 

computational modelling, can be used to help assign binding sites. IM–MS analysis 

of oligonucleotides was first reported in 1997 [45] when a ten–base thymidine 

oligomer was analysed in a solution of water and acetonitrile with ammonium 

hydroxide. CCS values were compared to calculated models, with the most likely 

candidate structures found to have the majority of the charge sitting on the 

phosphodiester backbone. Following on from this work, several studies examined 

the retention of oligonucleotide structure in solvent–free environments [46–50]. This 

approach was followed by analysis of more specific tertiary structures such as G–

quadruplexes, cruciforms, and hairpins [50–55]. The next key evolution of DNA ion 

mobility experiments came from the analysis of an organometallic anti–cancer drug 

bound to an oligonucleotide target [56]. G–quadruplexes have since been the 

subject of a great deal of interest due to their complex 3D structure and ability to 

retain cations [54, 57]. 

The process of dirft time (DT) IM–MS involves sending a pulse of ions 

through a drift cell filled with an inert gas which is held along a potential. Ions drift 

along the potential field, and are slowed via collisions with buffer gas molecules, 

with larger molecules undergoing more collisions than smaller ones. The speed at 

which ions travel the drift cell region is related to not just the size but the charge 

upon the ion which has a measurable mobility (K), which is a constant related to drift 

velocity (νd) and the electric field (E). Using equation 1.8 it is possible to convert the 

arrival time of ions into a DTCCSHe (Ω, Å2). 
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Equation 1. 8 

 

Where K0 is the reduced mobility (measured mobility corrected to temperature and 

pressure) z is the ion charge state, e is the elementary charge state, N is the 

number gas density, μ is the reduced mass of the ion–pair, kB is the Boltzmann 

constant and T is the buffer gas temperature. 

2.3. Aims 

The binding mode of a previously reported single stranded DNA (ssDNA) 

aptamer which has been shown to specifically bind kanamycin [19] is analysed here 

through mass spectrometry. Kanamycin is an aminoglycoside antibiotic commonly 

used to treat Gram–negative bacteria (Figure 2.1 A). The binding affinity is analysed 

using mass spectrometry, and the conformations of the bound forms are elucidated 

using ion mobility–mass spectrometry and other mass spectrometry techniques. 

Previous work by Song et al. [19] used this aptamer (hereby referred to as Ky2) to 

detect kanamycin in milk via an indicative colour change caused by a bound gold 

nano particle. This study seeks to further this work by probing the structure of the 

DNA:antibiotic complex and mapping the binding site. Determination of the nature of 

the complex by mass spectrometry will pave the way for improved aptamer design 

for use in other systems, and uncover information which may not be available from 

other techniques. 

 Additional variations of the Ky2 aptamer were tested (shown in Figure 2.1 C) 

including the removal of the tail residues (Ky2–L), the removal of the loop region 

(Ky2–T), an inversion of the loop residues (Ky2–I), and replacement of the loop 

region with a control sequence (Ky2–C).  These alternate sequences were 

employed to help uncover facets of the aptamer:ligand interface. 
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Figure 2.1: A) Molecular structure of the antibiotic kanamycin. B) Structural 

representation of the Ky2 aptamer as a hairpin. C) Alternate aptamer 

sequences used in this study. Double stranded regions are shown in blue, 

hairpin loops are shown in red and inverted loops are shown in green. 

 

2.4. Experimental details 

Single stranded DNA aptamers were purchased from Sigma Aldrich (Dorset, 

UK) at HPLC purification grade. LC–MS grade solvents and ammonium acetate 

were purchased from Fisher Scientific (Loughborough, UK). DNA was prepared in 

water to a stock concentration of 200 µM and diluted to a concentration of 20 µM for 

all experiments. Two solution conditions were used in these experiments, defined as 

‘buffered’ and ‘denaturing’. Buffered DNA was prepared in 100 mM ammonium 

acetate with 5% methanol, whereas denatured DNA samples were prepared in a 

solution of 50:50 methanol:H2O, in accordance with previously published work [58, 

59].  

Kanamycin sulfate was obtained from Sigma Aldritch as a mixture of 

kanamycin A (major component >99%), kanamycin B and C. A stock solution of 

concentration 2 mM was prepared and diluted to 100 µM for each experiment. DNA 

and ligand were incubated together for 20 minutes before each experiment at room 

temperature. 

 Nano–ESI tips were pulled from 0.5 mm glass capillaries using a 

Flaming/Brown micropipette puller (Sutter Instrument Company, Novato, CA, USA). 

Platinum wire (0.125 mm Goodfellow) was inserted into the pulled glass tip to 
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provide the ionisation potential to the solution. 

2.4.1. n–ESI mass spectrometry 

Mass spectrometry experiments were performed using a Synapt G2 

(Waters, Manchester, UK) quadrupole time–of–flight mass spectrometer operated in 

negative ionisation mode. Instrument parameters were optimised to retain the non–

covalent aptamer:ligand complex and were maintained as closely as possible 

across experiments. Typical source conditions: capillary voltage ~ –1.6 kV, 

sampling cone ~ 20 V, extraction cone ~2 V.  

2.4.2. Ion mobility–mass spectrometry 

DT–IM–MS experiments were performed on a Q–ToF 1 (Waters, Micromass, 

Manchester, UK) quadrupole time–of–flight mass spectrometer that has been 

modified in–house to contain a 5.1 cm drift cell [60]. The cell is pressurised to ~4 

Torr with helium. The potential across the drift cell was stepped from –50 V to –20 V 

in discrete acquisition experiments where temperature and pressure were 

monitored. Rotationally averaged collisional cross sections (DTCCSHe) were obtained 

by plotting experimental arrival times against P/V for a number of injections at a 

specified drift voltage (V). Experiments were performed with three technical repeats; 

values reported are means with standard deviation. 

2.4.3. Collision induced unfolding 

The Ky2 aptamer and the Ky2–I aptamer were subjected to increasing 

energy of collisions to encourage unfolding of tertiary structures, following 

electrospray from both solutions. Bound and unbound [M – 4H]4– and [M – 5H]5–  

complexes were isolated in the quadrupole region of a Synapt G2 (Waters, 

Manchester, UK) quadrupole time–of–flight mass spectrometer and then excited in 

the trap region for 200 scans with steps of 5 V until the precursor ion was no longer 

visible (maximum CE used 40 V). These were then plotted using Python CIU suite 

software [61] to create heat maps depicting the change in drift time of the ions at 

increasing collision energy, allowing visualisation of molecular unfolding. 

2.4.4. CID fragmentation 

CID fragmentation experiments were conducted using a Synapt G2 (Waters, 

Manchester, UK) quadrupole time–of–flight mass spectrometer. Bound and 

unbound [M – 5H]5– species were isolated using the quadrupole followed by 

excitation from collisions with argon in the trap cell up to energies of 35 V. 
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Fragments were then assigned using the McLuckey nomenclature outlined in Figure 

S1 [62]. 

2.4.5. UV photo–dissociation 

Ultraviolet photo–dissociation (UVPD) is a new and emerging technique 

using lasers to induce rapid electronic fragmentation of ions. It has been utilised for 

the fragmentation of DNA along with DNA:chromophore complexes [63, 64]. UVPD 

experiments were performed using a modified Synapt G2–S (Waters, Manchester, 

UK) quadrupole time–of–flight mass spectrometer which has been fitted with a CaF2 

window allowing a laser beam to enter the instrument and irradiate ions trapped in 

the transfer cell (described previously [65]). Ions for the [M – 5H]5– unbound and 

bound forms of the aptamer were mass isolated in the quadrupole and accumulated 

in the transfer region of the instrument for 10 seconds before being exposed to a Q–

switched Nd:YAG Continuum Minilite II 266 nm laser for 1 second. The average 

pulse energy was estimated to be 0.4–1 mJ. After irradiation, ions were activated 

using a low travelling wave voltage. The laser pulse causes excitation of the ions 

leading to electron detachment of the molecule, which results in the [M – 5H]4–· 

radical species, along with some low abundance fragments. The post activation, 

with travelling wave voltage, leads to further fragmentation analogous to that of CID 

in other studies [63]. 
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2.5. Results 

2.5.1. n–ESI MS  

The DNA aptamer was analysed at 20 µM in 100 mM ammonium acetate, 

and presents in the charge states [M – 3H]3–  through [M – 6H]6–, with the [M – 4H]4– 

(m/z 1640) being most dominant at about 50% of the total ion signal intensity. When 

analysed from denatured conditions, the charge state distribution (CSD) widens, 

with the [M – 5H]5– / [M – 6H]6– charge states now most dominant, with up to the [M 

– 11H]11–  charge state being observed. DNA peaks show a marked degree of salt 

retention with adducts of masses corresponding to both sodium and potassium 

observed; attributed to the high affinity of DNA for cations. Upon addition of 

kanamycin (100 µM), peaks attributable to the Ky2:kanamycin complex at m/z 1761 

and m/z 1409 were observable and are assigned as [M + ligand – 4H]4– and [M + 

ligand – 5H]5– (Figure 2.2A). Upon binding, there is no large shift in CSD and there 

are always peaks attributable to the unbound aptamer, even with the addition of 400 

µM kanamycin. This is in disagreement with the work of Song et al. [19] who 

reported Kd <100 nM, suggesting that the complex is dissociating during 

transmission into the gas–phase. 
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Figure 2.2: Mass spectra of all aptamers 

employed. Blue hairpin represents the 

unbound aptamer and a red circle the 

ligand. A) Mass spectrum of Ky2 aptamer 

(20 µM), kanamycin (100 µM), 100 mM 

ammonium acetate, 5% methanol. B) 

Mass spectrum of Ky2-L aptamer (20 

µM), kanamycin (100 µM), 100 mM 

ammonium acetate, 5% methanol. C) 

Mass spectrum of Ky2-T aptamer (both 

strands 20 µM annealed), kanamycin (100 

µM), 100 mM ammonium acetate, 5% 

methanol. D) Mass spectrum of Ky2-I 

aptamer (20 µM), kanamycin (100 µM), 

100 mM ammonium acetate, 5% 

methanol. E) Mass spectrum of Ky2-C 

aptamer (20 µM), kanamycin (100 µM), 

100 mM ammonium acetate, 5% 

methanol. 
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2.5.2. Solvent conditions  

Under methanol:H2O conditions there is an increase in the intensity of the 

higher charge states both in the presence and absence of the ligand, though the [M 

– 4H]4– and [M – 5H]5– charge states remain the most intense. The ratio of bound to 

unbound forms is larger under denaturing methanol:H2O conditions than under 

‘native like’ ammonium acetate conditions. A screen was carried out with various 

concentrations of methanol, from 50% to 0% (vol %) in 100mM ammonium acetate 

(Figure S2.2). In conditions without buffer, bound peaks account for ~20% of total 

intensity, dropping to 5–10% with a mix of denaturing and buffering solvent, and 

finally dropping to less than 5% in fully buffered conditions. There are several 

possible explanations for this behaviour: one possibility is that since desolvation 

occurs more readily in the presence of methanol, more complex is carried into the 

gas–phase or fewer complexes dissociate in the source region. An alternative 

explanation is that methanol induces the formation of a structure which can interact 

more favourably with the ligand. It has previously been reported that the addition of 

up to 20% methanol has little or no effect on the charge state distribution from 

oligonucleotides [59]; however, there have been fewer investigations of its effects 

on structure. 

2.5.3. Alternative structures 

To further investigate the binding of the ligand to the DNA aptamer, several 

alternative and truncated sequences were obtained, to investigate the different 

facets of the ligand interface. The first sequence consists of residues 4–19, leaving 

the loop region and the structural double stranded region intact, but removing the 

excess tail residues, denoted Ky2–Loop (Ky2–L). The Ky2–L displayed a narrow 

mass spectrum with two dominant charge states at [M – 5H]5– (m/z 1240) and [M – 

4H]4– m/z 1653) (Figure 2.2 B). Ligand bound complexes were also observed, again 

mainly [M – 5H]5– (m/z 1361) and [M – 4H]4– (m/z 1816) ions presented, with a 

similar relative intensity of bound to unbound as Ky2 (15:1) (Figure 2.2 B). From this 

data, it can be inferred that the removed residues have little effect on ligand binding. 

The second analysed construct consisted of two separate strands of DNA 

comprised of residues 1–11 and 12–21, providing the tail region without the loop 

structure (denoted Ky2 Tail/Ky2–T). The strands were analysed both with and 

without annealing and in the presence and absence of the ligand. Each individual 

strand presented as a [M – 3H]3– ion at m/z of 1157 and 1013 respectively, the 

double strand was observed, although it was only as a low abundance species 

(Figure 2.2 C). There is no evidence of ligand binding to either strand, or a ligand 
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stabilised double strand. This strongly suggests that the structure of the loop region 

is essential to ligand binding. Due to the low abundance of the double stranded 

DNA, this may prevent a suitable conformation for kanamycin binding. Therefore, 

two alternate forms were used: one where the loop region had a sequence inversion 

(G»C, C»G, A»T, T»A) (denoted Ky2–Inverse/ Ky2–I); and a control with residues 

9–14 replaced with adenosine (denoted Ky2–Adenosine/ Ky2–A). Ky2–I presented 

a similar mass spectrum to Ky2, though with a shift in distribution towards higher 

charge states (Figure 2.2 D). Kanamycin binding was observed nearly as strongly 

as with Ky2 with peaks observed at m/z 1394 and m/z 1742, attributable to the [M – 

4H]4–  and [M – 5H]5– complexes respectively. Ky2–I has the same hydrogen 

bonding structure as Ky2 but with inverted base positions (see Figure 2.1 C); the 

difference is the presence or absence of the 5–membered rings in the nucleobase. 

As a complex is still observed, this indicates that the hydrogen bonding is specific 

and the backbone is flexible enough to compensate for this change in positioning. 

Ky2–A represents a negative control, as the structure is the same as Ky2; however, 

the interface chemistry is different in relation to the hydrogen bonds of the bases. 

Ky2–A is observed in a wider charge state distribution from [M – 4H]4– to [M – 8H]8–, 

though the majority of the intensity still lies in the [M – 4H]4– and [M – 5H]5– peaks 

(Figure 2.2 E). No binding to kanamycin was observed in the mass spectrum even 

at 20:1 ligand excess. 

2.5.4. Ion mobility–mass spectrometry 

Figure 2.3 shows the collisional cross section distributions (DTCCSDHe) of the 

Ky2 aptamer across the observed charge states. Results are displayed for the 

unbound aptamer in the absence of kanamycin (control, Figure 2.3 A), the unbound 

aptamer in the presence of kanamycin (unbound, Figure 2.3 B), and the 

aptamer:ligand complex (bound, Figure 2.3 C). Data from methanol:H2O conditions 

are shown in Figure S2.3. 
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Figure 2.3: DTCCSDHe (A
2) for the Ky2 aptamer (20 µM) in the [M – 4H]4–  through 

[M – 6H]6– charge states. Solvent conditions were 100 mM ammonium acetate, 

5% methanol. A) Control experiment of Ky2 aptamer with no ligand. B) 

Unbound Ky2 aptamer in the presence of kanamycin (100 µM kanamycin). C) 

Bound aptamer:ligand complex (100 µM kanamycin). 

The average DTCCSHe values and width of the DTCCSDHe peak for each 

charge state of Ky2 in the presence and absence of kanamycin are reported in 

Table 2.1. The DTCCSDHe value is taken from the apex of the distribution, and for a 

normal distribution this will be the average value. The full width at half maximum 

(FWHM) for each distribution gives an indication of the flexibility of the molecule. 

Some width from these peaks is inherent in the system flexibility; however, some of 

this is an artefact of the system resulting from the original pulse width in addition to 

ion diffusion whilst travelling in the drift cell. Under buffered conditions, the 

aptamer:ligand complex (Figure 2.3 C) is present at a much lower intensity than the 

unbound Ky2 (Figure 2.3 A and B). Upon binding to kanamycin, changes in the 
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DTCCSHe of the complex compared with Ky2 alone were observed (Figure 2.3 A vs 

Figure 2.3 C). The [M – 4H]4– charge state undergoes an increase in average 

DTCCSHe, from 573 Å2 to 691 Å2.  The [M – 5H]5– charge state shows no change in 

average DTCCSHe upon binding, whilst the [M – 6H]6– charge state undergoes a 

compaction event to produce a DTCCSHe centred on a lower DTCCSHe (641 Å2 

compared with 804 Å2). Additionally, the FWHM is notably smaller for the bound 

complexes in the [M – 6H]6– and [M – 5H]5– charge states compared with unbound 

Ky2. It appears that the binding of kanamycin to Ky2 rearranges the aptamer into a 

single conformation, regardless of the number of charges held on the surface. The 

average DTCCSHe for Ky2 in the presence of kanamycin but not bound is similar to 

that of Ky2 in the absence of kanamycin, indicating that either a low proportion of 

kanamycin is able to bind to Ky2 in solution or that the aptamer is able to return to 

its unbound conformation faster than the timescale of the experiment.  

When comparing the results from the methanol:H2O solution to those from 

ammonium acetate, it was observed that the denaturing conditions led to larger 

cross sections throughout. However, the effect of the denaturing conditions is less 

marked in the [M – 4H]4– and [M – 5H]5– charge states, with only ~10% increase 

compared to buffered conditions (Figure S2.3, Table 2.1).  The [M – 6H]6– charge 

state has a larger DTCCSHe (851 Å2) with a larger FWHM, suggesting higher 

flexibility. The [M – 6H]6– charge state of the bound and unbound forms of the 

complex are of higher intensity under these conditions. It would be expected for a 

protein that under these conditions denaturing would occur, resulting in much larger 

conformation. Since it is also observed that the signal owing to the aptamer:ligand 

complex is of greater intensity under these conditions, these slightly larger 

structures may be more able to retain the ligand during desolvation. 

The DTCCSDHe for the bound [M – 5H]5– charge state ion is reduced in width 

under both conditions, therefore, it can be hypothesized that this charge state 

provides some optimum distribution, or orientation, of charges across the molecule 

which improves the strength of kanamycin binding. The [M – 5H]5– charge state also 

has the highest intensity of ligand bound, again attributable to favourable 

interactions stabilised at this net charge state. 
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Table 2.1: DTCCSHe of Ky2 aptamer across varying charge state errors 

taken from three technical replicates 

Solvent Charge state Bound Average FWHM Å
2
 

  
State  

DT
CCSHe (A

2
) 

 
Ammonium acetate [M – 4H]

4–
 Control 573 ± 11 145 ± 9 

 
  Unbound 585 ± 6 150 ± 5 

 
  Bound 691 ± 10 140 ± 10 

 
[M – 5H]

5–
 Control 647 ± 7 140 ± 6 

 
  Unbound 620 ± 10 95 ± 6 

 
  Bound 635 ± 4 120 ± 5 

 
[M – 6H]

6–
 Control 804 ± 5 195 ± 4 

 
  Unbound 839 ± 3 205 ± 5 

 
  Bound 641 ± 8 150 ± 11 

 
  

   
Methanol:H2O  [M – 4H]

4–
 Control 601 ± 19 115 ± 13 

 
  Unbound 627 ± 6 160 ± 6 

 
  Bound 675 ± 4 150 ± 5 

 
[M – 5H]

5–
 Control 662 ± 15 140 ± 9 

 
  Unbound 636 ± 15 140 ± 11 

 
  Bound 676 ± 9 135 ± 7 

 
[M – 6H]

6–
 Control 818 ± 17 200 ± 16 

 
  Unbound 858 ± 7 245 ± 10 

 
  Bound 851 ± 6 265 ± 8 

 

2.5.5. Collision induced unfolding 

Collision induced unfolding is used here to further examine the stability of 

the complexes. Visual heat maps constructed from ion mobility distribution data 

allow relative ion stabilities under activation conditions to be measured. These 

experiments considered both the effect of solvent conditions and the sequence of 

the hairpin region for Ky2 and Ky2–I. The results under ‘buffered’ conditions are 

displayed in Figure 2.4 and for methanol:H2O in Figure S2.4. On the heat maps, 

areas in red represent intensity in a drift time, therefore the most abundant 

conformations. As collision energy is increased, the molecule unfolds leading to 

intensity appearing at new drift times due to new structures.  For Ky2 (Figure 2.4: A 

and B, C and D), in all conditions the major species is stable up to 30 V, where it 

begins to break down into a more extended conformer along with undergoing 
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distinct fragmentation. By 45 V the isolated charge state is entirely lost, though 

some fragments remain with similar drift times. The bound states require more 

energy to unfold, indicating that the ligand stabilises the fold, as seen for the [M – 

4H]4– and [M – 5H]5– charge states, with less distinct unfolding events. For Ky2–I 

(Figure 2.4: E and F), unbound forms break down at lower energies than for Ky2. 

The bound forms (Figure 2.4: G and H) begin unfolding at lower energies with 

noticeable ligand loss, indicating that the ligand interaction is not as strong and 

consequently stabilises the fold to a lesser degree. 
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Figure 2.4: Collision induced unfolding heat maps for the [M – 4H]4– and [M 

– 5H]5– charge state of the unbound Ky2 (A and B) and Ky2-I Aptamers (E 

and F) along with the bound Ky2 (C and D) and bound Ky2-I (G and H). Red 

indicates areas of intensity in drift time. Shifting drift times can be seen 

through pattern changes as energy is increased. DNA aptamer 20 µM, 100 

mM, ammonium acetate, 5% methanol, 100 µM kanamycin. 
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2.5.6. Fragmentation 

2.5.6.1. CID 

CID fragmentation was performed using a Synapt G2 (Waters, Manchester, 

UK) quadrupole time–of–flight mass spectrometer with the [M – 5H]5– unbound or 

bound aptamer being isolated in the quadrupole followed by fragmentation in the 

trap region with energies from 5 to 35 V (Figure 2.5). Just as proteins fragment 

along specific pathways and certain types of fragment are observed depending 

upon the fragmentation method, DNA follows a similar fragmentation pattern [62]. 

As expected, mainly w and a–B fragments were observed for both the bound and 

unbound forms during CID. The unbound form presented nearly a full sequence 

coverage of w (90%) and a–B (66%) fragments in charge states varying from 1– to 

4– (w1–19 a–B 2–15) with a very small number of low abundance fragments from other 

possible pathways (a4, y2, d1–2, c3–4). When isolating the bound form, a large number 

of unbound fragments were observed. From the isolated bound form however, a 

small proportion of w and a–B fragments are observed with the ligand still attached. 

It is interesting to note that these fragments do not cover the full sequence as 

observed in the unbound form, but were only observed at w10–14, 16 and a–B9–13, 15. 

This strongly indicates that the ligand is bound within the loop region.  
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Figure 2.5: n–ESI mass spectrum of Ky2 aptamer:ligand bound complex [M – 

5H]5– charge state m/z 1409 after isolation and fragmentation at 40 V. w 

fragments are labelled in red, a–B fragments in blue, and fragments which 

retain the ligand after fragmentation are labelled in green.  
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2.5.6.2. UVPD 

  UVPD was performed on an in–house modified Synapt G2–S mass 

spectrometer (Waters, Manchester, UK) described previously [65]. For all species 

analysed, a high degree of electron detachment was observed with the primary loss 

of a single electron and a lesser loss of a second electron (Figure 2.6). This has 

been shown previously in other studies, with guanine being the most photo–active 

nucleotide [64, 68]. Interestingly, irradiation of the bound form led to a greater 

amount of electron detachment than irradiation of the corresponding unbound form. 

In addition to charge reduction, fragmentation within the termini of the aptamer was 

also identified. This was mainly the loss of guanine bases and some chain 

fragmentation. Fragments were observed for the unbound aptamer for w2–6 and a–

B2–6, some larger fragments (with a–B12 the largest fragment) were observed but 

these did not form a complete series. These fragments were not observed when the 

bound aptamer was isolated but not irradiated, even though the signal to noise ratio 

was much lower.  

Neither the detachment of electrons nor the loss of bases from the termini of 

the aptamer led to a large loss of ligand binding, as indicated by the presence of the 

[M + L – 5H]4–·
 and [M + L – 4H]3–·

 bound species. From this, it can be inferred that 

base and nucleotide loss from the tail region does not interfere with aptamer:ligand 

binding. 
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Figure 2.6: A) Isolated [M – 5H]5– unbound aptamer. B) Isolated [M – 5H]5– 

unbound aptamer after 1 second laser exposure, red bar indicates [M – 5H]4–· 

charge state caused by single electron detachment. C) Isolated [M + L – 5H]5– 

bound aptamer:ligand complex. D) Isolated [M + L – 5H]5– bound 

aptamer:ligand complex after 1 second laser exposure, green bar indicates [M 

+ L – 5H]4–· 
charge states caused by single electron detachment. Inserts show 

magnification of major fragments. * represents electronic noise peaks that are 

not attributable to the analyte. 
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2.6. Discussion  

The purpose of this study was to uncover how a DNA aptamer binds to its 

target via the use of mass spectrometry techniques including: ion mobility, 

alternative structures, fragmentation, collision induced unfolding and various solvent 

conditions. It can be inferred from the data with a high degree of confidence, that 

the loop region is highly structurally important for ligand binding. A paper by Shi et 

al. [69] proposed a G–quadruplex structure for this aptamer which was not observed 

in these experiments. A G–quadruplex would present with a much higher collisional 

cross section and drift time during the IM–MS experiments, as well as a different 

charge state distribution. No evidence of a structure of this nature was observed in 

these experiments. 

A range of Ky2 sequences were created which isolated both the hairpin loop 

(Ky2–L) and tail regions (Ky2–T), allowing determination of where in the structure 

kanamycin was binding. Using native mass spectrometry, no binding of kanamycin 

was observed to occur in the tail region, whereas binding was retained in the loop. 

The control Ky2 (KY2–C) sequence also did not bind the ligand, indicating that the 

correct sequence was required; rather than the formation of a loop of any structure. 

Interestingly, binding was observed using a Ky2 construct with a G↔C A↔T 

sequence inversion (Ky2–I). In the sequence inversion, the hydrogen bonding 

chemistry at the bases remained the same. This shows that there is some flexibility 

allowed in the loop region whilst retaining the ligand. 

IM–MS was employed to determine the conformational changes Ky2 

undergoes upon kanamycin binding. An extension of the low charge state and a 

compaction of the high charge was observed when kanamycin was bound, 

indicating that the binding of kanamycin stabilises the inherently flexible loop region 

into a single conformation. Collision induced unfolding was used to show that the 

binding of kanamycin to Ky2 confers structural stability in comparison with the 

unbound form. Additionally, comparing Ky2–I to Ky2 highlighted that in the absence 

of the ligand there was little difference in the CIU plots, however, in the presence of 

the ligand, Ky2–I began unfolding at lower energies, suggesting that the altered 

construct is unable to form as stable a complex. 

Fragmentation provides an excellent insight into how molecules interact; in 

this set of experiments both CID and UVPD were used to determine how the 

aptamer:ligand complex is formed. Aptamer:ligand fragments were observed only 

on residues w10–14, 16 and a–B9–13, 15, strengthening the theory that the loop region is 
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the site of ligand binding. These fragments however, were only observed at very low 

intensity, therefore, other fragments could also be present below the limit of 

detection. UVPD was employed as a fast fragmentation technique to try and 

preserve the aptamer:ligand complex during the dissociation process. UVPD led to 

minor fragmentation in the terminal residues with loss of several bases, along with 

some nucleotides. The fragmentation was minimal and mainly contained to the 

terminal residues, and the ligand was retained after these losses, indicating binding 

in the loop region.  

The second major feature of this work was assessing the stability of the 

system under what, in protein chemistry, would be referred to as ‘denaturing’ 

conditions. Under high concentrations of methanol, with identical concentrations of 

ligand and aptamer, the intensity of signals from bound complexes was higher than 

under buffered conditions, although It is unclear whether these patterns are a 

solution or desolvation effect. DT–IM–MS and CIU show increased flexibility under 

high methanol conditions, though less than would be expected for proteins. This 

suggests that the DNA aptamers could be more stable than proteins under these 

denaturing conditions. The collision induced unfolding data also display similar 

distributions for the unbound [M – 5H]5– charge state in both ‘buffered’ and 

‘denaturing’ conditions, which could suggest that the aptamer was not perturbed by 

the altered solvent conditions. 

 

2.7. Conclusions 

Mass spectrometry techniques have been applied to the concept of aptamer 

structure. It has been shown that for the Ky2 aptamer, the loop region of the 

aptamer is the location of the ligand binding, with the double stranded region 

providing structure to the system. It has also been revelaed that DNA structure is 

resilient to methanol mediated unfolding, particularly at low charge states. This work 

demonstrates the strength of mass spectrometry to structurally characterise non–

covalent complexes and map binding sites. 

 

 

 



 

109 
 

2.8. Acknowledgments 

Thanks, are expressed to the DTC in Cell and Proteomic Technologies 

EP/F500424/1, and BBSRC for awards BB/L015048/1 and BB/H013636/1. 

Additional thanks, to the British Mass Spectrometry Society for a grant that allowed 

the purchase of a nanospray tip pipette puller. 

  



 

110 
 

2.9. References 
[1] O. Y. Fedoroff, A. Rangan, V. V. Chemeris, L. H. Hurley, Cationic porphyrins promote 

the formation of i–motif DNA and bind peripherally by a nonintercalative mechanism, 

Biochemistry. 39 (2000) 15083–15090.  

[2] I. M. Pedroso, L. F. Duarte, G. Yanez, K. Burkewitz, T. M. Fletcher, Sequence 

specificity of inter– and intramolecular G–quadruplex formation by human telomeric 

DNA, Biopolymers. 87 (2007) 74–84. 

[3] C. K. Singleton, Effects of salts, temperature, and stem length on supercoil–induced 

formation of cruciforms, J. Biol. Chem. 258 (1983) 7661–7668. 

[4] K. M. Sullivan, D. M. Lilley, Influence of cation size and charge on the extrusion of a 

salt–dependent cruciform, J. Mol. Biol. 193 (1987) 397–404.  

[5] I. Russo-Krauss, A. Merlino, C. Giancola, A. Randazzo, L. Mazzarella, F. Sica, 

Thrombin–aptamer recognition: a revealed ambiguity, Nucleic Acids Res. 39 (2011) 

7858–7867.  

[6] R. B. Kotia, L. Li, L. B. McGown, Separation of nontarget compounds by DNA 

aptamers, Anal. Chem. 72 (2000) 827–831. 

[7] H. Ulrich, A. B. Martins, J. B. Pesquero, RNA and DNA aptamers in cytomics 

analysis, Cytometry. 59 (2004) 220–231.  

[8] N. Savory, K. Abe, K. Sode, K. Ikebukuro, Selection of DNA aptamer against prostate 

specific antigen using a genetic algorithm and application to sensing, Biosens. 

Bioelectron. 26 (2010) 1386–1391.  

[9] M. Famulok, Oligonucleotide aptamers that recognize small molecules, Curr. Opin. 

Struct. Biol. 9 (1999) 324–329.  

[10] S. Jeong, S. R. Han, Y. J. Lee, S. W. Lee, Selection of RNA aptamers specific to 

active prostate–specific antigen, Biotechnol. Lett. 32 (2010) 379–385.  

[11] M. Darmostuk, S. Rimpelova, H. Gbelcova, T. Ruml, Current approaches in SELEX: 

An update to aptamer selection technology, Biotechnol. Adv. 33 (2015) 1141–1161.  

[12] Y. Kim, M. Gu, Advances in aptamer screening and small molecule aptasensors, 

Adv. Biochem. Eng. Biotechnol. 140 (2014) 29–67.  

[13] A. B. Iliuk, L. Hu, W. A. Tao, Aptamer in bioanalytical application, Anal. Chem. 83 

(2011) 4440–4452.  

[14] F. Li, H. Zhang, Z. Wang, A. Newbigging, M. S. Reid, X. F. Li, X. C. Li, Aptamers 

facilitate amplified detection of biomolecules, Anal. Chem. 87 (2015) 274–292. 

[15] M. C. Mercier, M. Dontenwill, L. Choulier, Selection of nucleic acid aptamers 

targeting tumor cell–surface protein biomarkers, Cancers 9 (2017) 69–102.  

[16] C. L. Hamula, H. Zhang, L. L. Guan, X. Li, X. C. Le, Selection of aptamers against 

live bacterial cells, Anal. Chem. 80 (2008) 7812–7819.  

[17] Z. Tang, P. Parekh, P. Turner, R. W. Moyer, W. Tan, Generating aptamers for 

recognition of virus-infected cells, Clin. Chem. 55 (2009) 813–822. 

[18] G. Mayer, The chemical biology of aptamers, Angew. Chemie. Int. Ed. Engl. 48 

(2009) 2672–2689. 

[19] K. M. Song, M. Cho, H. Jo, K. Min, S. H. Jeon, T. Kim, M. S. Han, J. K. Ku, C. Ban, 



 

111 
 

Gold nanoparticle–based colorimetric detection of kanamycin using a DNA aptamer, 

Anal. Biochem. 415 (2011) 175–181.  

[20] L. C. Bock, L. C. Griffin, J. A. Latham, E. H. Vermaas, J. J. Toole, Selection of 

single–stranded DNA molecules that bind and inhibit human thrombin, Nature. 355 

(1992) 564–566. 

[21] J. Ciesiolka, J. Gorski, M. Yarus, Selection of an RNA domain that binds Zn
2+

, RNA. 

1 (1995) 538–550. 

[22] H. P. Hofmann, S. Limmer, V. Hornung, M. Sprinzl, Ni
2+

–binding RNA motifs with an 

asymmetric purine–rich internal loop and a G–A base pair, RNA. 3 (1997) 1289–

1300. 

[23] D. Shangguan, Y. Li, Z. Tang, Z. C. Cao, H. W. Chen, P. Mallikaratchy, K. Sefah, C. 

J. Yang, W. Tan, Aptamers evolved from live cells as effective molecular probes for 

cancer study, Proc. Natl. Acad. Sci. 103 (2006) 11838–11843.  

[24] J. B. Fenn, M. Mann, C. K. Meng, S. F. Wong, C. M. Whitehouse, Electrospray 

ionization for mass spectrometry of large biomolecules, Science. 246 (1989) 64–71. 

[25] R. Wang, B. Chait, High–accuracy mass measurement as a tool for studying 

proteins, Curr. Opin. Biotechnol. 5 (1994) 77–84. 

[26] T. R. Covey, R. F. Bonner, B. I. Shushan, J. Henion, The determination of protein, 

oligonucleotide and peptide molecular weights by ion–spray mass spectrometry, 

Rapid Commun. Mass Spectrom. 2 (1988) 249–256. 

[27] S. Frelon, T. Douki, J. L. Ravanat, J. P. Pouget, C. Tornabene, J. Cadet, High–

performance liquid chromatography–tandem mass spectrometry measurement of 

radiation–induced base damage to isolated and cellular DNA, Chem. Res. Toxicol. 

13 (2000) 1002–1010. 

[28] L. A. Haff, I. P. Smirnov, Single–nucleotide polymorphism identification assays using 

a thermostable DNA polymerase and delayed extraction MALDI–TOF mass 

spectrometry, Genome Res. 7 (1997) 378–388. 

[29] X. Liu, M. A. Lovell, B. C. Lynn, Development of a method for quantification of 

acrolein–deoxyguanosine adducts in DNA using isotope dilution–capillary LC/MS/MS 

and its application to human brain tissue, Anal. Chem. 77 (2005) 5982–5989.  

[30] A. P. M. Loureiro, S. A. Marques, C. C. M. Garcia, P. Di Mascio, M. H. G. Medeiros, 

Development of an on–line liquid chromatography–electrospray tandem mass 

spectrometry assay to quantitatively determine 1, N(2)–etheno–2’–deoxyguanosine 

in DNA, Chem. Res. Toxicol. 15 (2002) 1302–1308. 

[31] R. Singh, P. B. Farmer, Liquid chromatography–electrospray ionization–mass 

spectrometry: the future of DNA adduct detection, Carcinogenesis. 27 (2006) 178–

196.  

[32] H. Oberacher, P. J. Oefner, W. Parson, C. G. Huber, On–line liquid chromatography 

mass spectrometry: A useful tool for the detection of DNA sequence variation, 

Angew. Chemie. Int. Ed. Engl. 40 (2001) 3828–3830. 

[33] L. Song, S. R. James, L. Kazim, A. R. Karpf, Specific method for the determination of 

genomic DNA methylation by liquid chromatography–electrospray ionization tandem 

mass spectrometry DNA methylation that utilizes liquid chromatography, Anal. Chem. 

77 (2005) 504–510. 



 

112 
 

[34] C. Siethoff, I. Feldmann, N. Jakubowski, M. Linscheid, Quantitative determination of 

DNA adducts using liquid chromatography/electrospray ionization mass spectrometry 

and liquid chromatography/high–resolution inductively coupled plasma mass 

spectrometry, J. Mass Spectrom. 34 (1999) 421–426.  

[35] M. Ehrich, M. R. Nelson, P. Stanssens, M. Zabeau, T. Liloglou, G. Xinarianos, C. R. 

Cantor, J. K. Field, D. van der Boom, Quantitative high–throughput analysis of DNA 

methylation patterns by base–specific cleavage and mass spectrometry. Proc. Natl. 

Acad. Sci. 102 (2005) 15785–15790.  

[36] Y. T. Chang, C. H. Lin, C. T. Lee, M. W. Lin, L. Y. Liu, C. C. Chen, D. D. Lee, H. N. 

Lin, S. F. Tasi, I. Matsuura, Detection of common mutations in sporadic primary 

localized cutaneous amyloidosis by DNA mass spectrometry, Br. J. Dermatol. 170 

(2014) 974–976.  

[37] N. T. Nguyen–Huynh, J. Osz, C. Peluso–Iltis, N. Rochel, N. Potier, E. Leize–Wagner, 

Monitoring of the retinoic acid receptor–retinoid X receptor dimerization upon DNA 

binding by native mass spectrometry, Biophys. Chem. 210 (2015) 2–8. 

[38] A. Politis, A. Y. Park, Z. Hall, B. T. Ruotolo, C. V Robinson, Integrative modelling 

coupled with ion mobility–mass spectrometry reveals structural features of the clamp 

loader in complex with single–stranded DNA binding protein. J. Mol. Biol. 425 (2013) 

4790–4801. 

[39] B. Ganem, J. D. Henion, Y. T. Li, Y. L. Hsieh, Studies of non–covalent interactions of 

actinomycin D with single–stranded oligodeoxynucleotides by ion spray mass 

spectrometry and tandem mass spectrometry, Biol. Mass Spectrom. 23 (1994) 272–

276. 

[40] N. Nagesh, G. Raju, R. Srinivas, P. Ramesh, M. D. Reddy, C. R. Reddy, A 

dihydroindolizino indole derivative selectively stabilizes G–quadruplex DNA and 

down–regulates c–MYC expression in human cancer cells, Biochim. Biophys. Acta. 

1850 (2015) 129–140.  

[41] X. Ma, S. Shah, M. Zhou, C. K. Park, V. H. Wysocki, N. C. Horton, Structural analysis 

of activated SgrAI–DNA oligomers using ion mobility–mass spectrometry, 

Biochemistry. 52 (2013) 4373–4381. 

[42] A. Triolo, F. M. Arcamone, A. Raffaelli, P. Salvadori, Non–covalent complexes 

between DNA–binding drugs and double–stranded deoxyoligonucleotides: A study by 

ionspray mass spectrometry, J. Mass Spectrom. 32 (1997) 1186–1194.  

[43] X. Cheng, A. C. Harms, P. N. Goudreau, T. C. Terwilliger, R. D. Smith, Direct 

measurement of oligonucleotide binding stoichiometry of gene V protein by mass 

spectrometry, Proc. Natl. Acad. Sci. 93 (1996) 7022–7027.  

[44] S. B. Long, M. B. Long, R. R. White, B. A. Sullenger, Crystal structure of an RNA 

aptamer bound to thrombin, RNA. 14 (2008) 2504–2512. 

[45] C. S. Hoaglund, Y. Liu, A. D. Ellington, M. Pagel, D. E. Clemmer, Gas–phase DNA: 

oligothymidine ion conformers, J. Am. Chem. Soc. 119 (1997) 9051–9052.  

[46] J. Gidden, A. Ferzoco, E. S. Baker, M. T. Bowers, Duplex formation and the onset of 

helicity in poly d(CG)n oligonucleotides in a solvent–free environment, J. Am. Chem. 

Soc 126 (2004) 15132–15140. 

[47] E. S. Baker, M. T. Bowers, B–DNA helix stability in a solvent–free environment, J. 

Am. Soc. Mass Spectrom. 18 (2007) 1188–1195.  



 

113 
 

[48] A. Burmistrova, V. Gabelica, A. S. Duwez, E. De Pauw, Ion mobility spectrometry 

reveals duplex DNA dissociation intermediates, J. Am. Soc. Mass Spectrom. 24 

(2013) 1777–1186.  

[49] J. Gidden, M. T. Bowers, Gas–phase conformations of deprotonated and protonated 

mononucleotides determined by ion mobility and theoretical modelling, J. Phys. 

Chem. B. 107 (2003) 12829–12837. 

[50] J. Gidden, E. S. Baker, A. Ferzoco, M. T. Bowers, Structural motifs of DNA 

complexes in the gas–phase, Int. J. Mass Spectrom. 240 (2005) 183–193.  

[51] E. S. Baker, S. L. Bernstein, M. T. Bowers, Structural characterization of G–

quadruplexes in deoxyguanosine clusters using ion mobility–mass spectrometry, J. 

Am. Soc. Mass Spectrom. 16 (2005) 989–997.  

[52] E. S. Baker, N. F. Dupuis, M. T. Bowers, DNA hairpin, pseudoknot, and cruciform 

stability in a solvent–free environment, J. Phys. Chem. B. 113 (2009) 1722–1727.  

[53] E. D. Leriche, M. Hubert–Roux, C. Afonso, C. M. Lange, M. C. Grossel, F. Maire, C. 

Loutelier–Bourhis, Investigation of dendriplexes by ion mobility–mass spectrometry, 

Molecules. 19 (2014) 20731–20750. 

[54] F. Balthasart, J. Plavec, V. Gabelica, Ammonium ion binding to DNA G–

quadruplexes: do electrospray mass spectra faithfully reflect the solution–phase 

species?, J. Am. Soc. Mass Spectrom. 24 (2013) 1–8. 

[55] N. Smargiasso, F. Rosu, W. Hsia, P. Colson, E. S. Baker, M. T. Bowers, E. De Pauw, 

V. Gabelica, G–quadruplex DNA assemblies: loop length, cation identity, and 

multimer formation, J. Am. Chem. Soc. 130 (2008) 10208–10216. 

[56] J. P. Williams, J. A. Lough, I. Campuzano, K. Richardson, P. J. Sadler, Use of ion 

mobility–mass spectrometry and a collision cross–section algorithm to study an 

organometallic ruthenium anticancer complex and its adducts with a DNA 

oligonucleotide, Rapid Commun. Mass Spectrom. 23 (2009) 3563–3569.  

[57] J. Zhou, F. Rosu, S. Amrane, D. N. Korkut, V. Gabelica, J. L. Mergny, Assembly of 

chemically modified G–rich sequences into tetramolecular DNA G–quadruplexes and 

higher order structures, Methods. 67 (2014) 159–168.  

[58] A. Marchand, V. Gabelica, Native electrospray mass spectrometry of DNA G–

quadruplexes in potassium solution, J. Am. Soc. Mass Spectrom. 25 (2014) 1146-

1154.  

[59] F. Rosu, E. De Pauw, V. Gabelica, Electrospray mass spectrometry to study drug–

nucleic acids interactions, Biochimie. 90 (2008) 1074–1087.  

[60] B. J. McCullough, J. Kalapothakis, H. Eastwood, P. Kemper, D. MacMillan, K. Taylor, 

J. Dorin, P. E. Barran, Development of an ion mobility quadrupole time of flight mass 

spectrometer, Anal. Chem. 80 (2008) 6336–6344.  

[61] J. D. Eschweiler, J. N. Rabuck–Gibbons, Y. Tian, B. T. Ruotolo CIUSuite: A 

quantitative analysis package for collision induced unfolding measurements of gas–

phase protein ions, Anal. Chem. 87 (2015) 11516–11522. 

[62] J. Wu, S. A. McLuckey, Gas–phase fragmentation of oligonucleotide ions, Int. J. 

Mass Spectrom. 237 (2004) 197–241. 

[63] V. Gabelica, T. Tabarin, R. Antoine, F. Rosu, I. Compagnon, M. Broyer, E. De Pauw, 

P. Dugord, Electron photodetachment dissociation of DNA polyanions in a 



 

114 
 

quadrupole ion trap mass spectrometer, Anal. Chem. 78 (2006) 6564–6572. 

[64] S. I. Smith, J. S. Brodbelt, Characterization of oligodeoxynucleotides and 

modifications by 193 nm photodissociation and electron photodetachment 

dissociation, Anal. Chem. 82 (2010) 7218-7226. 

[65] B. Bellina, J. M. Brown, J. Ujma, P. Murray, K. Giles, M. Morris, I, Compagnon, P. E. 

Barran, UV photodissociation of trapped ions following ion mobility separation in a Q–

ToF mass spectrometer, Analyst. 139 (2014) 6348–6351. 

[66] M. Busman, A. L. Rockwood, R. D. Smith, Activation energies for gas–phase 

dissociations of multiply charged ions from electrospray ionization mass 

spectrometry, J. Phys. Chem. 96 (1992) 2397–2400.  

[67] J. A. Taraszka, J. Li, D. E. Clemmer, Metal–mediated peptide ion conformations in 

the gas–phase, J. Phys. Chem. B. 104 (2000) 4545–4551.  

[68] V. Gabelica, F. Rosu, E. De Pauw, R. Antoine, T. Tabarin, M. Broyer, P. Dugourd, 

Electron photodetachment dissociation of DNA anions with covalently or 

noncovalently bound chromophores, J. Am. Soc. Mass Spectrom. 18 (2007) 1990–

2000. 

[69] Y. P. Xing, C. Liu, X. H. Zhou, H. C. Shi, Label–free detection of kanamycin based on 

a G–quadruplex DNA aptamer–based fluorescent intercalator displacement assay, 

Sci. Rep. 5 (2015) 8125–8132. 

  



 

115 
 

3. 

The potential of ion mobility–

mass spectrometry for tuning 

synthetic host guest systems: 

A case study using novel zinc 

(II) dipicolylamine anion 

sensors  



 

116 
 

 

3. Declaration 

 

 

This chapter consists of one published experimental paper: C. Nortcliffe, L. 

G. Migas, X. Liu, H. T. Ngo, K. A. Jolliffe, P. E. Barran. 

The potential of ion mobility–mass spectrometry for tuning synthetic 

host guest systems: A case study using novel zinc (II) dipicolylamine 

anion sensors 

International Journal of Mass Spectrometry, Volume 391, 30 November 

2015, Pages 62–70. 

 

 

This article has been reproduced in an unchanged format except for minor 

adjustments to incorporate them in to this thesis. 

 

As first author on this publication I performed all experimental work including: 

MS, Ligand Binding and DT–IM–MS experiments, and drafted the 

manuscript. I jointly contributed to the theoretical CCS calculations with 

Lukasz Migas. 

 

  



 

117 
 

The potential of ion mobility–mass spectrometry for tuning 

synthetic host guest systems: A case study using novel zinc 

(II) dipicolylamine anion sensors 

Chris Nortcliffea, Lukasz G. Migasa, Xuejian Liub, Huy Tien Ngob, Katrina A. 

Jolliffeb, Perdita E. Barrana 

a The Michael Barber Centre for Collaborative Mass Spectrometry, The 

School of Chemistry, Manchester Institute of Biotechnology, The University 

of Manchester, perdita.barran@manchester.ac.uk 

b School of Chemistry (F11), The University of Sydney, NSW 2006, Australia, 

kate.jolliffe@sydney.edu.au; Fax:+61 2 9351 3329; Tel:+61 2 9351 2297 

 

Supporting Information 
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settings and outputs are included. 

3.1. Abstract  

Synthetic approaches to produce scaffolds that will act as efficient 

biosensors have been the subject of considerable research efforts in recent years. 

The preparation of host complexes which will specifically bind a given guest 

necessitates structural analysis of the potential complexes formed, as well as an 

assessment of the strength of the binding interaction. A challenge to the down–

stream analytical scientist is to develop a rapid method that can probe the strength 

of binding, and the architecture of the complex. In this work, nano–ESI mass 

spectrometry and drift tube ion mobility–mass spectrometry (DT–IM–MS) are 

employed to examine host guest interactions.  Data is presented on 5 cyclic 

peptides bis–(ZnII) dipicolylamines which have been systematically designed as 

potential molecular biosensors for pyrophosphate (PPi). The competition of the 

macrocycles for PPi compared with other small anions were investigated. Mass 

spectrometry provides the stoichiometry of the complex, and the proportion of 

complex preserved into the mass spectrometer correlates with solution phase data. 

It was found that the macrocycles have a higher affinity for PPi than for ATP or 

pyrocatechol violet (PV). The absolute scale of affinity from mass spectrometry is 

less (4–5 log Ka) than that found in solution (4–9 log Ka), but within the series of 
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macrocycles trends in relative between the macrocycles affinities are comparable. 

DT–IM–MS shows that the collisional cross sections (DTCCSHe) of the macrocycles 

are unchanged on binding PPi, indicating that the anion is within the designed 

binding pocket. It was also observed that binding has tightened the conformation of 

the macrocycle, as revealed from analysis of the collisional cross section 

distributions (DTCCSDHe), where for 4/5 of the macrocycles there is a decrease in 

cross sectional width. Molecular mechanics (MMFF94) and semi empirical methods 

(ONIOM PM6:B3LYP/aug–cc–pvDZ) were used to generate candidate geometries 

for 4 to support our assertions on the nature of the binding pocket in the 

uncomplexed host, and to provide a route for improvement in the design.  

 

Keywords 

Ion mobility–MS 

Binding studies 

Non–covalent complexes 

Pyrophosphate 

Anion sensing 

 

3.2. Introduction 

 Mass spectrometry (MS) is widely used for studying many different 

molecular classes and with the development of soft ionisation, it is now possible to 

routinely analyse non–covalently bound complexes in the gas–phase [1, 2]. As well 

as providing m/z and hence stoichiometric information on the formed complex, mass 

spectrometry can also be used to measure the strength of binding interactions, 

yielding dissociation constants within minutes using only nanogram amounts of 

sample [3]. Furthermore, using the more recently developed hybrid technique of ion 

mobility–mass spectrometry (IM–MS), rotationally averaged collisional cross 

sections can be measured yielding information on conformational changes occurring 

during complex formation [4–7]. 
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3.2.1. Anion sensing 

Low molecular weight anions (<500 Da.) have many key biological functions 

[8–10]. They are often found in metabolomic [11] and cell signalling processes [12, 

13], and are also critical to enzyme turnover [14, 15]. Cellular phosphate is an 

example: kinase enzymes add and remove phosphates to control protein activity 

and folding [16, 17]; phosphates are also a major component in the DNA and RNA 

backbones of cells [18–20]. Pyrophosphate (PPi, P2O7
4–), is a by–product of many 

enzymatic reactions, such as those carried out by DNA transferases and 

polymerases [21], so the ability to directly detect PPi concentrations would allow 

real–time analysis of biochemical reactions such as DNA amplification [22].  

Furthermore, since the elevation of PPi is implicated in several illnesses 

(osteoarthritis, uremia, and acromegaly) a developed assay for PPi could be applied 

for medical benefit [23–25]. 

 One of the first selective inorganic phosphate sensor was designed over 100 

years ago, with the development of a molybdenum(IV) assay by Taylor and Miller in 

1914 [26]. Although this method has been improved over the years [27–32] it still 

has several flaws including the generation of toxic metal waste. It is also highly time 

consuming and suffers from interference from other anions, which can lead to false 

positives in the results. Other methods have involved chemical addition of 

chromophores to molecular receptors, however these require special handling, high 

cost, and complicated synthetic procedures [33].  

There has been a great deal of interest in the generation of selective anion 

sensors for use in aqueous environments [33–49], or which could be used directly 

upon biological samples; however, this is a challenge due to the high hydration 

energies of the ions. The large size of the phosphate anion, along with its high 

hydrophilicity, places it near the bottom of the Hofmeister selectivity series [50]. 

Further complications are caused by the acid–base properties of phosphate anions, 

and the large concentration of other biological anions such as chloride, 

carboxylates, and hydroxide. 

 Dipicolylamine (DPA) complexes have been proposed as a bio–compatible 

tool for anion sensing providing a tridentate ligand specific to Zn2+ as opposed to 

other common biological cations. Previous work has generated a series of 

macrocyclic peptides with two Zn(II)–DPA substituted side arms for the purpose of 

binding pyrophosphate [51–53] (Figure 3.1). The receptors herein possess similar 

structural features with an oxazole–modified cyclic peptide of varying sizes with two 
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DPA arms attached by varying length of linkers; this is shown in Figure 3.1 as full 

chemical structures and simplified cartoons. Using indicator displacement assays, 

previous work has revealed that inclusion of small methyl sidechains on the 

opposing side of the macrocycles to the linking arms favours the specificity of the 

binding pocket for PPi over ATP. However, differences in peptide binding affinity to 

the indicators (predominantly pyrocatechol violet) were also observed and the 

indicator displacement approach does not allow a direct measurement of binding 

affinity to the anions, providing only apparent Ka values. Synthesis and design of 

these molecules have been detailed in previously published work [51].  The five 

molecules (1, 3–5, and 7, Figure 3.1) can be separated into two categories: those 

with three (1, 4, 7) or four (3, 5) oxazole units within the cyclic scaffold. Within each 

series differences include modifications of side arm length and position. Solution 

phase studies of all 5 of the molecules shown in Figure 3.1 showed full indicator 

displacement upon addition of 1 equivalent of PPi, suggesting a 1:1 complex. It was 

also found that PPi bound more tightly than all other anions examined. The 

hypothesized binding mode for PPi–macrocycle, (supported through 31P NMR 

experiments) involves PPi bridging between the two metal ions [54]. 
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Figure 3.1: Chemical structures of five macrocyclic peptides designed to bind 

pyrophosphates that have been investigated here. Molecules 1, 4, and 7 vary 

through the length of the hydrocarbon linker between the oxazole ring and the 

dipicolylamine groups. For 1 it is (CH2)3, 4 is (CH2)2 and 7 is (CH2). 3 and 5 

include a larger ring with differing placement of the linker arms around the 

ring these species have the same length of linker arm which is (CH2)2. 

Simplified cartoons are presented next to each macrocycle to visualise 

trends. 

 

3.2.2.  IM–MS 

Ion mobility–mass spectrometry (IM–MS) is a hybrid technique that 

separates ions based on mass, charge and conformation. Ion mobility allows the 

elucidation of structural isomers and ligand interactions by adding an extra 

dimension to a standard mass spectrometry experiment. Interesting structural 

features such as different binding modes can be tested against experimental data 

through the use of molecular modelling strategies to determine which model best fit 

with observed results. Many supramolecular systems have been studied using IM–
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MS as this technique allows assembly mechanisms and intermediate structures to 

be investigated [55–60].  

In this work drift tube IM–MS (DT–IM–MS) was used to study molecular 

conformations. In a typical DT–IM–MS experiment, ions are stored and pulsed into a 

cell of known length filled with inert buffer gas across which is a weak (5–40 Vcm–1) 

electric field. The velocity at which the ion drift through the cell is proportional to the 

electric field applied, with the constant of proportionality being the mobility of the ion 

(K) and is dependent on the nature of the drift gas ion interaction and on the 

temperature of the drift gas. It is common to report K in terms of the reduced 

mobility K0 which is normalised for drift gas temperature and pressure. K0 is 

inversely proportional to the ions rotationally averaged collisional cross section 

(DTCCSHe, Ω, Å2) as described by equation 1.8: 

𝜴 =
𝟑𝒛𝒆

𝟏𝟔𝑵
 √

𝟐𝝅

𝝁𝒌𝑩𝑻
 

𝟏

𝑲0
 

 

Equation 1. 8 

 

Where K0 is the reduced mobility (measured mobility corrected to temperature and 

pressure) z is the ion charge state, e is the elementary charge state, N is the 

number gas density, μ is the reduced mass of the ion–pair, kB is the Boltzmann 

constant and T is the buffer gas temperature. It is possible to generate theoretical 

CCS from atomistically resolved structures obtained via crystallography, NMR or 

from calculations [4, 61–63]. In order to do this, a number of algorithms which 

evaluate the CCS for a given set of molecular coordinates are utilised. This 

synergistic use of experiment and theory to obtain CCS values for comparison can 

be very powerful. It can be used to suggest candidate geometries to fit experimental 

findings and hence to understand the relation between structure, function and 

specificity [64–68]. 

 MS and DT–IM–MS are here employed along with computation to examine 

five macrocyclic peptides and their binding to pyrocatechol violet, PPi and ATP.  
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3.3. Experimental details 

3.3.1.  Materials 

All the macrocycles analysed here were synthesized as described previously 

[51–53, 69]. Aqueous stock solutions of each macrocycle at 500 µM were prepared 

from lyophilised powder with 5 mM ammonium acetate (Fisher Scientific, UK AR 

grade), and diluted to 50 µM, 5 mM ammonium acetate with 5% propan–2–ol 

(Fisher Scientific, UK AR grade) and the pH adjusted to 6.8. It was found that in 

solution conditions more commonly used for small molecule analysis (50:50 

methanol:H2O 0.1% formic acid) the Zn2+ ions bound to the dipicolylamines 

dissociate and the cyclic peptides were mainly observed with the Zn2+ ions unbound 

(data not shown). This was not the case in the aqueous ammonium acetate 

conditions, which also are more akin to those used for the solution phase assays 

[51], where the bound zinc ions could be retained. Although it was necessary to use 

propan–2–ol to improve the spray quality, especially with solutions containing the 

phosphate anion. Ligands were prepared at stock concentrations of 1 mM in 5 mM 

ammonium acetate and then serially diluted to values between 0–400 µM. Ligands 

used were pyrocatechol violet (Sigma Aldrich, UK), tetra–sodium pyrophosphate 

(Sigma Aldrich, UK) and adenosine 5′–triphosphate disodium salt hydrate (Sigma 

Aldritch, UK). Each ligand was made up to a concentration of 50 µM and was 

incubated with a macrocycle at an equivalent concentration for a stoichiometry of 

1:1, for 20 minutes. No increase in binding was observed with longer incubation. For 

the Kd assay (see below) experiments were repeated at a range of anion 

concentrations (0–400 µM). 

 Nano–electrospray tips were made using a Flaming/Brown micropipette 

puller (Sutter Instrument Company, Novato, CA, USA) using 0.5 mm walled glass 

capillaries. Ionisation potentials were applied through platinum wire (0.125 mm 

Goodfellow) inserted into the pulled glass tips. 

3.3.2. n–ESI–mass spectrometry 

A Q–ToF 2 (Waters, Micromass, Manchester, UK) quadrupole time–of–flight 

mass spectrometer with an orthogonal nano–electrospray source was used to 

obtain all mass spectra. Instrument parameters in the source region were optimised 

to retain non–covalent complexes and maintained across experiments. Particular 

care was taken to minimise the source cone voltage since this correlated with 

optimum successful transfer of species that were complexes. Typical instrument 
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source operating settings involved: capillary voltage ~1.4 kV, cone voltage ~25 V, 

source temperature 80°C. Experiments were performed with three technical 

repeats; values reported are mean with standard deviation. 

3.3.3. Determination of dissociation constants from n–ESI–

MS data 

Measurement of Kd from the mass spectra was performed based upon the 

method of Sannes–Lowery, Griffey and Hofstader [3] with titrations of the peptide 

against solutions containing one ligand, along with two–ligand competitive binding 

experiments. n–ESI–MS allows the relative stoichiometries and abundances of both 

the holo and apo complexes to be detected simultaneously via their monoisotopic 

peak intensities. The intensities of each species including adduct peaks was 

summed and normalised to total macrocycle concentration. This is shown in 

equation 3.1 where R is the free macrocycle concentration, L is the free ligand, and 

RL is the 1:1 macrocycle– ligand complex. 

𝑲𝒅 =
[𝑹][𝑳]

[𝑹𝑳]
           

 

                                   Equation 3.1 

 

 The amount of bound and unbound species was then compared and 

converted into the values of concentration of free ligand and ratio of molar 

concentration of bound ligand to total molar concentration of macrocycle. The total 

peaks owing to the macrocycle should be equivalent in intensity to the total 

concentration of macrocycle added. Kds were obtained by plotting these values 

against each other as [RL]/[R] vs [RL] yields a slope of 1/Kd. 

 Several assumptions were made in the fitting of the Kd measurements which 

may have influenced the values obtained. Firstly, it was assumed that all the 

species behaved similarly in the source of the instrument with respect to ionisation 

and retention of bound complexes. Next, creating the baseline of the unbound 

species, all species owing to the macrocycle were utilised including those that did 

not have Zn2+ and those which had Na+ and K+ bound. However, the absence or 

presence of these metal ions will have had an effect on the affinity of the 

macrocycle for the ligands, altering the results. Peak intensity was measured using 

the monoisotopic peak rather than the integration of peak area however previous 

work has shown this has little effect on Kd measurements when the mass of the 



 

125 
 

complex and the uncomplexed ions are relatively similar [70, 71].  Finally, the 

starting concentrations were created from stock solutions and are therefore subject 

to errors present in balances and pipettes which may have altered final solutions. Kd 

measurements are in µM and Ka are in M. Data is reported in Ka when making 

comparisons to previous work (where this was the form of the equilibrium constant 

used) [51]. When comparing within the work presented here, Kd is used for clearer 

comparison of trends within data  

3.3.4. Anion competition assay 

n–ESI MS was used to determine the competition for binding of PPi and PV 

to selected macrocycles (3 and 5) because they both showed strong binding to each 

anion.  Macrocycles were incubated with PV (100 µM) for 20 minutes leading to the 

macrocycle:PV complex accounting for ~100% of the spectra. PPi was thereafter 

added to solutions in increasing concentrations and spectra were obtained 

measuring the appearance of the macrocycle:PPi complex. 

3.3.5. Ion mobility–mass spectrometry 

IM–MS experiments were performed using an in–house modified Q–ToF 1 

(Waters, Micromass, Manchester, UK) quadrupole time–of–flight mass spectrometer 

that includes a 5.1 cm drift cell (pressurised to ~4 Torr with helium) located before 

the quadrupole as described previously [7]. The voltage across the drift cell was 

altered from ~60 – 20 V in seven discrete steps whilst temperature and pressure 

were recorded at each step and averaged over the acquisition time. Data were 

acquired for 5 minutes at each voltage and summed with all arrival–time 

distributions recorded synchronously with each injection of ions through the cell. 

Rotationally averaged collisional cross sections (DTCCSHe) were obtained by plotting 

experimental arrival times against P/V for each drift voltage (V) as described 

previously [7, 72, 73]. Experiments were performed with three technical repeats; 

values reported are mean with standard deviation. 

3.3.6. Calculations 

Molecular structures were built using ChemDraw [74] with previous 31P NMR 

restraints in place [51]. The structures were pre–optimised using AVOGADRO and 

the MMFF94 level of theory. This was followed by ONIOM PM6:B3LYP/aug–cc–

pvDZ calculations in Gaussian09 [75]. In previous studies, 31P NMR shifts have 

shown that PPi binds to Zn2+ via all four negatively charged O–P oxygen atoms in a 

symmetrical fashion. This binding mode was considered when generating potential 
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structures. The structures were then used for collisional cross section calculations 

using the trajectory method in MOBCAL [76, 77] and projection superposition 

approximation (PSA) [78–81]; the calculated values were then compared to drift–

time ion mobility measurements [82]. Full details are provided in supplementary 

information. 

 

3.4. Results 

3.4.1. n–ESI MS to provide anion affinity  

Figure 3.2 shows n–ESI spectra in 5 mM ammonium acetate for 3 with each 

of the anions examined here. In the full spectra (supporting information Figure 

S3.1–5) all five macrocycles present mainly in two charge states with the majority 

for each as a [M – 2 H · 2 Zn]2+ ion which is shown for 3 in an expanded region of 

the mass spectrum in Figure 3.2 (a–d). The assignment of the charge and elemental 

composition of each ion is supported by fitting theoretical isotopic distributions to the 

abundant ions (see inserts in Figure 3.2 (a–d)), and by the excellent mass 

agreement; for example, 3 +2 species a measured mass of m/z 564.145 versus a 

predicted of m/z 564.142. Though the [M – H · 2 Zn]3+ ion is observed at low 

abundance, there is no evidence of the [M · 2 Zn]4+ species. For each macrocycle, 

the +2 ion is most abundant and represents the macrocycle with the loss of two H+ 

ions with two Zn2+ ions resulting in an overall charge of +2 (see Figure 3.2 and 

supporting Figure S3.1–5). For the bare macrocycle (Figure 3.2 (a) and S3.1–4 (a)) 

some ions are observed due to the loss of one or both Zn2+ ions, this effect is most 

pronounced for 7, which indicates that the binding of zinc ions is not as favoured for 

7 as for the other macrocycles, a point which will be discussed later. The side 

chains are shortest on 7 affording it less conformational flexibility and possibly some 

steric hindrance for binding of the Zn2+ ions. Some binding of acetate was also 

observed in the unbound species, likely to the highly positively charged Zn2+ ions, 

and highlighting the softness of our n–ESI source.  
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Figure 3.2: n–ESI spectra of the 2+ charge state of 3 for (A) the Apo form, and 

with:(B) PPi4–, (C) PV1–, (D) ATP. Insets show theoretical isotope fitting of 

labelled species superimposed on experimental isotope distribution. 

Conditions: 50 µM 3, 5 mM ammonium acetate, 5% propan–2–ol, pH 6.8. (B) 

200 µM sodium pyrophosphate, (C) 200 µM pyrocatechol violet, (D) 100 µM 

adenosine 5′–triphosphate (ATP) disodium salt hydrate. Impurity peaks are 

observed and annotated as sodium (*) and potassium (**) adducts. 
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Ligand bound species are observed at both charge states, with the ratio 

between bound and unbound being highly comparable for each charge state. In 

addition, upon ligand binding there is no shift in the relative intensities of the 

unbound forms (Figure 3.2 B–D and Figure S3.1–4 B–D). It is interesting to note 

that upon ligand binding, all macrocycle:anion complex peaks are always observed 

with two Zn2+ ions bound, and no zinc loss species; this strongly suggests that in 

each case the ligand stabilises the dipicolylamine–zinc interactions in the gas–

phase and that the ligand binds preferentially to the di–zinc form of the macrocycle, 

as has previously been suggested by Hamachi and co–workers for other bis–(ZnII) 

dipicolylamine complexes [83].  7 exhibits the lowest affinity for PPi (Figure 3.4 B) 

which can be attributed to steric hindrance resulting from the short linker arms 

between the scaffold and dipicolylamine group. The two macrocycles with the larger 

scaffolds 3 and 5 display similar ratios between the intensities of the bound and 

unbound species despite the linker arms being located at various positions on the 

macrocycle, implying that there is sufficient flexibility between them that the mode of 

binding is unaffected by this orientation.  

Table 3.1: Kd values with associated errors for macrocycle binding 

experiments with a series of anions 

 PPi PV ATP 

1 · Zn2  4.9 ± 0.7 16.2 ± 1.4  

3 · Zn2   12.3 ± 2 25.8 ± 1.8 16 ± 0.5 

4 · Zn2   3.5 ± 0.3 5.5 ± 0.5  

5 · Zn2   13.7 ± 2.3 18 ± 1.9 17.9 ± 2.6 

7 · Zn2   14.9 ± 1.7 40.5 ± 8.9  

Errors quoted are associated with standard deviation of three biological repeats and 

accuracy of fitting. 

 

 

To quantify the effects of anion binding, the intensities of the monoisotopic 

peaks from each species were used to determine binding affinities for each ligand 

following a method adapted from that previously described [3].  Table 3.1 reports 

the Kd values obtained from the n–ESI–MS titration experiments, which can be 



 

129 
 

compared with those obtained previously (Table S3.1) There is generally good 

agreement between the n–ESI titration data and the colorimetric/UV binding assay; 

with both approaches the macrocycles showed higher affinity for PPi than PV, 

however a greater affinity for ATP than PV was observed, for both 3 and 5, which 

differs from solution findings (Table 3.1 cf. Table S1). With the addition of a 1:1 

equivalent of PPi to macrocycle, the unbound peak had almost totally disappeared 

in favour of the bound peak. The Kd values are displayed in Figure 3.3, illustrating 

the relative affinity across macrocycles and ligands. All the trends match well with 

solution phase data with 4 showing the tightest binding to PPi and 7 showing the 

greatest discrimination between ligands.  Lower dissociation constants are observed 

using MS than in the previous indicator displacement assays which can be 

attributed to several factors including: loss of anion during ionisation, the limit to µM 

concentrations causing inaccuracy for strong binding, and related issues with the 

dynamic range of the mass spectrometer as a detector. Solution phase data was 

measured in log Ka therefore this will be used to compare the data in this format. 

Looking specifically at 5 the PPi binding constants were >9 in solution and 4.8 

through mass spectrometry whilst ATP binding constants were 6.7 and 4.7 

respectively. Mass spectrometry consistently shows weaker binding than found by 

UV. The strongest binding observed through MS is for 4 at 5.5 log Ka which is 

several orders of magnitude lower than solution. As shown in the original work 

differing buffers led to different binding strengths, therefore it is safe to assume that 

the ammonium acetate values will differ from HEPES and Krebs buffers, however 

the retention of the trends points to the value of the techniques employed. 
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Figure 3.3: Kd (µM) measurements for all anions and macrocycle molecules 

displayed with error bars to observe trends. Simplified cartoons of structures 

are shown beneath. 

 

3.4.2. Competition assay 

Experiments were carried out to measure how easily PPi could displace PV from 

a macrocycle:PV complex. This experiment was designed to accurately recreate the 

solution work and to show the effect of PV displacement on PPi dissociation 

constant. It was found that PPi easily displaced PV with a similar ratio of bound vs. 

unbound PPi observed (see Figure 3.4 for data at stoichiometric ratios). This 

supports the solution phase results and the design rationale whereby the 

macrocycle bound to the dye is easily displaced by PPi leading to a visual colour 

change that can be measured.  
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Figure 3.4: n–ESI spectra of the 2+ charge state for (A) competition 

experiment between 3 with 50 µM PV, and 50 µM PPi. (B) Competition 

experiment between 5 with 50 µM PV, and 50 µM PPi impurity peaks are 

observed and annotated as sodium (*) and potassium (**) adducts. 

 

3.4.3. IM–MS 

IM–MS experiments were carried out on each apo macrocycle along with 

each of the three phosphate ligands. Collisional cross sections were obtained 

through measurement of arrival time distributions (ATDs) across a range of drift 

voltages which were converted to DTCCSHe through the use of equation 1.8. This 

data is presented in Table 3.2 and Figure S 3.5 and allows us to correlate binding 

and structural information.  
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Table 3.2: Rotationally averaged collisional cross sections (Å2) 

(DTCCSHe) for all macrocycles and ligands 

 

 Unbound PPi PV ATP 

1 · Zn2   218.9 ±1.8 218.6 ± 0.6 275.5 ± 5.4 256.52 ± 3.8 

3 · Zn2   240.7 ± 3.7 264.2 ± 2.2 

/282.9 ± 3.4 

289.7 ± 3.9 276.7 ± 3.2 

4 · Zn2   207.9 ± 3.2 206.7 ± 2.1 261.1 ± 6.4 245.6 ± 5.2 

5 · Zn2   217.4 ± 1.1 217.9 ± 2.9 277.5 ±1.9 265.9 ± 2.5 

7 · Zn2   201.6 ± 2.3 215.8 ± 5.2 263 ± 3.5 252.8 ± 9.4 

Errors quoted are associated with standard deviation of three biological repeats and 

accuracy of fitting. 
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  Figure 3.5: Collison cross section 

distributions (DTCCSHe) for apo and 

PPi:holo complex of all 

macrocycles [ (A)1 , (B) 3, (C) 4, (D) 

5, and (E) 7]. All the macrocycles 

show evidence of conformational 

tightening in the presence of the 

ligand (except 3). 4 has been shown 

with the DTCCSDHe of the PPi:holo 

complex to show that upon PV 

binding there is a large shift in 

DTCCSHe and an expansion of the 

structure. 
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In Figure 3.5 similar macrocycles are compared to obtain trends from the ion 

mobility data. The image presents cross section intensity intensity on the Y axis 

versus DTCCSHe (Å2) on the X axis. For 1, 4 and 7 with each further reduction in 

linker arm length results in a corresponding reduction in cross section in the apo 

form of the complex from 219 Å2 to 201 Å2. However, when binding ligands between 

1 and 4 there is a reduction in DTCCSHe
 as expected from 218 Å2 to 207 Å2, however 

7 shows a larger DTCCSHe for all holo complexes than expected (216 Å2). 7 has the 

shortest linker arms of any macrocycle which may prohibit anions binding as tightly 

as in the other systems. Macrocycles 3 and 5 have equal length linker arms located 

at various positions on the ring. 5 shows a smaller cross section than 3 for the all 

complexes though the differences are more pronounced for the apo and PPi:holo 

complex. Complexes 1, 4, and 5 all show a reduction in DTCCSHe upon binding of 

PPi which indicates conformational tightening from a hollow complex to a filled one 

[81]. This tightening is best realised by a consideration of the widths of the 

collisional cross section distributions (DTCCSDHe) where it can be clearly observed 

that the PPi:holo complex is narrower than the apo macrocycles (Figure 3.5). 7 

shows an increased DTCCSHe upon PPi binding however the width of the DTCCSDHe 

is reduced. 3 PPi:holo presents a wide DTCCSDHe (Figure 3.5 B) with two major 

conformations observable in some ATD (data not shown). The DTCCSDHe ranges 

from a form that is smaller and more compact than the 3 apo form, towards a more 

extended conformer. The apo form of 3 already has the broadest distribution from 

~175 Å2 up to ~350 Å2. These broad distributions are likely due to the alternate 

placement of the linker arms. 

 

3.5. Calculation results 

In vacuo and solvated molecular dynamics calculations were carried out on 

4; the MD trajectories were analysed for the radius of gyration to determine the 

compactness of the modelled structures as well as root mean square deviation 

(RMSD) to determine the similarity of the model to the lowest energy structure 

(Figure S3.6). Approximately 50 structures were extracted from each trajectory and 

their CCSHe were calculated in MOBCAL [76, 77] and PSA [78–81].   
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Figure 3.6: Experimental (DTCCSDHe Å
2) collisional cross section distribution 

for 4. Annotations denote computationally generated structures with CCSHe 

predicted using the trajectory method. 

 

The structures fell broadly into two distributions; one more compact and one 

extended (supplementary data Figures S3.6 and S3.7). In–vacuo the compact 

structures range between ~210 to ~225 Å2, whilst the extended group range from 

~230 to ~270 Å2. Structures as extended as this, which were not observed during 

the experiment, have a common feature of the linker arms spreading out from the 

macrocycle forming more flattened structures where Zn2+ ions are as separated as 

possible. The compact cluster retains a similar structure to that of the starting model 

with the linker arms extending above the macrocyclic ring. Figure 3.6 shows the 

experimental collisional cross section distribution for the unbound macrocycle, 

which has been converted to a DTCCSHe and superimposed upon this, is an example 

low energy structure for each of the compact, extended geometries observed. A 

lower populated geometry, is classified ‘intermediate’ and is also shown. 
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3.6. Discussion 

 n–ESI mass spectrometry has been used to examine the structure of 

complexes formed between a series of peptide based macrocycles and biologically 

relevant anions, and to measure directly the strength of the binding interaction. The 

same principles have been followed that are common in the field of native mass 

spectrometry, where the synthetic complex is incubated in an aqueous volatile 

buffered solution and directly infused with nano–ESI conditions that are kept as 

gentle as possible. All macrocycles have affinities of 15 µM or less for PPi, and each 

complex is readily observed, which supports the design criteria and the direct 

infusion approach taken. Macrocycles 1 and 4 have the highest affinity for PPi 

indicating that the optimum linker arm length for this anion is 2–3 carbon atoms. 

When the linker arm was reduced to a single carbon as in 7 the affinity for PPi is 

reduced, and the discrimination between PPi and PV was increased. For 3 and 5 

where the arm location has been altered, the binding is also weaker than for 1 and 

4, implying that both arm length and location are critical for binding. Arms that are 

too long provide too much flexibility lowering the strength of binding, and those too 

short led to steric hindrance. Additionally, arms in the wrong location do not provide 

as effective geometry for binding to occur, or, it is weaker. The mass spectrometry 

method indicates less discrimination between the macrocycles for each anion 

(Table 3.1 cf. Table S3.1) although values found in the solution assays were taken 

with higher buffer strengths and were buffer dependent suggesting some competing 

effects that have not been examined here with the low salt concentration (5 mM) of 

the volatile ammonium acetate.  

DTCCSHe of PPi and four of the macrocycle complexes (1, 3, 4, and 5) 

change little on binding PPi suggesting the pocket is pre–configured for binding this 

anion, again an indication of good design. This is strongly highlighted in Figure 3.5 

whereby a narrowing of the collisional cross distribution is observed indicating a 

reduction of flexibility. This reduction in width of the DTCCSDHe is in the order of ~10 

to ~50% (FWHM) between macrocycles. Given the mass increase on binding PPi, 

the equivalence of the DTCCSHe values for the bound and unbound forms implies 

conformational tightening in the complex. By manually docking the anion into our 

low energy structure and using the trajectory method [66, 67] a pseudo holo CCSHe 

of ~250 Å2 is obtained, which is larger than the apo form by 42 Å2.  This highlights 

how well the anion fits into the designed binding pocket to provide a complex with 

the experimental DTCCSHe of 207 Å2. By contrast the 7:PPi complex is 7% larger 

than apo 7, suggesting a less well configured binding site. For each macrocycle, the 
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complexes formed with PV and ATP are larger than found for the apo and PPi 

bound forms, with the PV complexes consistently the largest (Table 3.2 and Figure 

3.5); this combined with reduced affinity measured (Table 3.1) suggests that the 

binding pocket is not as well tuned for PV. It can also be seen in Figure 3.5 (C) of 

the 4:PV holo complex that there is a broadening of the distribution further providing 

evidence that the binding pocket is not configured for this ligand. The larger 

complexes observed for ATP and PV may be due to steric hindrance from the non–

binding side chains on the cyclic scaffold. PPi binds completely between the two Zn 

ions and therefore does not come in contact with these methyl groups. This 

evidence of conformational tightening only in the presence of the targeted anion 

supports the receptor design process and viability. 

 Given that these macrocycles have been designed to bind PPi, it is 

interesting to consider PPi binding and DTCCSHe trends as a function of decreasing 

arm length (1, 4, 7) along with increasing the ring size (4 cf. 5). Between 1 and 4 

there is a small decrease in cross section as would be expected but no great 

change in pyrophosphate binding, although, there is less specificity for PPi over PV.  

This could be due to an optimum flexibility in the arms that facilitates the most pre–

organised binding site; the further reduction of arm length in 7 has reduced affinity 

for both anions as well an increase in cross section upon ligand binding. This is 

likely due to the shorter arms making ligand access more restricted forcing a greater 

conformational change. When comparing PPi complexes for macrocycles 4 and 5, 

where the arm length is the same and the ring size and position of the steric groups 

alter, the DTCCSHe values are very close and unaltered from the apo forms.  

3 has the ring size of 5 and the arm length of 4 however with a differing 

placement of arms. From the IM–MS data, it can be seen that the difference in 

DTCCSHe from 4 to 3 is greater than from 4 to 5. This increase from the trend may be 

attributed to the parallel arm placement resulting in a comparatively larger sized 

complex for 3. The fact that similar affinities have been observed for each ligand for 

3 cf 5 indicates that with the optimum arm length (here 2 carbons) the placement of 

the arms does not alter the affinity any further. The multiple conformations that the 

PPi bound form presents in may be due to differing binding modes whereby the PPi 

may bind across the complex with each phosphorus binding to both Zn2+ atoms 

rather than one each.  

Candidate structures were generated for 4 using molecular dynamics and 

found to have their CCSHe ranging from ~211 to ~270 Å2. The larger structures were 
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found to belong to an extended conformation in which the two–linking arms flex 

away from the macrocycle. The extended conformer is observed in both solution 

and gas–phase calculations but not well sampled in the IM–MS experiments, 

suggesting that it collapses on the time scale of our experiment.  

3.7. Conclusions 

This paper has analysed the binding of a series of novel zinc (II) 

dipicolylamine sensors for anionic ligands using a variety of mass spectrometry 

methods more routinely applied with protein ligand complexes. Anion receptors 

were shown to have greater affinity for PPi over the dye molecule PV thought due to 

the alignment of four negatively charged O–P bonds with the Zn2+ atoms. The 

reduced specificity to ATP could be attributed to only 3 O–P bonds being involved in 

binding; the lower charge density on each oxygen atom involved in binding or the 

steric effect of the nucleoside base upon with the non–binding sidechains. Ion 

mobility has provided insights as to how macrocycle structure influences strength of 

ligand binding.  It has been shown how IM–MS can provide Kd values as well as 

insights to the binding mode which can be used to infer a mechanism. This 

highlights the role for ion mobility as a tool in structural drug design, with greater 

versatility than solution phase methods.  

 The high specificity of PPi over other anionic ligands results in a tight complex 

(5 shows ~50% tighter cross section upon binding (FWHM)) that is smaller than the 

unbound macrocycle, which is a testament to the selectivity of these anion receptors 

and to the success of their design. 
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4.1. Abstract 

Mass spectrometry can be used as a tool for high throughput screening of new 

drugs and ligands, and application of this technique towards studying conformation 

of intrinsically disordered proteins (IDPs) is increasing. It is appropriate to consider 

how mass spectrometry can be applied to screen putative inhibitors of IDP 

complexes, where interactions are commonly weak across flat interaction interfaces. 

This work applies ion mobility–mass spectrometry (IM–MS) to the study of small 

molecule inhibitors (SMI) designed to target the leucine zipper complex formed 

between the transcription factor c–MYC and its endogenous partner MAX.  Previous 

work suggested that these peptides can be readily observed as a dimer with two 

dominant conformations; one akin to the leucine zipper which is destabilised in the 

presence of a SMI (10058–F4), and the other a more compact globular form [1]. 

This study extends those findings to examine the effects of four additional ligands: 

10074–G5 (A), 5530837 (B), 5793353 (C) and 9082178 (D). Incubation with each of 

the four ligands results in a reduction of the observed heterodimer complex. 

Additionally, IM–MS relates structural loss of extended conformations with improved 

inhibition of heterodimer formation.  
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4.2. Introduction 

Traditional drug design methodologies and strategies usually involve the 

optimisation of structural features of a given active site or pocket to enable effective 

and targeted binding. Interactions are maximised by cycling through a series of 

different functional groups to achieve the strongest fit, whilst minimising toxicity and 

side reactions [2]. However, these methods are cited as less amenable when 

dealing with potential targets that lack a distinct solvable structure [3]. Intrinsically 

disordered proteins (IDPs) and intrinsically disordered regions (IDRs) are 

increasingly becoming attractive drug targets as they constitute about a third of all 

eukaryotic proteins [4], especially within pathways involved in cellular signalling [6] 

and regulation of cellular cycles [5]. It is postulated that the high flexibility of IDPs 

allows a kinetic advantage when binding to multiple partners and often constitutes a 

disorder–to–order transition [7]. New techniques are being developed to 

characterise the binding mode of ligands to disordered systems, often with the use 

of in silico–based applications. However, these computational approaches are often 

expensive, time consuming and impractical for a high–throughput approach [8, 9]. 

More critically, they cannot rely on a resolved starting geometry. It has been 

suggested that certain ligands can stabilise a disordered state of an IDP, hence 

exploiting the entropic gain that the system would receive upon binding to its target 

[10, 11]. These stabilisations should be able to be observed experimentally.  

The high flexibility and dynamic nature of IDPs means that they present 

many transient conformations, the shortest lived of which will be difficult to 

characterise with many biophysical approaches [3, 12]. These molecules are 

frequently difficult to crystallise and, in general, ensemble averaging is needed to 

best represent the breadth of conformational states that the molecules can present. 

Whilst NMR spectroscopy can provide good insights into the dominant forms of 

these conformational states and produces distance restraints to solve an unknown 

structure, this global view is not so amenable to a drug discovery approach. Most 

NMR experiments cannot determine rapid interconversion between conformational 

states, nor sparsely occupied states. There is a growing body of evidence that 

highlights the benefit of using mass spectrometry (MS) as well as ion mobility–mass 

spectrometry (IM–MS) for analysis of IDPs [13–15]. The clearest advantage is the 

ability of IM–MS experiments to separate conformers in the gas–phase; kinetically 

trapping and hence resolving rapidly interconverting structures that cannot be seen 

by other techniques. The second distinct advantage is the ability of MS to provide 

the stoichiometry of binding within complex mixtures. Taken together, the IM–MS 
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experiments can reveal the effect of one or more binding partners upon the intrinsic 

conformations.  

c–MYC is part of the MYC family of oncoproteins, which function as 

transcription factors highly involved in regulation of pro–survival and pro–apoptotic 

gene function [16, 17]. The transcriptional activation of these proteins is managed 

through protein–protein interactions (PPIs). In the case of c–MYC this is the 

obligatory co–factor protein MAX which forms a heterodimer with c–MYC, 

controlling the vast majority of its functions [18]. The c–MYC:MAX complex is 

involved in between 10–15% of all gene expressions in humans via the recruitment 

of co–factors. c–MYC has been found to be deregulated in a large number of 

human cancers. In addition, elevated expression of c–MYC is regularly associated 

with aggressive tumours with poor differentiation. Studies have shown that inhibition 

of c–MYC leads to the rapid regression of established tumours, making c–MYC an 

attractive cancer target [19]. Hammoudeh et al. [10, 20] reported a number of c–

MYC small molecule inhibitors (SMI), whose mechanism of action is to bind to the 

putative PPI sites. Other work went on to suggest that these SMIs limit the 

interaction between c–MYC and MAX by inducing a more rigid and defined 

conformation [1, 21]. This target is attracting lots of attention with various groups 

proposing differing strategies to prevent heterodimer activity [22–25]. The 

dimerisation of c–MYC and MAX occurs through a basic helix–loop–helix motif in 

the leucine zipper (bHLHZip) domain. These regions in both c–MYC and MAX are 

intrinsically disordered before undergoing an essential disorder–to–order transition 

to form a four–helix bundle of two α–helices separated by loops.  

The work in this paper extends previous investigations of the effect the SMI 

(10058–F4 (E)) [10, 20, 26–29] has on peptides containing the leucine zipper 

domains of both c–MYC and its partner MAX. IM–MS was conducted on these 

molecules both in the presence and absence of the ligand E along with circular 

dichroism measurements and molecular modelling [1]. Here IM–MS measurements 

are conducted on the c–MYC:MAX complex with an expanded panel of SMIs 

(Figure 4.1).  
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Figure 4.1: Structures of the small molecule inhibitor ligands that were 

incubated with the c–MYC:MAX complex and studied via IM–MS:10074–G5 (A) 

5530837 (B), 5793353 (C) and  9082178 (D)  [23, 30, 31]. 

 

4.3. Experimental details 

4.3.1.  Peptides 

Peptides were purchased from GenScript (USA) as lyophilised powder and 

prepared to stock concentrations of 1 mg/ml. The sequence of the c–MYC peptide 

used was: (residues 408 – 437) VQAEEQKLISEEDLLRKRREQLKHKLEQL, and the 

sequence of the MAX peptide used was: (residues 73 – 102) 

MRRKNDTHQQDIDDLKRQNALLEQQVRAL. Peptides were analysed at 100 µM in 

20 mM ammonium acetate (pH 6.8) (5% DMSO). Ligand A was purchased from 

Sigma Aldrich, (Gillingham, UK). Ligands B, C, and D were purchased from 

Chembridge (San Diego, CA, USA). All ligands were dissolved in DMSO at 2 mM. 

Ligand experiments were conducted at 1:1:2 concentrations of 100 µM of c–MYC 

and MAX in 20 mM ammonium acetate with 200 µM ligand in 5% DMSO. All 

samples were incubated for 1 hour at 37°C prior to analysis. 

4.3.2.  Mass spectrometry 

A Synapt G2 (Waters, Manchester, UK) quadrupole time–of–flight mass 

spectrometer with an orthogonal nano–electrospray ionisation source was used to 

obtain mass spectra. Instrument parameters in the source region were retained 

across all experiments with tuning to transmit non–covalent complexes. Particular 

care was taken to minimise the source cone voltage since this correlated with 

optimum successful transfer of complexed species. Typical instrument source 
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operating settings involved: capillary voltage 1.3 kV, cone voltage 25 V, source 

temperature 80°C. Experiments were performed with three technical repeats; values 

reported are the mean with standard deviation. 

4.3.3.  Ion mobility–mass spectrometry 

IM–MS experiments were conducted using a Q–ToF 1 (Waters, Micromass, 

Manchester, UK) quadrupole time–of–flight mass spectrometer that has been 

modified to include a 5.1 cm copper drift cell (pressurised with helium to ~4 Torr) 

[32], again with nano–electrospray ionisation. The voltage across the cell was 

altered from 50 to 20 V in discrete experimental steps with temperature and 

pressure measured for each acquisition. Data were acquired with synchronous 

injection into the drift cell at each voltage and summed over a number of injections. 

Rotationally averaged collisional cross sections (DTCCSHe) were obtained by plotting 

experimental arrival times against P/V for each drift voltage (V) as described 

previously [32–34]. Experiments were performed with three technical repeats; 

values reported are the mean with standard deviation. 

4.4. Results 

 
Peptides were analysed in 20 mM ammonium acetate at pH 6.8 after 

incubation for one hour at 37°C. As observed previously for this system both 

peptides presented in a charge state distribution from [M + 2H]2+ to [M + 4H]4+ with 

the majority of the intensity in the [M + 3H]3+ charge state (m/z c–MYC 1196, m/z 

MAX 1178). Homodimers and heterodimers were mainly observed as complexes in 

the [M + 5H]5+ charge state (c–MYC m/z 1435, MAX m/z 1413, heterodimer m/z 

1424) with some complex in the [M + 4H]4+ charge state heterodimer (m/z 1777). 
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Figure 4.2: n–ESI mass spectrum obtained for 50 µM c–MYC and 50 µM MAX in 20 

mM ammonium acetate with 5% DMSO. Inset shows zoom of m/z 1400–1550 

region containing 5+ heterodimers and homodimers. The coloured bands indicate 

MAX homodimer (blue), c–MYC homodimer (green) and the heterodimer (pink). 

Part two shows inset region in the presence of SMI ligands with relative ratio of 

heterodimer peak versus no inhibitor. (a) Mass spectrum with addition of 100 µM 

ligand A, (b) mass spectrum with addition of 100 µM ligand B, (c) mass spectrum 

with addition of 100 µM ligand C, (d) mass spectrum with addition of 100 µM 

ligand D. Red, orange and purple arrows indicate the heterodimer + bound 

ligands B, C and D, respectively. Blue circles and green squares indicate 3+ c–

MYC with ligand D and 3+ MAX with ligand D, respectively. 
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4.4.1.  Effect of ligands on complex formation 

Upon the addition of stoichiometric amounts of ligand, no binding of ligand A 

was observed despite a reported micromolar binding affinity, a similar result was 

seen previously with ligand E [1]. However, ligands B, C and D were all observed to 

bind to monomeric c–MYC (forming complexes seen at +3 charge state ions at m/z 

1308, 1321 and 1327 respectively), MAX (again forming a +3 complex at m/z 1293, 

1302 and 1309 respectively) as well as to the heterodimer observed as triply 

charged complexes with m/z 1493, 1499 and 1503. For c–MYC:MAX with ligand D 

the complex was seen with up to three ligands bound (two and three ligand D m/z 

1582 and 1660 respectively), however, these were at very low intensity and may be 

attributable to ligand clusters forming in solution, rather than to three isolated 

binding sites.  Binding to ligand A was never observed even with very ‘soft’ source 

conditions (sampling cone 20 V), however, at high cone voltages (above 80 V) 

complexes observed with the three other SMIs were also lost. This suggests a weak 

interaction complex and that in all cases some complex may be lost during 

desolvation. Cone voltages were kept as low as possible for all ion mobility 

experiments, and capillary voltages were also minimised.  

The intensity of the [M + 5H]5+ heterodimer was reduced after incubation 

with each SMI ligand. The intensity ratios of incubated [M + 5H]5+ heterodimer 

relative to the intensity in the absence of an inhibitor are shown in Figure 4.2 A–D 

relative to the intensity in the absence of any inhibitor. There are negligible 

differences in intensity for the [M + 4H]4+ heterodimer with most of the ligands, 

although a decrease in intensity was observed when incubated with ligand A. This 

indicates that there is not simply a shift in charge state distribution in the presence 

of these ligands but an overall shift in complex stability. The calculated ratio of 

bound peak is inclusive of [M + 4H]4+ and [M + 5H]5+ charge states but not salt 

adducts. After incubation with the SMIs (except with ligand D) the unbound 

monomers exhibit a shift to higher charge states with the [M + 4H]4+ species 

increasing in intensity. 

4.4.2.  Effect of ligands on complex conformations 

As reported previously, the [M + 5H]5+ heterodimer presents in two 

conformations: one compact, hereby referred to as C1 (885 Å2), and one extended 

refferd to as E1 (1010 Å2) [1]. These have previously been assigned as ordered and 

disordered based on IM–MS, molecular dynamics and CD data [1]. It was shown in 

previous work that incubation with ligand E lead to a loss of the E1 conformation [1]. 
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These peptide constructs are not amidated at the C terminus and therefore give 

cross sectional values that are slightly smaller than previous work (~5%). Figure 4.3 

shows the collisional cross section distributions (DTCCSDHe) of the heterodimer in 

the presence of all the ligands. The area under the curve is reflective of the intensity 

of the [M + 5H]5+ heterodimer from the mass spectra shown in Figure 4.2.  After 

incubation with ligand A (Figure 4.3 B), both conformations are reduced in intensity, 

and there is proportionately more loss of the extended form E1, as well as a slight 

increase in the flexibility of both forms. It can also be observed that both 

conformations now present in broader distributions than in the absence of the ligand 

(Figure 4.3). This can be inferred to be resulting from a compaction in the molecular 

conformations of the heterodimer leading to less abundance in the most extended 

forms. 

After incubation with ligand B (Figure 4.3 C), the heterodimer presents 

similarly to after incubation with ligand A, with an increase in flexibility of the 

extended form. The apex of the extended form is 1035 Å2, however, there may be a 

further extended form at 1085 Å2, labelled E2. The bound form (Figure 4.3 F) of the 

complex presents in two conformations (B1 970 Å2 and BE2 1070 Å2 (B denotes a 

conformation only observed in bound species)) that flank E1. This second 

conformation exists in the same conformational space as E2 and is likely to adopt a 

similar structure. These could be due to ligand binding to both the ordered and the 

disordered complexes leading to an increase in cross section of both. The increased 

width of the DTCCSDHe for the unbound complex is similar to that for the bound 

distribution, therefore the ‘unbound’ conformation may be a result of the bound form 

having undergone dissociation in the source region and not yet relaxed to the 

unbound complex conformation. This effect has been shown previously with ligand 

E [1], where no bound complex was directly observed. 
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Figure 4.3: Collisional cross section 

distributions  (DTCCSDHe, Å2) of the [M + 

5H]5+ c-MYC:MAX heterodimer (m/z 1424) (5 

Vcm-1).  Intensity of distribution is relative to 

MS peak intensity in presence of ligand. (A) 

No ligand, (B) ligand A, (C) ligand B, (D) 

ligand C, (E) ligand D, (F) ligand B bound, 

(G) ligand C bound, (H) ligand D bound. 

Sample conditions throughout were 50 µM 

c-MYC, 50 µM MAX, 20 mM ammonium 

acetate, 5% DMSO, and 100 µM ligand. 
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Incubation of the [M + 5H]5+ heterodimer complex in the presence of ligand 

C (Figure 4.3 D) leads to a reduction in complex intensity, and the complete loss of 

the extended conformation E1. The bound complex displays a broad DTCCSDHe 

spanning a large area of cross sectional space (250 Å2 at FWHM versus 150 Å2 for 

the compact [M + 5H]5+ conformation). This increase in flexibility upon ligand binding 

(Figure 4.3 G) is unexpected and could be due to an overlapping ensemble of 

structures rather than a single flexible one. Another possible explanation could be 

that stabilisation in one region of the disordered complex causes another region to 

increase in flexibility in order to maintain entropy. 

In the presence of ligand D there is, again, near complete loss of the 

extended conformation E1 (Figure 4.3 E), though there is a slight shift in the maxima 

of the compact peak and a respective increase in width. The bound complex 

presents in what could be attributed to a single large conformation or more likely two 

to three overlapping conformations (Figure 4.3 H). The intensity of this bound peak 

is much lower than that observed for the other ligands. The conformation of the 

peak owing to two bound ligands and three bound ligands sees a shift of 80 Å2 to a 

higher DTCCSHe with a similar width of DTCCSDHe (350 Å2 FWHM), again in a broad 

conformation (Figure S4.2). This indicates that despite an increase in mass, the 

addition of this further ligand has little change on the complex conformation. As 

three possible binding sites for these ligands have been proposed [10], it is possible 

that ligand D can bind to all three sites, resulting in three peaks each with a distinct 

conformation owing to a single ligand bound in one or more sites. Binding at any 

site appears to prevent the disorder–to–order transition, since the unbound complex 

presents mainly in a single compact conformation in the presence of ligand D. 
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4.5. Discussion  

The binding of IDPs to their targets will reduce entropy, which must be 

accounted for with an overall gain in enthalpy [20, 21]. Stabilising these disordered 

states therefore exploits this enthalpic gain. A selection of SMI were tested against 

the leucine zipper region of the peptides c–MYC and MAX. The ligands have been 

shown to stabilise structures via binding at the leucine zipper domain, leading to an 

increase in disorder (as seen in solution experiments) and inhibition of dimer 

formation [21].  

MS experiments consistently show a reduction in the intensity of the [M + 

5H]5+ heterodimer after incubation with each of the four SMIs. This reduction in 

abundance of the heterodimer species indicates that the interaction between c–

MYC and MAX is reduced. The [M + 5H]5+ heterodimer presents in two 

conformations, one extended (E1) and one compact (C1). Previous work has 

assigned these to ordered and disordered states, respectively [1].  The SMIs 

studied here, particularly ligand A, have been shown to stabilise certain regions of 

c–MYC associated with the more disordered form [21]. As the ordered form is 

required for function of c–MYC, this should reduce its activity and inhibit cancer cells 

[21]. 

With the addition of ligands A, C and D there is a reduction in the intensity of 

the extended state E1, albeit to varying degrees. Reduction of the extended state is 

correlated with the greatest loss of heterodimer intensity. DTCCSDHe widen in the 

presence of all four ligands, which is also indicative of the conformational changes 

occurring. Presence of ligand B leads to the appearance of a further extended state 

(E2) which appears to be retained from the bound form. This would further support 

the idea of a bound conformation being retained after ligand loss. 

Bound complexes of the heterodimer with ligand are observed for three of 

the SMIs: B, C and D. These bound forms present in an intermediate 

conformational space (B1) with a further, more extended form (BE2). The intensity of 

the bound peaks however, are very low (less than 5% of heterodimer). 
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4.6. Conclusion 

Four small molecule inhibitors were shown by ion mobility–mass spectrometry to 

modulate the conformation of the leucine zipper region of c–MYC and its partner 

MAX. Each ligand has a different effect on the protein complex, indicating the 

complexity of interactions as well as the strength of IM–MS as a tool to distinguish 

between binding modes. This work has highlighted the use of IM–MS as a tool for 

screening ligands that have been shown to stabilise molecular conformations.  
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5.1. Abstract 

Proteins involved in DNA transcription are targeted in drug therapy for a 

variety of medical applications. Often such proteins lack distinct secondary structure 

or contain regions of disorder which makes designing specific and selective 

inhibitors a non–trivial task. Ion mobility–mass spectrometry (IM–MS) is an 

emerging tool for studying these intrinsically disordered proteins (IDPs). Here a 

panel of four small molecule inhibitors (SMI) designed to inhibit the interaction 

between the complex of the transcription factor c–MYC with its endogenous partner 

MAX are screened, along with their effects on the heterodimer complex binding to 

DNA. IM–MS shows structural changes induced by these SMI, and a stabilisation of 

disordered states. In the absence of DNA, low intensity heterodimer peaks from the 

c–MYC:MAX heterodimer are observed (less than 5% total intensity) in a range of 

conformations. In the presence of all SMI, extended conformations (above 2000 Å2) 

are stabilised in the gas–phase. Upon the addition of DNA, the signal corresponding 

to the c–MYC:MAX:DNA complex becomes much more intense indicating 

stabilisation of the heterodimer interaction in the presence of DNA. In the presence 

of DNA, the SMI stabilise intermediate conformations (2000–2500 Å2) of the 

complex with reduction of more extended charge states. 
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5.2. Introduction 

Since first reported, the number of proteins and peptides believed to be 

intrinsically disordered (IDPs) or to contain regions of disorder (IDRs) has grown, 

with current estimates that at least a third of all eukaryotic proteins contain disorder 

to some extent [1]. The inherent increase in flexibility bestowed by these sequences 

makes them abundant in certain cellular roles such as signalling [2, 3], regulation [4] 

and interaction with DNA [5, 6]. IDPs have also been highlighted as having an 

important role in cancer progression; for example, the transcription factor c–MYC 

has been shown to be over expressed in ~70% of human cancers [7, 8]. IDPs are of 

great interest as drug targets however, are often described as ‘undruggable’ due to 

the lack of resolvable structure, their large binding interfaces and their low affinity 

interactions. The design of drugs which target IDPs is difficult as the common 

method of using a solved structure to determine likely candidates via in silico 

screening is not suited to these molecules [9, 10]. Additionally, there are further 

barriers to be overcome, including stabilisation of disordered states and overcoming 

large entropic barriers, which are not present for ligands which bind to protein 

targets with a lock and key model. 

c–MYC is member of a family of oncoprotein transcription factors highly 

involved in cellular regulation, including cell cycling, growth, along with survival and 

apoptosis [11].  Deregulation of c–MYC has been associated with several human 

cancers even when it is not the primary oncogenic driver [12–15]. The activity of the 

MYC family of proteins is highly regulated by protein:protein interactions, with c–

MYC in particular being dependent on its cofactor protein MAX.  

Structurally c–MYC has a disordered leucine zipper domain however; upon 

hetero–dimerisation with its partner protein MAX, it undergoes a disorder–to–order 

transition to form a coiled coil structure through a basic–helix–loop–helix interaction 

(bHLHZip). This dimerised form of c–MYC–MAX possess an interface of a parallel, 

left handed, four–helix bundle, with each monomer unit consisting of two α–helicies, 

interspaced by a disordered loop [16]. There has been extensive research that 

presents c–MYC inhibition as an attractive therapeutic strategy [13]. Experiments 

involving both the genetic and pharmacological inhibition of c–MYC (and related 

MYC proteins) showed regression of tumours [12, 17–20]. Additionally, the down 

stream effects of c–MYC inhibition appear to be mild and reversible despite c–MYC 

being required for cellular function in normal cells [21–24]. Due to the difficulties of 

targeting IDPs there are currently no clinically available drugs that target this 
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system, however Hammoudeh et al. [25] have reported a number of small 

molecules with low micromolar affinities designed to inhibit c–MYC through 

stabilisation of disordered states. Two inhibitors (10058–F4 and 10074–G5) were 

shown to bind to separate target regions on the leucine zipper domain of a small 

number of amino acids. 

Biophysical characterisation of IDPs and their interactions is hindered due to 

their inherently high flexibility and range of conformational states [26, 27]. Ion 

mobility–mass spectrometry, with its capability to distinguish different conformations 

in a single experiment [28–30], forms an attractive option for studying these flexible 

regions. In addition, native MS methods are useful for binding experiments as the 

m/z separation allows both bound and unbound states of non–covalent interaction 

partners to be interrogated separately [30–33]. There have been several excellent 

review articles highlighting the use of IM–MS to study intrinsically disordered 

systems [34–36]. 

IM–MS instrumentation is becoming more common–place, with the 

availability of both commercially available drift–time ion mobility (DT–IM–MS), and 

travelling wave technology. The experiments presented here utilise an in–house 

modified DT–IM–MS instrument in which ions are pulsed into the drift cell filled with 

helium gas, whilst temperature and pressure are recorded. Across the cell a weak 

electric field is applied, where movement of the ions are encouraged by the 

potential, but impeded by collisions with the helium buffer gas. The mobility of an ion 

(K) is related to its shape (given as the rotationally averaged collsional cross section 

CCS, Ω, Å2) along with its mass and charge, as these affect how it interacts with the 

field and buffer gas. The ratio of the drift velocity (vd) and the applied electric field 

(E) can be used to determine the mobility of the ion through the Mason–Schamp 

equation: 
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Equation 1. 8 

 

Where K0 is the reduced mobility (measured mobility corrected to temperature and 

pressure) z is the ion charge state, e is the elementary charge state, N is the 

number gas density, μ is the reduced mass of the ion–pair, kB is the Boltzmann 

constant and T is the buffer gas temperature. 

Previous work examined the leucine zipper region of c–MYC:MAX using 

molecular modelling and ion mobility–mass spectrometry [37], and characterised the 

effects of a single small molecule inhibitor 10058–F4 (E) on the structure of the 

heterodimer. It was shown that upon addition of the ligand, the presence of a 

smaller compact conformation was increased, which could be attributed to a 

stabilisation of the disordered structure. This screen was extended to other potential 

inhibitors designed to stabilise the disordered state of the c–MYC leucine zipper, 

thereby preventing binding to MAX [25] (manuscript in preparation; chapter 4). Here 

the ligand screen has been extended, and probes the structural effects upon 

constructs of c–MYC and MAX containing the leucine zipper region and the DNA 

binding domain (Figure 5.1 A). The first series of experiments probe the intrinsic 

structure of c–MYC:MAX heterodimer according to a framework model [38], before 

studying the effects of four previously studied SMI on their conformations (Figure 

5.1 B). The final stage of experiments sought to observe the c–MYC:MAX 

heterodimer in a bound interaction with dsDNA complex in the gas–phase and then 

to study the effects of these four ligands once more. This study greatly extends the 

understanding of the use of IDPs as drug targets and highlights structural changes 

of the disordered systems in the presence of ligands believed to interact with certain 

conformational states. 
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Figure 5.1: A) Domains of full length c–MYC with sequence in purple is the 

leucine zipper region of c–MYC as examined previously [37]. The sequence in 

green is the DNA binding region and in purple the leucine zipper domain. 

These have been shown relative to their positions on the c–MYC and MAX 

genes. B) Ligands analysed during these experiments: (A) 10074–G5, (B) 

5530837, (C) 5793353, (D) 5793353, and (E) 10058–F4 [39]. C) X–ray crystal 

structure of c–MYC and MAX leucine zipper domains [37]. 
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5.3. Experimental details 

5.3.1.  Protein expressions 

5.3.2.  c–MYC expression and purification 

The c–MYC amino acid sequence expressed comprised of residues 351 to 

437 (Figure 5.1 A). The pET plasmid encoding bHLHZip and DNA domain of c–

MYC was obtained from AstraZeneca. c–MYC was expressed in Escherichia coli (E. 

coli) BL21 (DE3), Gold cell lines (Agilent Technologies, Cheadle, UK) at 37°C in LB 

media (Sigma Aldrich, Gillingham, UK). Protein expression was induced by addition 

of 0.1 mM Isopropyl β-D-1-thiogalactopyranoside (IPTG) to bacterial cultures at 

OD600. Cells were then harvested after 4 h, and frozen at –80°C. Harvest was 

further re–suspended in 20 mM phosphate buffer with 8 M urea and protease 

inhibitor tablet (Roche Products Ltd. UK), sonicated and centrifuged for 30 min at 

40000 g. Supernatant was loaded on a Co2+ affinity column, equilibrated with 3 M 

GuHCl, 20 mM phosphate, 0.1 M NaCl, pH 7.4, washed with 2.5 mM imidazole 

(Sigma Aldrich, Gillingham, UK) and c–MYC was eluted by addition of 125 mM 

imidazole. C–terminal His–tag was cleaved by TEV protease and c–MYC was 

further purified on column for Co2+ affinity chromatography to remove His–tag 

peptides. The purity and identity of the protein was validated by SDS–PAGE. All 

other chemicals were obtained from Fisher Scientific, UK. 

5.3.3.  MAX expression and purification 

The MAX amino acid sequence expressed comprised of residues 19 to 102 

(appendix 4). Protein construct (MAX) plasmid was freshly transformed into E. coli 

C41 (DE3) competent cells and selected on LB ampicillin agar plate (100µg/ml). 1 

litre Terrific broth (Sigma Aldrich, Gillingham, UK) culture was grown to an OD600 

and induced by 1 mM IPTG with shaking at 37°C for 20 hrs.  

Cells were resuspended in 30 ml of buffer A (20 mM Tris–HCl pH 7.9 and 

0.5 M NaCl), with 5 mM imidazole, 5 mM MgCl2, 1% Triton X–100, 1/500 protease 

inhibitor cocktail (Sigma Aldrich, Gillingham, UK) and 1/5000 benzonase nuclease 

(Merck, Darmstadt, Germany). The sample was sonicated on ice and centrifuged at 

40000 g for 30 min at 4°C. The supernatant was then purified on 2 ml nickel resin 

(Qiagen, UK) with mixing at 4°C for 2 hours, and then washed with imidazole 

gradient between 5 mM to 100 mM in buffer A with, 0.1 % Triton X–100 and 1/1000 

protease inhibitors and MAX was eluted by addition of 500 mM imidazole. C–



 

169 
 

terminal His–tag was cleaved by TEV protease and MAX was further purified on 

nickel resin to remove His–tag peptides. The purity and identity of the protein was 

validated by SDS–PAGE. All other chemicals were obtained from Fisher Scientific, 

UK. 

5.3.4. Small molecule inhibitors 

Ligand A and E were purchased from Sigma Aldrich, (Gillingham, UK). 

Ligands B, C, & D were purchased from Chembridge (San Diego, CA, USA). All 

Ligands were dissolved in methanol at 2 mM. All samples were incubated for 1 hour 

at 37°C prior to analysis. 

5.3.5.  Mass spectrometry ionisation 

Both MS and IM–MS experiments were conducted with nano–electrospray 

ionisation (n–ESI). n–ESI tips were prepared in–house using a Flaming/Brown 

micropipette puller (Sutter Instrument Company, Novato, CA, USA) using thin 

walled glass capillaries with an internal diameter of 0.5 mm. Potential was applied 

through the introduction of a platinum wire (0.125 mm, Goodfellow, UK) into the 

pulled capillary. 

5.3.6.  Mass spectrometry heterodimer 

MS experiments were performed using a Synapt G2 (Waters, Manchester, 

UK) quadrupole time–of–flight mass spectrometer. Protein samples were prepared 

at 200 µM stock solutions in 100 mM ammonium acetate before being diluted to 50 

µM for analysis, with the exception of the buffer screening experiment. In the buffer 

screening experiment, c–MYC was buffer exchanged into the appropriate 

concentration of ammonium acetate and methanol from stock Samples were 

incubated at 50 µM c–MYC, 50 µM MAX, with potential 100 µM ligand, for one hour 

at 37°C. Tuning conditions were kept constant across experiments at a capillary 

voltage of 1.3 kV, cone voltage 35 V, and source temperature 80°C. 

5.3.7.  Mass spectrometry c–MYC:MAX:dsDNA complex 

The DNA consensus sequence used in this experiment was 

GACCACGTGGTC. DNA was purchased from Sigma Aldritch (Gillingham, UK) as 

single strands which were dissolved in water at 400 µM. These samples were then 

incubated at 90°C for 4 minutes followed by slow cooling to room temperature to 

induce annealing. Samples were incubated at 50 µM c–MYC, 50 µM MAX, 100 µM 

ds DNA, with potential 100 µM ligand, for one hour at 37°C. Tuning conditions were 
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kept constant across experiments at a capillary voltage of 1.3 kV, cone voltage 35 

V, and source temperature 80°C. 

5.3.8.  Ion mobility–mass spectrometry 

IM–MS experiments were performed using an in house modified instrument 

consisting of a Q–ToF 1 (Waters, Micromass, Manchester, UK) quadrupole time–of–

flight mass spectrometer which contains a 5.1 cm copper drift cell pressurised to 

approximately 4 Torr with helium [40]. Experiments were conducted over at least 5 

discrete voltage steps from 50 V to 15 V whilst temperature and pressure were 

recorded. Rotationally averaged collisional cross sections (DTCCSHe) were then 

obtained by plotting the experimental drift arrival time against pressure/voltage. 

Data is presented as collisional cross sectional distributions (DTCCSDHe, Å2) to 

portray conformational ensembles and flexibility. Experiments were performed with 

3 technical repeats and values shown in Figures 5.3 and 5.5 are the mean with 

errors reported as standard deviation. Conformational families have been assigned 

to the DTCCSDHe which were then fitted using Gaussian distributions. 
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5.4. Results 

5.4.1.  Mass spectrometry of the c–MYC:MAX heterodimer 

 

 

 

 

Figure 5.2: n–ESI mass spectrum of c–MYC and MAX incubated together. Red 

squares denote dominant c–MYC charge states and blue circles MAX charge 

states. Inset shows the mass spectrum of the heterodimer in the 9+, 10+ and 

11+ charge states. Peaks below m/z 1000 correspond to higher charge states, 

but have not been labelled for clarity. Sample conditions were 50 µM c–MYC, 

and 50 µM MAX, from an aqueous solution with 100 mM ammonium acetate.  

 

The mass spectrum obtained from c–MYC incubated with MAX in equimolar 

quantities (Figure 5.2), yielded a weak signal that can be attributed to the 

heterodimer of c–MYC and MAX. The heterodimer presents across three main 

charge states with the 10+ (m/z 2199) and 11+ (m/z 1999) being of nearly equal 

intensity and a lower abundant 9+ (m/z 2443) peak. Both proteins are mostly 
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observed as unbound, either due to weak association affinity and/or as monomers 

produced from dissociation of the heterodimer during ionisation. Conformational 

families have been assigned to the collisional cross sectional distributions 

(DTCCSDHe) of the heterodimer (Figure 5.3 control). Gaussian fitting has been 

applied to these distributions to generate a series of conformations ranging from 

compact C1 and C2 (1040 Å2 and 1350 Å2), intermediate I1 and I2 (1620 Å2 and 1850 

Å2), and extended E1 (2100 Å2). 

 DTCCSDHe indicate that the 11+ charge state presents in one broad 

distribution that has been assigned to two major conformations (I1 and I2), with a 

minor extended conformation E1. In the 10+ charge state a reduction in the intensity 

of I2 can be observed along with the appearance of a more compact conformation 

C2. The 9+ charge state continues this trend presenting dominantly in the C2 

conformation. All three charge states show an earlier arriving conformation labelled 

C1. This early arriving conformation could be attributed to a dimer of heterodimers; 

however, no dimer–like peaks were in the mass spectrum. 

In order to probe the stabilising effects of ligand binding, each inhibitor was 

added to the incubated 50 µM c–MYC:MAX solution at 100 µM, corresponding to 

one ligand for each molecule of protein, and incubated for one hour at 37°C. For all 

the ligands (with the exception of B), incubation induced a more extended structure 

in the DTCCSDHe of the unbound heterodimer (Figure 5.3). Peaks owing to bound 

ligand forms are present at very low intensities for all inhibitors tested for the 11+ 

and 10+ charge states. 
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Figure 5.3: Collisional cross sectional distributions (DTCCSDHe Å2) for the c–

MYC:MAX heterodimer after incubation with each ligand. Conformational 

families have been generated to represent structural motifs across various 

interactions. Nomenclature is assigned to compact (C), intermediate (I), and 

extended (E) structures.  Sample with no ligand added are labelled as 

‘Control’. Ligands have been ordered to show similar structural trends in the 

order B, C, E, A. Sample conditions were: 50 µM c–MYC, 50 µM MAX and 100 

µM ligand, from an aqueous solution with 100 mM ammonium acetate. 

Intensities are normalised within each ligand relative to intensity of m/z.  
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After incubation with 5530837 (B), the c–MYC:MAX heterodimer still 

presents in three major charge states in the mass spectra. The 9+ species presents 

with more extended conformations; a complete loss of the C1 conformation is 

observed, reduction in the proportion of ions in the C2 conformer, and the 

appearance of an intermediate I1 conformation. This behaviour is also observed in 

the 10+ charge state of the complex where intensity of the most compact states is 

reduced while an increase in C2 is observed. Additionally, a shift towards an 

intermediate state (I2) is also shown. The 11+ charge state shows a reduction in the 

intermediate conformation I2, with a corresponding increase in I1 and E1. Overall 

there is a broadening of the total distribution and a slight shift in intensity towards 

more extended states. 

When incubated with 5793353 (C), a clearly visible shift in the 

conformational preference of the c–MYC:MAX heterodimer towards more extended 

states can be observed. Compared with the heterodimer alone, the 9+ charge state 

exhibits a greater proportion of ions in the I2 and E1 conformations. The 10+ charge 

state also exhibits a loss of both compact conformations C1 and C2, alongside the 

appearance of two extended conformations E2 (2350 Å2) and E3 (2600 Å2). These 

more extended states are also observed in the 11+ charge state, with complete loss 

of the I2 state and a reduction in I1. 

The ligand 10058–F4 (E) has been extensively studied as a potential c–MYC 

inhibitor [17,20,41–47]. When incubated with this ligand, the DTCCSDHe of the 9+ 

charge state of the c–MYC:MAX heterodimer exhibits more extended 

conformations, with increased proportion of the ions presenting in conformers I2 and 

E1 compared with the heterodimer alone. The DTCCSDHe of the 10+ charge state 

also exhibits this extension, however it should be noted that this increase in 

extended conformers is less pronounced with compared with heterodimer 

incubation with ligand C, as it retains the I2 conformation. The DTCCSDHe of the 11+ 

charge state shows the same trends, with the retention of intermediate I2 

conformation and the appearance of more extended structures including E3. 

10054–G5 (A), like E, has also been the subject of many studies [17,43,47–

50]. The results presented here shows similarities to ligand E on its effect on the 

hetero–dimer conformation after incubation. The DTCCSDHe for the 9+ charge state 

displays loss of the compact conformations C1 and C2, present in the ligand free–

state, with an increase in the population of intermediate conformers, although no 

extended states are observed. The 10+ charge state strongly resembles the 



 

175 
 

distribution of E, however with slightly more intensity in I2 versus E2. 

The absolute intensity in the mass spectrum of the heterodimer peaks can 

be summed across all charge states, to observe whether or not the ligands result in 

a reduction of heterodimer formation (Figure S5.3). Except for B, incubation with all 

the ligands resulted in a reduction in heterodimer intensity, with A causing a tenfold 

reduction. B appears to have little effect on the intensity of the complex and 

interestingly, with ion mobility, has a very different effect on the conformation of the 

heterodimer than other, ligands leading to only a mild extension of the complex. 

5.4.2.  c–MYC:MAX:dsDNA complex and its disruption by 

the panel of inhibitors. 

The next set of experiments sought to observe if a c–MYC:MAX:dsDNA 

complex could be observed in the gas–phase and if the ligands A, B, C and E 

described above resulted in a change in conformation. 

 

Figure 5.4: n–ESI spectra of c–MYC, MAX, and the consensus dsDNA 

sequence incubated for 60 minutes at 37°C. Red squares denote c–MYC 

charge states, blue circles MAX charge states, and Green triangles dsDNA. 

Inset shows the mass spectrum of the c–MYC:MAX:dsDNA complex in the 9+, 

10+ ,11+, and 12 + charge. The lower end of the spectrum appears crowded 

due to overlapping of unbound monomer, and DNA salt adducts. Sample 
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conditions were 50 µM c–MYC, and 50 µM MAX, 100 µM ds DNA, from an 

aqueous solution with 100 mM ammonium acetate.  

Figure 5.4 shows the mass spectra of c–MYC and MAX after incubation with 

double stranded DNA. The c–MYC:MAX heterodimer in complex with dsDNA is 

observed at higher intensity compared with the intensity of the complex in the 

absence of DNA, indicating that the presence of DNA stabilises the c–MYC:MAX 

heterodimer. The c–MYC:MAX:dsDNA complex (hereby referred to as MMD 

complex), presents across four charge states from 9+ to 12+ with the majority of the 

intensity in the 11+ (m/z 2664). Unbound protein monomers and DNA are observed 

indicating that either the Kd of the complex is high, or some complex is dissociated 

during ionisation despite the steps taken to preserve these non–covalent 

complexes. 

The mass spectra after ligand incubations are included in the supplementary 

information (Figure S5.4).  Figure 5.5 shows the summed DTCCSDHe for the MMD 

complex, across each charge state, after incubation with ligand. Figure S5.5 shows 

the DTCCSDHe in each individual charge state. Intensities are normalised within each 

ligand series versus m/z intensity. 
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Figure 5.5: Collisional cross sectional 

distributions (DTCCSDHe, Å2) for the c-

MYC:MAX:dsDNA complex after 

incubation with ligands B,  A, C and E. 

Collision cross section distributions 

from each charge state (9+, 10+, 11+ and 

12+) were summed to give a global 

DTCCSDHe profile. Conformational families 

have been generated by fitting 

distributions to the DTCCSDHe to 

represent the structural motifs. 

Nomenclature is assigned to compact 

(C), intermediate (I), and extended (E) 

structures. Intensities are normalised 

within each ligand relative to intensity of 

m/z. Ligands have been ordered to show 

similar structural trends. 
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Before discussing this analysis, a distinction should be made between the 

heterodimer versus the MMD complex. In the first set of experiments in this chapter, 

it was assumed that the disordered forms of the complex are more extended than 

the ordered form, due to these extended forms being stabilised by the ligands.  

However, this may not always be the case. Due to how proteins fold, a disordered 

state may be a tighter conformation than one which is more ordered with internal 

cavities. Inversely, the disordered state may contain many tailing and flexible 

residues resulting in a larger collisional cross section. Therefore, the MMD complex 

could present as more extended or compact in its disordered state. Care should be 

taken when correlating between the two systems.  

The DTCCSDHe of all the charge states for each ligand have been summed to 

provide a global collisional cross section distribution profile. Potential conformations 

have been fitted to these distributions relating to compact, intermediate and 

extended structures. The MMD complex presents primarily in the extended E1 (2950 

Å2), with a broad intermediate section defined as I1 and I2 (2250 Å2 and 2500 Å2). 

There is a well–defined conformation that was labelled as C2 which is mainly 

present in the lower charge states. This change from compact to extended 

conformations could indicate that in complex with dsDNA, the heterodimer presents 

in a more extended structure. There is also a small broad conformation C1 (1500 Å2) 

which could be due to a tetramer complex, however none is visible in the mass 

spectrum. 

Incubation of the MMD complex with ligand B results in very minor changes 

in the DTCCSDHe (though the intensity of the peaks in the mass spectrum are 

reduced by roughly 50%, Figure S5.4). The I2 conformation appears to become 

slightly more stabilised leading to a more defined intermediate between the 

extended and compact forms. Additionally, the compact C1 also increases slightly in 

intensity. 

The DTCCSDHe of the MMD complex with ligand A displays a much–altered 

distribution, with a reduction in all the compact and intermediate species. C2 

especially is of much lower intensity with also a slight loss of I1 and I2. E1 remains 

the dominant conformation. 

Incubation with ligand C results in a compaction from extended 

conformations towards more intermediate ones. E1 has become reduced with the 

appearance of a more compact structure designated I3 (2730 Å2). Additionally, I1 

has become more intense, this likely represents that the ligand has stabilised the 
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more compact forms. 

Incubation of the MMD complex with ligand E results in the largest 

conformational changes with a strong shift to highly compact conformations. I1 and 

C2 are the most dominant peaks with a reduction in the extended I3. There is also an 

increase in the highly compact C1. Surprisingly, the absolute intensities in the mass 

spectra of the MMD complex are comparable to the control. 

Overall the ligands show stabilisation of more intermediate conformations, 

especially with loss of the extended forms. Interestingly, the DTCCSDHe range does 

not change strongly with the addition of ligands. 

Mass spectra after incubation with ligands can be seen in Figure S5.4. 

Incubation with ligand A again appears to lead to the strongest reduction effect in 

complex formation, with decreased intensity in the peaks attributable to the MMD 

complex in the mass spectra (Figure S5.4 C). Surprisingly, incubation with ligand E 

appears to have a negligible effect on the intensity of the MMD complex (Figure 

S5.4 B). Incubation with ligands B and C both led to a roughly 50% reduction in 

observable complex intensity in the mass spectrum. 

 

5.5. Discussion 

So far, this work has detailed the observed effects of a number of small 

molecule inhibitors on both the c–MYC:MAX heterodimer and the c–

MYC:MAX:dsDNA complex. This discussion intends to relate the observed changes 

in conformations, to the stabilising effects of the various SMI, linking compact and 

extended species to ordered and disordered conformations as gas–phase ions. 

Figure 5.3 shows the DTCCSDHe of the c–MYC:MAX heterodimer across all 

observed charge states. Previous work has shown that this heterodimer can form 

either a disordered or ordered dimer [37], though this work was carried out only with 

the leucine zipper region. In the absence of ligands, the 9+ charge state presents in 

a single conformation (C1) and the 10+ and 11+ charge states exist primarily in two 

conformations (C2 and I1, and I1 and I2 respectively). This shows a conformational 

shift to more extended forms with increasing charge state. With the addition of 

ligands A, C and D, the dominant conformer at each charge state becomes a more 

extended conformation and a new extended conformation can be observed. As 

some of these ligands have been shown to stabilise a disordered conformation, it is 
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reasonable to postulate these new extended structures could correlate to a more 

disordered state of the leucine zipper domain [21, 25]. There is also evidence of a 

much smaller DTCCSHe conformation which could be the result of a highly compact 

conformation, or a gas–phase collapse. In the presence of ligand C this 

conformation does appear to present at higher intensity suggesting that ligand C 

stabilises this structure. 

Considering the absolute intensity of peaks in the mass spectrum, it can be 

observed that incubation with ligand A results in the strongest inhibition of 

heterodimer formation. Inversely, incubation with ligand B has little effect on 

heterodimer intensity, which relates well with its structural effects which also do not 

follow the trend. Whilst care was taken to maintain constant instrumental 

parameters, comparison of absolute intensity between experiments should be made 

with care due to inherent differences in spray performance and ionisation efficiency, 

especially between instrumentation. 

The addition of the DNA binding sequence to c–MYC:MAX resulted in the 

appearance of highly intense peaks corresponding to the c–MYC:MAX:dsDNA 

complex. This MMD complex is observed in the gas–phase with a much higher 

intensity than the corresponding c–MYC:MAX heterodimer. This strongly suggests 

that the presence of DNA stabilises the heterodimer formation, leading to a greater 

proportion bound in solution, or greater complex retention upon transfer into the 

gas–phase. Also, despite the addition of a negatively charged DNA sequence, the 

overall charge state range of the complex remains similar to the complex in the 

absence of DNA. In addition, there is only a slight increase in DTCCSHe size across 

these peaks (from 1900 Å2 to 2000 Å2 for the 11+) despite the addition mass (of 

above 25%), indicating that this interaction is specific. 

Upon addition of the ligands to the MMD complex, a general trend of an 

increase in proportion of intermediate conformers, and the appearance of a more 

compact conformation in the 10+ and 11+ charge states is observed. These 

changes are less pronounced compared with ligand incubation with the heterodimer 

in the absence of dsDNA and there is no appearance of totally new conformations, 

nonetheless the trends are observed across all ligands. It should be noted that with 

the addition of DNA there are no visible peaks owing to heterodimer without DNA. 

This suggests that any heterodimer that does form immediately goes on to bind the 

DNA.  
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5.6. Conclusions 

This work utilised ion mobility–mass spectrometry to screen the activity of 

small molecule inhibitors against a complex multi component disordered system. It 

shows how drug molecules that stabilise certain conformations can be interrogated 

using this technique and how differing molecules with similar mechanisms can have 

differing stabilising effects. Ligand A was found to lead to the greatest reduction in 

intensity of both the c–MYC:MAX and the c–MYC:MAX:dsDNA systems. Ligand E 

however, whilst having a reasonable effect in the absence of DNA, showed little 

reduction in it’s presence and very different structural effects than the other ligands. 

For this particular system of c–MYC these experiments support previously 

performed peptide experiments (chapter 4), and provides further evidence for the 

efficacy of this exciting class of ligands. 
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Conclusions 

As described at the beginning of this work, proteins function in a comparable 

way to cogs in machines, interacting with other proteins to perform biological 

processes. With increased understanding of cell pathways, the field of biochemistry 

is learning more and more about how many interaction partner proteins behave and 

the extent of how their structural features influence these interactions. Mass 

spectrometry is a highly advantageous technique for looking at these interacting 

systems as it provides information on individual complexes rather than an average 

across a whole system. In addition to this, mass spectrometry has a wide range of 

hybridised and analogous techniques which complement it, allowing greater depth 

and breadth of information to be determined within a single core experiment. Ion 

mobility–mass spectrometry has been extensively used throughout this thesis, 

bringing strong structural information into discussions of non–covalent interactions. 

Molecular systems are not static and rather exist in a constant dynamic state. 

Understanding structural rearrangements as two molecules interact allows a wealth 

of perspective on their behaviour. 

The objective of the work presented in this thesis was to use mass 

spectrometry techniques to analyse non–covalent systems in the gas–phase, 

relating observed structural changes to protein:protein or molecule:ligand effects. 

The work spans a broad range of different systems, each representative of a 

different area of interest. Projects ranged from chemically synthesised molecular 

scaffolds, through to DNA, peptides, and up to protein complexes.   The work is 

bound together through the analysis of non–covalent complexes which are 

traditionally difficult to analyse through mass spectrometry. A great deal of care and 

specialised handling was required to faithfully transmit these fragile structures into 

the gas–phase. The work shown details fine tuning of experimental conditions to 

obtain data on these systems. 

In chapter 2 a DNA aptamer was analysed which had been designed to bind 

the antibiotic kanamycin. The aptamer had been designed to detect the presence of 

kanamycin in milk via an attached gold nanoparticle. The project began with the 

humble intention of observing the DNA:ligand complex in the gas–phase. When this 

was achieved, the next step was to determine if the interactions between these two 

molecules could be assessed in a structural manner using various mass 

spectrometry techniques, including multiple forms of fragmentation and ion mobility. 

The experiments all pointed towards the loop region being the most important 
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region for the interaction, with the chemistry being as important as the structure. 

Throughout the various workflows, interesting solvent–dependent features began to 

develop which showed how DNA behaves differently to proteins. This work is one of 

a very small number of papers analysing DNA structure through ion mobility–mass 

spectrometry. This work was carried out in the negative ionisation mode of n–ESI 

which is less frequently utilised than the standard positive mode, requiring vastly 

different instrument tuning. 

Chapter 3 results from collaboration with a group in Australia investigating a 

molecular anion sensor designed to bind pyrophosphate in preference to other 

similar molecules. A variety of structurally similar molecules with differences in 

bonding arm length, scaffold ring size and orientation were analysed. Mass 

spectrometry was used to measure the strength of these interactions through kinetic 

binding experiments to compare and uncover which molecules were most selective 

and sensitive. It was determined that an intermediate arm length was most selective 

for pyrophosphate and so ion mobility was employed to relate this binding 

information to structural changes. It was observed that the more effective molecules 

underwent a structural tightening in the presence of pyrophosphate. This work 

connected experimental mass spectrometry and ion mobility–mass spectrometry 

with molecular design and function, to determine why certain structural features 

were more favourable than others. It utilised the dynamic nature of the data 

acquisition to observe how features changed in the presence of ligands. 

Chapter 4 moves to a peptide system including the interacting leucine zipper 

region of two proteins c–MYC and its partner MAX. c–MYC is an attractive target for 

cancer research as it is often overexpressed in human cancer; however, its 

disordered structure makes it difficult to target and study. This chapter investigated 

several small molecules that have been shown to inhibit c–MYC:MAX dimerisation. 

It has been postulated that this occurs through stabilisation of disordered structures 

of c–MYC. The ligands were analysed using mass spectrometry and ion mobility–

mass spectrometry to study their effects on the dimers. Furthermore, the structural 

changes observed through changes in the collisional cross section distribution were 

related back to ligand efficacy of inhibition. It was observed that the majority of the 

ligands led to the reduction of the more extended states, which agrees with previous 

work. This thesis highlights how ion mobility–mass spectrometry can provide 

structural data to aid in drug design in a way no other technique could achieve on 

the same timescale. As IM–MS instrumentation becomes more commonly utilised, 

the methods used in this paper could become a staple of the pharmaceutical 
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industry to observe the effects of many ligands on their target. 

Whereas in chapter 4, peptides containing the leucine zipper domain of c–

MYC and MAX had been analysed, in chapter 5 the project moved to a larger 

construct also containing the DNA binding domain. This opened up a much broader 

range of experiments to assess the extent of influence of the leucine zipper binding 

when other domains were introduced, along with experiments to measure the extent 

the complex could bind DNA. In the absence of DNA, the c–MYC:MAX dimer was 

observed at low intensity and became more extended in the presence of the 

ligands. When DNA was introduced, the observed peaks were of much higher 

intensity, indicating a stabilisation of the structure. The conformations appear to 

become more compact with the addition of the ligands, and their effects on complex 

intensity are larger. Protein:DNA binding is crucial to transcription and translation of 

the genome, and to be able to observe the effects of ligands on these interactions in 

a dynamic way could prove extraordinarily useful. These complexes of around 25 

kDa are too large to be routinely observed in an NMR experiment, and creating a 

native crystal of these molecules could prove difficult. Ion mobility–mass 

spectrometry allowed the effects of several ligands to be analysed on a relatively 

short time scale, highlighting how they interacted with the complex in different ways. 

Linking this to work done on the peptide and computational level allows insight into 

how the ligands function and how best to design them in future. 

Mass spectrometry is a highly flexible technique for analysing non–covalent 

complexes in the gas–phase, and the addition of ion mobility hybridisation 

generates a wealth of structural information on changing conformations. Being able 

to observe bound and unbound species and compare their dynamic behaviour 

allows measurement of interactions to be linked to molecular movement and 

flexibility within systems. This thesis has been conducted on several molecular 

species which would prove incredibly challenging to any technique that was not 

sufficiently gentle to preserve these fragile and dynamic interactions. Great care 

was taken to ensure all the data collected were as close to biological conditions as 

could be replicated in the gas–phase. This body of work represents a variety of 

molecules at the very edge of mass spectral capability with high biological 

relevance. The workflows presented herein could not currently be replicated on an 

industrial or high throughput scale, however may in the future become staples of the 

pharmaceutical industry as technology improves. 
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7. 
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 S3.4: n–ESI spectra of 7 for (A) the apo form, and with:(B) pyrophosphate, (C) 

pyrocatechol violet, (D) ATP. Conditions 50 µM 7, 5 mM ammonium acetate, 5% 

propan–2–ol, pH 6.8. (B) 200 µM sodium pyrophosphate (C) 200 µM pyrocatechol 

violet (D) 100 µM adenosine 5′–triphosphate (ATP) disodium salt hydrate.  

 

S3.5.  Experimental (DTCCSHe) collisional cross sections for all macrocycles and 

ligands. Error bars represent standard deviation over three repeats. Apo form has 

been offset for clarity.  

 

S3.6: Comparison between gas–phase and water molecular dynamics simulations. 

Top graphs represent gas–phase: a) root mean square deviation throughout the 5 

ns MD run; b) collisional cross section vs. radius of gyration. Bottom graphs 

represent water: c) root mean square deviation throughout 2 ns MD run; d) 

collisional cross section vs radius of gyration. Collisional cross sections were 
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S3.7: Radius of gyration distribution through the simulation. Gas–phase molecular 

dynamics showed a wider range of conformational diversity than water simulations 

as shown by the wider spread of radius of gyration.  

 

 

S4.1: n–ESI mass spectra of c–MYC (50 µM) and MAX (50 µM) in 100 mM 

ammonium acetate and 5% DMSO. m/z 1700–1900. Blue band indicates MAX 

homodimer, green c–MYC homodimer and pink the heterodimer.  

 

S4.2: Collisional cross section distributions of the 5+ c–MYC:MAX heterodimer (m/z 

1424) (5 Vcm–1).  Intensity of DTCCSHe is relative to peak intensity in presence of 

ligand light grey D bound (intensity x5), grey two D bound (intensity x25), dark grey 

three D bound (intensity x25).  

 

S5:1: 50 µM c–MYC collisonal cross section distributions under four solution 

conditions: A) 200 mM ammonium acetate, B) 100 mM ammonium acetate, C) 20 

mM ammonium acetate and D) 49:49:2 methanol:H2O:formic acid. X axis denotes 

DTCCSHe and Y axis denotes charge state. 
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S5.2: n–ESI  mass spectra of 50 µM MAX in 100 mM ammonium acetate.  

 

S5.3: n–ESI  mass spectra of c–MYC (50 µM) and MAX (50 µM) in 100 mM 

ammonium acetate with: (A) no ligands, (B) with 100 µM E, (C) with 100 µM A, (D) 

with 100 µM B and(E) with 100 µM C.  

 

S5.4: n–ESI mass spectra of c–MYC (50 µM) and MAX (50 µM) ds DNA (100 µM) in 

100 mM ammonium acetate (A) no ligands, (B) with 100 µM E, (C) with 100 µM A, 

(D) with 100 µM B and (E) with 100 µM C.  

 

S5.5: Collisional cross section DTCCSHe (Å2) for the c–MYC:MAX heterodimer 

DTCCSHe. Sample conditions: 50 µM c–MYC, 50 µM MAX, 100 µM ligand and 100 

µM DNA from an aqueous solution with 100 mM ammonium acetate. Intensities are 

normalised within each ligand relative to intensity of m/z.  

 

S5.6: Collisional cross section distribution DTCCSDHe (Å2) of MMD 13+. Sample 

conditions: c–MYC (50 µM), MAX (50 µM), ds DNA (100 µM) in 100 mM ammonium 

acetate and 100 µM ligand B 
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Appendix 1 

Supplementary information for chapter 2 

 

 

 

S2.1: DNA fragmentation nomenclature outlined by McLuckey [62]. This 

convention was used throughout. 
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S2.2: A) Spectra of Ky2 aptamer (20 µM), kanamycin (100 µM), 50:50 

methanol:H2O. B) Spectra of Ky2 aptamer (20 µM) with kanamycin (100 µM), 

25% (vol %) methanol:H2O and 100 mM ammonium acetate.   C) Spectra of Ky2 

aptamer (20 µM) with 100 mM ammonium acetate.  
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S2.3: DTCCSDHe (A
2) Collisional cross section distribution for the Ky2 aptamer 

(20 µM) in the [M – 4H]4–  through [M – 6H]6– charge states solvent conditions 

were 50:50 methanol:H2O. A) Control experiment of Ky2 aptamer with no 

ligand added. B) Unbound Ky2 aptamer in the presence of kanamycin (100 µM 

kanamycin). C) Bound ligand:aptamer complex (100 µM kanamycin).  
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S2.4: CIU of Ky2 aptamer  (20 µM ) under 50:50 methanol:H2O solution 

conditions for [M – 4H]4–, [M – 5H]5–, and [M – 6H]6– charge states in the 

presence and absence of kanamycin (100 µM).  



 

198 
 

Appendix 2 

Supplementary information for chapter 3 

 

S3.1: n–ESI spectra of ligand 1 for (A) the apo form, and with: (B) 

pyrophosphate, (C) pyrocatechol violet, (D) ATP. Conditions: 50 µM ligand 1 

with 5 mM ammonium acetate and 5% propan–2–ol, pH 6.8. (B) 200 µM sodium 

pyrophosphate, (C) 200 µM pyrocatechol violet and (D) 100 µM adenosine 5′–

triphosphate (ATP) disodium salt hydrate.  
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S3.2: n–ESI spectra ofliagnd 4 for (A) the apo form, and with: (B) 

pyrophosphate, (C) pyrocatechol violet, (D) ATP. Conditions 50 µM ligand 4, 5 

mM ammonium acetate, 5% propan–2–ol, pH 6.8. (B) 200 µM sodium 

pyrophosphate (C) 200 µM pyrocatechol violet (D) 100 µM adenosine 5′–

triphosphate (ATP) disodium salt hydrate.  
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S3.3: n–ESI spectra of ligand 5 for (A) the apo form, and with: (B) 

pyrophosphate, (C) pyrocatechol violet (D) ATP. Conditions 50 µM ligand 5, 5 

mM ammonium acetate, 5% propan–2–ol, pH 6.8. (B) 200 µM sodium 

pyrophosphate (C) 200 µM pyrocatechol violet (D) 100 µM adenosine 5′–

triphosphate (ATP) disodium salt hydrate.  
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 S3.4: n–ESI spectra of ligand 7 for (A) the apo form, and with: (B) 

pyrophosphate, (C) pyrocatechol violet, (D) ATP. Conditions 50 µM ligand 7, 5 

mM ammonium acetate, 5% propan–2–ol, pH 6.8. (B) 200 µM sodium 

pyrophosphate (C) 200 µM pyrocatechol violet (D) 100 µM adenosine 5′–

triphosphate (ATP) disodium salt hydrate.  

 

 

 

 

 

ST 1: (log Ka) Values for solution UV experiments pH 7.4 5 mM HEPES 
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in the presence of 145 mM NaCl 8 reproduced from reference [51] 

 PPi PV ATP 

1 · Zn2   >9 8.4 7.2 

3 · Zn2   >9 8.8 7.2 

4 · Zn2   >9 8.5 8.8 

5 · Zn2   >9 9.0 6.7 

7 · Zn2   8.4 7.4 5.4 

Estimated errors in log Ka<0.2 
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S3.5.  Experimental (DTCCSHe) collisional cross sections for all macrocycles 

and ligands. Error bars represent standard deviation over three repeats. Apo 

form has been offset for clarity.  
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Supplementary information on calculation parameters  

The molecule, 4 was built using ChemDraw [74], and initially relaxed with no 

restraints using AVOGADRO’s MMFF94 parameters. The charges on the atoms 

were derived using the general AMBER force field (GAFF) and the antechamber 

AM1–BCC [76, 77].  

The water simulations were performed in a box and the edge of the box was ~10 Å 

with ~1100 TIP3P waters. The radial cut–off for non–bonded forces was 10.0 Å, and 

the particle mesh Ewald (PME) method was used to derive the electrostatic 

interactions [77].  All bonds involving hydrogen atoms were constrained at their 

equilibrium distance by applying the SHAKE algorithm37, and a time step of 2.0 fs 

was used. The density and temperature were equilibrated prior to solvation with 

gradual heating up to 300 K using Langevin dynamics with constant volume and 

temperature and damping coefficient of 5.0 ps–1 and weak harmonic potentials of 10 

kcal/mol/ Å2 for 200 ps. Production runs were carried out for 2 ns.  

The in–vacuo simulations were carried out with an “infinite” radial cut–off (i.e. cut = 

999 Å) for the non–bonded interactions. All bonds involving hydrogens were 

constrained with SHAKE algorithm, with the time step of 2.0 fs. Production runs 

were carried out for 5 ns.  

The trajectory was subsequently analysed with AmberTools; a total of ~50 models 

was extracted for each trajectory and the collisional cross sections were calculated 

using the trajectory method found in MOBCAL and projection superposition 

approximation (PSA) [81–83].  
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S3.6: Comparison between gas–phase and water molecular dynamics 

simulations. Top graphs represent gas–phase: a) root mean square deviation 

throughout the 5 ns MD run; b) collisional cross section vs. radius of gyration. 

Bottom graphs represent water: c) root mean square deviation throughout 2 

ns MD run; d) collisional cross section vs radius of gyration. Collisional cross 

sections were calculated using MOBCAL’s trajectory method with error bars 

representing the standard deviation. Experimental data is superimposed with 

standard deviation.  
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S3.7. Radius of gyration distribution (Å) through the simulation. Gas–phase 

molecular dynamics showed a wider range of conformational diversity than 

water simulations as shown by the wider spread of radius of gyration.   
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Appendix 3 

Supplementary information for chapter 4 

 

 

S4.1: n–ESI mass spectra of c–MYC (50 µM) and MAX (50 µM) in 100 mM 

ammonium acetate and 5% DMSO. m/z 1700–1900. Blue band indicates MAX 

homodimer, green c–MYC homodimer and pink the heterodimer.  
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S4.2: Collisional cross section distributions DTCCSDHe (Å
2) of the 5+ c–

MYC:MAX heterodimer (m/z 1424) (5 Vcm–1).  Intensity of DTCCSHe is relative 

to peak intensity in presence of ligand light grey D bound (intensity x5), grey 

two D bound (intensity x25), dark grey three D bound (intensity x25).  
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Appendix 4 

 

Supplementary information for chapter 5 

 

Max Sequence 

SDADKRAHH NALERKRRDH IKDSFHSLRD SVPSLQGEKAS  

RAQILDKATE YIQYMRRKNH THQQDIDDLK RQNALLEQQVR AL 

19–102 

 

Supplementary figures 

c–MYC and Max n–ESI mass spectra 

c–MYC was analysed from four different solutions to ascertain the conformational 

flexibility. Figure S5.1A (insert) shows c–MYC in 200 mM ammonium acetate 

displaying a very narrow charge state distribution centred on the 7+ charge state 

(m/z 1486) with a corresponding broad but singular conformation observed through 

ion mobility. This same conformation is evident for the flanking higher intensity 

charge states 6+ and 8+. There are higher charge states visible up to 12+ however 

they are at very low intensity. Solution conditions were lowered to 100 mM (S1B), 

20 mM (S1C), and 49:49:2 methanol:water:formic acid (S1D). Together these 

differing solution experiments show that c–MYC can exist across a wide range of 

conformations, but that under salty conditions the compact forms become more 

dominant. 

Figure S5.2 shows the spectra of MAX in 100 mM ammonium acetate. It displays a 

broader charge state distribution that c–MYC from 4+ through to 15+ and although 

there is also a bimodal distribution it is much more centred on the second envelope 

centred on 9+ (m/z 1288). 
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S5:1: 50 µM c–MYC collisonal cross section distributions DTCCSDHe (Å
2) under 

four solution conditions: A) 200 mM ammonium acetate, B) 100 mM 

ammonium acetate, C) 20 mM ammonium acetate and D) 49:49:2 

methanol:H2O:formic acid. X axis denotes DTCCSHe and Y axis denotes charge 

state.  

 

 

 

S5.2: n–ESI mass spectra of 50 µM MAX in 100 mM ammonium acetate 
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S5.3: n–ESI  mass spectra of c–MYC (50 µM) and MAX (50 µM) in 100 mM 

ammonium acetate with: (A) no ligands, (B) with 100 µM E, (C) with 100 µM A, 

(D) with 100 µM B and(E) with 100 µM C. Red squares refer to c–MYC 

monomers, blue squares MAX monomers, and hexagons c–MYC:MAX 

heterodimers 
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S5.4: n–ESI mass spectra of c–MYC (50 µM) and MAX (50 µM) with ds DNA 

(100 µM) in 100 mM ammonium acetate (A) no ligands, (B) with 100 µM E, (C) 

with 100 µM A, (D) with 100 µM B and (E) with 100 µM C. Red squares refer to 

c–MYC monomers, blue squares MAX monomers, green triangles dsDNA, 

pentagons c–MYC:MAX:dsDNA complex, and purple inverted triangles MAX 

homodimers. 
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S5.5: Collisional cross section distributions DTCCSDHe (Å
2) for the MMD 

complex. Sample conditions: 50 µM c–MYC, 50 µM MAX, 100 µM ligand and 

100 µM DNA from an aqueous solution with 100 mM ammonium acetate. 

Intensities are normalised within each ligand relative to intensity of m/z.  
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S5.6: Collisional cross section (DTCCSHe, Å
2) of MMD 13+. Sample conditions: 

c–MYC (50 µM), MAX (50 µM), dsDNA (100 µM) in 100 mM ammonium acetate 

and 100 µM ligand B. 

 


