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In this study we explore the feasibility of reconstructing the density distribution

of a cargo container to an appropriate degree using gravity gradiometry with the aim
of identifying the presence of fissile material.

The resulting inverse problem is highly ill-posed with a large null space and so
several techniques are used to attempt to achieve accurate and reliable solutions. A
level set method is employed to model the sharp discontinuities expected, built on the
use of radial basis functions.

Local and global optimisation methods are explored, including sparsity, gradient
descent and a genetic algorithm. Ultimately two optimisation methods, the method
of steepest descent and a genetic algorithm, are combined in an ensemble hybrid
algorithm that utilises information obtained about the eccentricities of this particular
problem to produce many solutions. The solutions are analysed in an effort to provide
an indicator for the presence of high density material whilst avoiding both false positive
and negative results.
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Chapter 1

Introduction

1.1 The inverse problem of gravimetry

A classical problem in Newton’s mechanics is the calculation of the gravitational po-

tential Φ due to the mass density field ρ inside a compact domain Ω, which can be

measured via the gravitational force ~f = ∇Φ. Gauss’s Law states that

∇ · ~f = −4πγρ (1.1)

where γ is the gravitational constant. Therefore Φ is also the solution to the Poisson

equation

−∆Φ = 4πγρ (1.2)

in R3 with vanishing conditions at infinity.

Usually the domain Ω represents a roughly spherical object (for example the Earth)

but we will be looking at a 3D cuboid representing a cargo container. Equation 1.2

describes the forward problem of calculating Φ based on the known density distribution

ρ inside Ω, with the added assumption that ρ = 0 outside Ω. This is well-posed and

the unique solution can be calculated using the technique of fundamental solutions

[33]

Φ(x) =

∫
Ω

k(x− y)ρ(y)dy, (1.3)

with the kernel

k(x− y) =
γ

|x− y|
. (1.4)

In the classical inverse problem of gravimetry one tries to find ρ(x) inside Ω from

g = ∇Φ given either on (part of) ∂Ω or at a set of discrete points outside of Ω. For

24
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example a sensor being put on planes flying over the area of interest in order to find

sharp discontinuities indicating pockets of salt [48], [53] or oil. This problem was first

analysed in Stokes in 1867 [77].

Existence and uniqueness of this inverse problem have been analysed in [44], [45],

[58], [83] and [40] amongst others. In [45] it states there is an absence of existence

theorems due to the range of operators for this problem not being closed in classical

function spaces. It also makes the point that there are numerical difficulties arising

from its stability under constraints is weak, resulting in very slow convergence for

iterative algorithms and so a build up of numerical errors.

The same book makes the point that for ∇Φ given on ∂Ω then, combined with

the vanishing conditions at infinity, the exterior Dirichlet problem for Φ outside Ω

can be solved. In fact Φ can be found uniquely outside Ω by the uniqueness in the

Cauchy problem for harmonic functions. Thus we can find ∂Φ/∂ν on ∂Ω ∈ Lip where

ν is the outward unit normal on ∂Ω, so we have Cauchy data on ∂Ω. As [40] puts it,

the “Dirichlet to Neumann map” for this problem can be obtained from a single data

measurement.

However this is not enough information to determine a unique solution. [83] con-

tains a theorem which requires geometric restrictions to be placed on the unknown

interior of Ω, with a similar theorem being stated in [44]. First restrict ourselves to

finding an unknown object D within Ω. Let D be a compact region in R3 such that it

is radially convex, which means that any straight line in R which passes through the

center of mass of D will intersect the boundary ∂D at exactly two points.

Next we need to place certain restrictions on the density distribution ρ. We require

it to be zero everywhere outside D and be a known non-negative density ρ(r) (in polar

coordinates) which is distributed spherically-symmetrically with respect to the center

of mass. For example a special case would be where the density is a known constant

ρ0 everywhere within D. In this case the unknown object D can be uniquely recovered

using the data recorded on ∂Ω.

If the convexity condition is weakened then uniqueness begins to deteriorate. For

the case where D is a spherical ball with known density the radius R (and therefore

D) can be uniquely recovered. However if a smaller ball with the same center of

mass is removed from D, creating an annulus of thickness R̂ < R centered on the
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center of mass, then uniqueness cannot be guaranteed. It is unlikely we will come

across examples which fit these narrow requirements, and so non-uniqueness will be

assumed.

Furthermore it turns out that the inverse problem is ill-posed in the sense of

Hadamard violating all three conditions stated by Hadamard for a well-posed problem:

(i) In general there exists a solution only if Φ outside of Ω belongs to a certain

function space of harmonic functions satisfying the Picard condition.

(ii) The Fredholm integral equation (1.3) has a quite large nontrivial null-space in-

volving anharmonic functions such that in general the solution is non-unique.

(iii) Even when restricting the solution to a subspace orthogonal to the null-space of

(1.3) the problem will be highly ill-posed.

A detailed discussion of these aspects of the inverse problem of gravimetry is given

in [62] and [63] with the latter relating it to the case of a (Coulomb) potential V

generated by an electric charge distribution.

While the discussion so far has highlighted the downsides of using gravimetry for

imaging the density content of compact objects, this technology has gained extreme

popularity in a variety of applications, in particular in geophysics and geodesy. [31]

goes into detail about many of them, for use in navigation and exploration in the past,

and [27] documents the increased use of gravity gradiometry. In such applications

either no alternatives are available that show less serious difficulties, or it is used

additionally to alternative techniques such as the imaging with electromagnetic or

seismic waves - see [67], [54], [84] and [41].

1.1.1 The inverse problem of gravity gradiometry

Recent improvements in measurement technology have suggested a closely related way

of obtaining gravity observations to be used for obtaining information on ρ. It turns

out that so-called full-tensor gradiometers that measure the three cartesian partial

derivatives of each of the components of f = ∇Φ are much less sensitive to certain

types of environmental noise (such as vibrations or random accelerations of the carry-

ing vehicles), with [9] comparing the improvement from the classical gravity gradiome-

ters to those historically used in submarines. These can provide extremely accurate
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measurements of a second order gradiometry tensor of the form

T = ∇∇Φ =


[
∂2Φ
∂x2

] [
∂2Φ
∂x∂y

] [
∂2Φ
∂x∂z

]
∂2Φ
∂x∂y

[
∂2Φ
∂y2

] [
∂2Φ
∂y∂z

]
∂2Φ
∂x∂z

∂2Φ
∂y∂z

∂2Φ
∂z2

 . (1.5)

See for example [19] and [30]. Since T is both symmetric and traceless, only five

components are required, namely those in square brackets. The corresponding data

can be described by a modification of (1.3) as

Tij(x) =

∫
Ω

K(x− y)ρ(y)dy, (1.6)

for i = 1, 2 and j = 1, 2, 3 with

K(x− y) = γ
3(xi − yi)(xj − yj)− δij|x− y|2

|x− y|5
, (1.7)

where all coordinates are Cartesian and δij denotes the Kronecker symbol (δij = 1

if i = j and δij = 0 otherwise) [80]. Uniqueness of this modified inverse problem is

discussed in [83]. It follows similar rules as discussed above for the gravimetry inverse

problem. In particular, also T has a large nontrivial null-space and the corresponding

inverse problem is highly ill-posed. As previously mentioned for gravity knowing T

on the surface is equivalent to using Cauchy data. Its advantage lies in the mentioned

stability with respect to certain types of noise along with an increased resolution over

the standard gravimetry technique.

Gravity gradiometry has been in use in geophysical applications already for quite

a long time for finding sharp discontinuities below the surface of the Earth [56]. Re-

cently it has been proposed for the application of the screening of cargo containers for

detecting concealed heavy fissile materials without the need of opening the containers

in [51] which as also explored in an MSc dissertation, forming the beginnings of this

study.

There are alternatives to consider other than using gravity gradiometry for imaging

cargo containers. However due to the metallic shell usually encasing a cargo container

there are problems when employing an electric or magnetic based imaging technique.

[50] is a study performed on the effect of steel casing on electromagnetic data and

finds there is increasing attenuation as the frequency increases, limiting the useable

frequency to around 300 Hz and therefore limiting the resolution.
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Imaging using gamma and x-rays has also been considered. However these run

into practical limitations when considering potential damage to biological or electrical

materials. In contrast gravity gradiometry imaging is non-destructive, as it measures

what is already there without any need for an outside source.

A more promising technique is that of muon tomography, which has recently been

studied with respect to imaging cargo containers in the last 10 years - see for example

[32], [78], [11] and [6]. By measuring the muons detected from cosmic rays it results in

a non-destructive scanning technique as it is measuring only what is already present.

Muons are highly penetrative and so shielding of nuclear material would not present

a problem.

The results look promising as [6] in particular contains details of a proof-of-concept

type apparatus and algorithm combination. The accuracy of results are based on ac-

curacy of muon momentum and time taken to detect muons. Using simulated data

based on sensor performance at 50% accuracy a uranium block of size 100mm ×100mm

×100mm surrounded by scrap iron can be detected after 5 minutes. Using true mo-

mentum information it takes only 3 minutes.

In comparison gravity gradiometry has mainly been used in geophysical applica-

tions, which is on a length scale of several hundred meters. In fact to my knowledge

after the initial paper [51] there does not seem to be further work performed for this

application. The next mention of using gravity gradiometry to scan cargo containers

specifically is a mention in [79], which cites the initial paper in a section detailing the

applications of gravity gradiometry and others. It is usually applied to imaging under-

ground, whether for oil, salt or water, on the larger length scales stated above. Using

it on a comparatively smaller length scale such as a cargo container provides its own

eccentricities compared to most of the geophysical applications studied previously.

It might be that both gravity gradiometry and muon scanning techniques have

limitations, whether it be non-uniqueness for gravity or required scanning time for

muons. A combination of the two approaches could prove fruitful in the future.
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1.2 Discretised inverse problem of gravity gradiom-

etry

For simulating an inverse problem of gravity gradiometry on a computer the forward

and inverse problem need to be discretised first as is performed in [51]. This gives rise

to a discretised inverse problem of the form

d = Gρ (1.8)

where d is the data vector indicating a discrete set of measurements of type (1.6),

ρ is a discretized form of ρ following a specific discretisation scheme, and G is the

corresponding sensitivity matrix representing a discrete form of the Fredholm integral

operator of the first kind (1.5) in the chosen discretisation scheme.

Notice that in [83] it is indicated that the matrix G would have maximal rank,

but that it is expected to be highly ill-conditioned reflecting the ill-posedness of the

underlying continuous inverse problem. The proof is in Theorem 7 of that paper but

it is mainly due to measurement errors. The null space would be the discrete version

of the kernel of the forward map. Instead there is an “approximately null” subspace

involving many eigenvalues relatively close to zero but none reaching it, resulting in a

highly ill-conditioned matrix.

Generating data by the same discretisation method as used for the reconstruction

comes with the risk of committing a so-called ‘inverse crime’ [25], [49]. In our proof-of-

concept-style case study, we circumvent this risk by using a twice as fine discretisation

level for generating the data than used when doing the reconstruction, giving rise to

the search of a generalized solution of the form

ρ∗ = argminρJ (ρ) (1.9)

with

J (ρ) =
1

2
‖Gρ− d‖2

2 (1.10)

and the assumption that

d = Gρtrue + noise . (1.11)

Additional regularization terms can be added to (1.9) as well. This problem has been

addressed in [51] amongst others, which uses Tikhonov regularisation and a logarith-

mic barrier technique [55]. Other possible optimisation techniques could include total
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variation regularisation [36]. In our work presented here we are instead using a model

based approach where we use a level set representation of ρ which allows for discontinu-

ities in ρ and at the same time adds regularisation to the problem. The final problem

incorporates radial basis functions and applies a combination of steepest descent and

genetic algorithm. Sources of note in these areas are [43], [53] and [59].

First to look at is [59]. This applies a local level set method for inverting gravity

gradient data.. It describes the merits of incorporating a level set approach for gravity

data - namely that we are dealing with closed irregular surfaces that are the boundary

of an underlying domain D. A reliable and robust parameterisation for the surface is

sought after, which is why the level set approach is chosen. It is able to change shape,

along with merge and combine while it evolves, with no required input to do so.

There are differences in the methodology chosen. For instance [59] deals with a

binary domain - looking for an unknown domain D of know density surrounded by

zero density everywhere else. So only one level set is required but it also has to be

initialised so that it encompasses a gravity center of a source. Therefore a weighted L1

regularisation is performed to find an initial starting point for the level set function.

Moving on to [53] which applies the genetic algorithm to gravity data. As with the

previous reference the domain is split into two (requiring only one level set function)

where the density inside D is known and is zero elsewhere. The reason the genetic

algorithm is used is to divide the domain into distinct values - this is due to the

difficulties involved in applying derivative-base minimisation techniques to distinct

regions. In comparison the use of a level set function creates a mapping from distinct

values to a continuous function that techniques can work on.

The genetic algorithm employed in this paper is mostly similar to that used in

this project. The only main difference is how much of the population is replaced

at each generation. Here all but one are replaced, whereas [53] replaces the half of

the population that fits the data the least. Both the genetic and steepest descent

approaches have been explored in this project, culminating in a combination of the

two.

Finally is the paper [43] which outlines the use of a colour level set approach and

advocates its use in locating small objects in a domain. It is looking for tumours

whereas we are looking for high density material but the aim is generally the same.
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The data used in the paper is microwaves and so different choices had to be made. For

instance the shapes of the domains and the structure within each domain is allowed

to evolve. For gravity data only the shape is allowed to be known, the structure of the

domain is assumed to be constant and known. Nevertheless this provided the basis for

the colour level set approach used in this project, with differences in the interaction

between level sets and the order of evolution. It also provided the idea of using a

two-stage reconstruction - first find a density distribution that suitably matches the

data without lead before using that as the starting point when looking for lead.

Notice that in our problem formulation the set of admissible solutions ρ are only

required to satisfy

‖Gρcoarse − G̃ρfine‖ ≤ ν (1.12)

where ν indicates the noise level of the data, G̃ is the sensitivity matrix on the fine

grid level acting on the fine grid representation ρfine and G is the sensitivity matrix

on the coarse grid level acting on the coarse grid representation ρcoarse.

During this study it was assumed that the only noise added to the data was that

generated by a difference in grid size when creating the data as opposed to recon-

structing the density distribution. At one point the plan was to add noise depending

on the possible gravity gradiometers that could be used, for instance [51] based the

noise level on commercially available gravimeters. However this is designed primarily

to be a feasibility study and so certain assumptions of ideal conditions had to be made

in order to reach some conclusions. Therefore no background noise was added for any

example shown.

The actual noise level can be difficult to define as it can depend on the unknown

density within the cargo container. For some of the approaches it was assumed that

as they slowed down or converged to a solution they had reached the full extent of

their capabilities, and therefore found a suitable solution. However once the genetic

algorithm was utilised it was more difficult to determine when it had sufficiently slowed

down. So a more experimental approach was taken. This involved using various

examples and comparing the data they made on the coarse grid to that on the fine

grid. This gave us the expected noise level for that specific example. Then this had

to be tied to an observable piece of data, which was the weight of the cargo container.

With enough examples a more accurate noise level could be found.
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This problem is still expected to contain a large number of admissible elements

ρcoarse that would qualify as potential solutions of the problem and that cannot simply

be discarded. The underlying assumption is that an equivalent formulation holds when

facing real data where then the fine grid level is replaced by a continuous level. In

both cases (fine grid level and continuous level generated data) we again end up with

an inherent non-uniqueness of the inverse problem that requires a special concept of

solutions to our specific problem setup looking for potential threats hidden in the

container. In particular, a single optimal answer satisfying a selected optimization

criterion might not be the solution of choice, since a threat might be represented by

a different member of the admissible set of solutions satisfying (1.12). The problem

rather requires us to specify in our chosen model whether a threat is likely to be present

or not, in a prescribed sense and considering more than one single member of the set

of admissible solutions, perhaps a linear combination.

1.3 The structure of the sensitivity kernel G

An array of sensors will be used on the outer edge of the cargo container in the form

of a sensor gate the cargo container passes through which can measure the gradient

of gravity in all three coordinate directions. Using the coordinates portrayed in figure

1.1 the cargo container will move in the negative y-direction, along a conveyor belt

type construction, thus creating an array of sensor locations on the top surface and

the two long vertical sides. The gravitational potential of a point source is known to

be

φ =
γ

|r − r0|
(1.13)

where γ = 6.67408 × 10−11m3kg−1s−2 is the gravitational constant, r are the coordi-

nates of the point source and r0 are the coordinates of the sensor.

Such measurements are stored in a vector d. This style of presenting the grav-

itational potential is also present in [13]. [70] states that gravimeters can measure

different combinations of these components, and looks into whether some measure-

ments might be favourable for short distances. We simply regard all 5 components as

equally valid, and so d will contain five pieces of data for each sensor.

Using more voxels in the finite element mesh gets us closer to the actual distribution
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and increases the resolution. However it leads to a more under-determined system of

equations, as we will most likely be physically limited by the number of sensor readings

we can take, which may depend on the sizes of sensors created for this purpose and

possible cost incurred. Also, increasing the number of voxels increases the size of the

matrix G. There are several matrix-vector multiplications at each stage in the level

set method that are unavoidable (due to the use of the forward problem at the very

least) and so the computational time increases. Therefore a balance must be found.

The sensitivity kernel G stores the relationship between the density ρ and the

observed data d. We begin by restricting our attention to a single sensor placed on

the top surface of the cargo container exactly at the center of the rectangular edge.

This provides five independent pieces of sensory data, each one a combination of all

voxels within the cargo container. The contribution of each voxel to the sensory data

is dependent on its relative location to the sensor, assuming all voxels are of equal size

and mass. The resulting plots of these contributions give us a greater understanding

of how each datum is influenced by the density distribution. Similar patterns can be

found in [72] and [85].

It may be possible to plot the entire domain for each case, but it is largely unneces-

sary due to the sharp drop of in intensity of the gravity gradiometric data. Instead we

have restricted ourselves to the most important parts of the cargo container. Figures

1.2 to 1.6 follow the coordinates shown in figure 1.1. Since the sensor lies directly

in between two slices of voxels in the y-direction (and also the x-direction) it seemed

necessary to include the cross-section of the cargo container one voxel either side of

the sensor in the y-direction. These make up the first two plots in each figure, with the

x and z coordinates increasing to the right and upwards respectively. The third plot is

the cargo container when viewed from above with the y and x coordinates increasing

to the right and downwards respectively.

Using these orientations we begin with figure 1.2, which is the component Txx,

relating to the second partial derivative of the gravitational potential in the x-direction.

Perhaps this is best explained using the equation for Txx as we find the 5 components

analytically. If we allow the three components of distance to be

x̄ = x− x0 (1.14)

ȳ = y − y0 (1.15)
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z̄ = z − z0. (1.16)

Then the first component can be written as

∂2φ

∂x2
= γ

2x̄2 − ȳ2 − z̄2

(x̄2 + ȳ2 + z̄2)
5
2

(1.17)

where γ is the gravitational constant. Due to the denominator this value is relatively

negligible at a certain distance form the sensor. Restricting ourselves temporarily to

the x-z planes at the top of the figure, this is where the distance in the y-direction is

as small as it can be. Restricting ourselves further to the top row of voxels means that

z̄ is also relatively small, and so above a certain distance x̄ in the x-direction from

the sensor, the data would behave roughly like |2/x̄3| and it does drastically increase

along the top row towards the middle from either direction.

These non-negative values also extend slightly into the y and z-directions, creating

faint spherical regions in the figures. As the distance x̄ becomes relatively small this

approximation breaks down, and the values for ȳ and z̄ take over to create negative

values. Practically this should make sense, as the x-component of gravity should

increase as distance decreases, but as soon as we reach a point under the sensor it

fall dramatically (to zero or relatively close depending on measurement accuracy),

resulting in a negative gradient component close to the sensors.

Figure 1.3 shows the same type of plots for the component Txy which is

∂2φ

∂x∂y
= γ

3x̄ȳ

(x̄2 + ȳ2 + z̄2)
5
2

. (1.18)

since this involves the coordinate directions of x and y the most drastic change occurs

in the x-y plane closest to the sensor, the lower plot. The placement of the sensor has

split the domain up into four quadrants, which is the effect of separating the x and

y-axis into two sections each. Let x− denote the half of the domain in the negative

direction from the sensor, which is the top half, and x+ be the half in the positive

direction, the lower half. Similarly let y− and y+ denote the left and right halves

respectively. Then the sign of the component Txy depends on what region we find

ourselves in - if the signs of x and y agree then Txy is positive and vice versa. This

creates the vertical and horizontal discontinuities seen in the figure. Using a continuous

domain instead of the mesh shown here would possibly smooth out the discontinuity.

Also of note is that the maximum intensity occurs close to the sensor, but with a slight



1.3. THE STRUCTURE OF THE SENSITIVITY KERNEL G 35

distance before beginning to converge to zero in the middle. In fact the discontinuity

is caused by a convergence to zero from different directions.

Moving onto figure 1.4 this involves the component Txz calculated by

∂2φ

∂x∂z
= γ

3x̄z̄

(x̄2 + ȳ2 + z̄2)
5
2

. (1.19)

The equation has the same format as 1.18, only with z instead of y, which should result

in a similar result depending on x+, x−, z+ and z− as defined above. However since

the tensor sits on top of the cargo container z− represents the whole domain resulting

in two distinct regions depending on x+ and x− only. Again agreement of the two

has a positive Txz and disagreement gives a negative Txz. This makes sense as the z

component of gravity would increase as we get close to the sensor and then rapidly

decrease, so in the positive x-direction Txz switches between positive to negative as it

passes the sensor.

Next is figure 1.5 for Tyy which is

∂2φ

∂y2
= γ

2ȳ2 − x̄2 − z̄2

(x̄2 + ȳ2 + z̄2)
5
2

. (1.20)

Again this is similar to a previous component, only this time it is 1.17 as the x̄ and ȳ

are simply swapped. The resulting plot is similar too - it has been rotated by 90◦ in

the x-y plane, resulting in reflective symmetry in the y-direction.

Finally we come to figure 1.6 for Tyz which is calculated to be

∂2φ

∂y∂z
= γ

3ȳz̄

(x̄2 + ȳ2 + z̄2)
5
2

. (1.21)

This has the same form as both 1.18 and 1.19 and most closely resembles figure 1.4.

Both make use of the z-component and so both only have two distinct domains, this

time the discontinuity occurs due to y− and y+.

The previous figures are useful in determining how one sensor is affected by the

domain, but our problem will use many sensors combining their data together. To

that end a test cargo container has been created where most of the domain has zero

density (a vacuum) with only one small cube roughly in the middle of size 30cm along

each dimension of density equal to 11g/cm3 (a small piece of lead).

A sensor gate has been used to collect data on the three sides as described previ-

ously and then collected into the five distinct components to form figures 1.7 to 1.11.
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Figure 1.1: Dimensions of the cargo container.

Figure 1.2: Plot of the cargo container
for Txx for a single sensor placed on top.
Top two are vertical cross sections, bot-
tom image is cargo container viewed from
top.

Figure 1.3: Plot of the cargo container
for Txy for a single sensor placed on top.
Top two are vertical cross sections, bot-
tom image is cargo container viewed from
top.

Figure 1.4: Plot of the cargo container
for Txz for a single sensor placed on top.
Top two are vertical cross sections, bot-
tom image is cargo container viewed from
top.

Figure 1.5: Plot of the cargo container
for Tyy for a single sensor placed on top.
Top two are vertical cross sections, bot-
tom image is cargo container viewed from
top.
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Figure 1.6: Plot of the cargo container for Tyz for a single sensor placed on top. Top
two are vertical cross sections, bottom image is cargo container viewed from top.

This time each voxel represents a single sensor located at its center. The orientation

of the figures emulates the cargo container being viewed from above, followed by the

two long vertical sides being folded up to create a type of projection to the 2D plane.

For all three plots the positive y-direction points towards the right. For the middle

plot the value of x increases as we move down the page. Similarly the value of z for

the top plot increases down the page whereas it increases up the page for the bottom

plot.

Beginning with figure 1.7, which equates to Txx everywhere, it has a similar struc-

ture to 1.2. In fact if we start with figure 1.2 and identify the small region of largest

magnitude in the middle, then we expand it to the edges of the cargo container, it

would resemble figure 1.7. The darker region has expanded across the top of the cargo

container as this would be directly above the object, resulting in a lower value for

x̄ compared to ȳ and z̄, thereby making Txx negative. However sensors on the sides

would have relatively large values for x̄, the largest of which would be in line with

the object, resulting in the largest magnitude. In this case the object is closer to the

vertical edge pictured at the bottom of the figure.

In figure 1.8 we see the equivalent plot of 1.3. The middle plot has recreated the

pattern seen in figure 1.3, albeit with less distinct discontinuities. Instead there are

bands along constant values for x and y, representing the location of the sensors in line

with the object in the x and y-directions. This is a rough indication of the location of

the object, approximately off center as shown in the middle plot. Also the distribution
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further away is more spread out, reaching the edges of the cargo container.

Figure 1.7: Plot of the cargo container
for Txx at the sensor locations when pro-
jected to a 2D plane.

Figure 1.8: Plot of the cargo container
for Txy at the sensor locations when pro-
jected to a 2D plane.

Figure 1.9 is the case for Txz and we see in the middle plot the same general pattern

shown in figure 1.4 previously, only now with the added plots above and below it which

show another band at a certain value of z as now the object has divided the domain

into z− and z+. Therefore the domain is split into four regions.

The component Tyy is shown in figure 1.10 and, as before, it is a rotated version

of 1.7. Since the cargo container is longer in the y-direction than in the x-direction it

is slightly easier to see how much the distribution from figure 1.5 has been extended

throughout the domain. Similarly figure 1.11 shows how the distribution from figure

1.6 has been extended and smoothed out to cover the whole domain, along with bands

indicating the location of the object in the y and z-directions.

Figure 1.9: Plot of the cargo container
for Txz at the sensor locations when pro-
jected to a 2D plane.

Figure 1.10: Plot of the cargo container
for Tyy at the sensor locations when pro-
jected to a 2D plane.
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Using only the above results we would be confident in predicting the location of an

object of high density material within the cargo container if we already knew it was

present. To be able to predict the presence of such an object we would have to compare

the above data to that created when the object is absent. Given that the rest of the

container is a vacuum removing the object will basically give us zeros for all pieces

of data, which would indicate absolutely zero objects in the cargo container, but this

case is entirely unrealistic. A more practical approach is to populate the background

of the cargo container with objects of varying density such that no region reaches

zero density (as air has a very low but non-zero density too). Below are two figures

1.12 and 1.13 created in the same way as before, both relating to the data component

Txx except that in figure 1.12 there is a lead object present which is absent in figure

1.13. There may be some tiny differences but to the human eye the two figures look

identical, and so more accurate and reliable techniques need to be explored in order

to determine the presence of lead or higher density material within a cargo container.

1.4 Building the matrix G

The sensitivity matrix G is an 5m×n matrix where m is the number of sensors and n

is the number of voxels. The way in which this was built was by using the analytical

solutions formulated previously in equations 1.17 to 1.21. That is the formulation used

for all examples seen in this project. It is possible errors were made when formulating

this and so it was compared to an alternative approach, that of finite differences.

A central finite difference scheme was used on the gravitational potential Φ from

1.13, with the boundary condition ∇Φ · n = 0 on ∂Ω, where n is the outward unit

normal and ∂Ω is the boundary of the cargo container. From this we obtain an

alternative sensitivity matrix that is applied to the density distribution ρ to make the

data.

The two sensitivity matrices Ga and Gd created using the analytical solution and

finite differences respectively were calculated using varying mesh sizes with a total of

96 sensors placed on the outside of the cargo container, at 0.1m distance from the

surface. Then one was subtracted from the other component by component. The

components of the resulting matrix were then squared and added together to find an
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Figure 1.11: Plot of the cargo container for Tyz at the sensor locations when projected
to a 2D plane.

Figure 1.12: Plot of the cargo container
for Txx at the sensor locations for a more
cluttered example.

Figure 1.13: Plot of the cargo container
for Txx at the sensor locations for a more
cluttered example without lead.
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approximation to the error. This value is plotted in figure 1.14 against various voxel

sizes, where the value on the x-axis represents the length of each edge of the voxel.

Figure 1.14: Comparison of sensitivity matrices built using analytical approach Ga

and finite difference approach Gd for different voxel sizes. The difference of the two
matrices was computed and then each component squared and added together to get
an error approximation. Only the data involved in calculating dxx is shown.

The idea behind this comparison is that both methods were computed separately.

When compared if something does not make sense then one method must be wrong.

If they seem to agree then it is unlikely that both will have the same sort of error, thus

increasing the likelihood that the original method of building is correct. The finite

difference scheme should become more accurate as the mesh becomes finer. As one

can see from the figure the error decreases as the mesh becomes finer as expected.

In addition to this I performed some preliminary analysis on where the largest

differences occurred. It was in close proximity to each individual sensor, which is

unsurprising given the results seen later in this project - each sensor acts like a sin-

gularity and so errors can increase in magnitude drastically. Similar data was found

when comparing the other 4 components of the tensor. It is therefore reasonable to

assume that the method used to create the data throughout this project is accurate.



Chapter 2

Level set method with a gradient

descent scheme

We have the cargo container as shown in figure 1.1 which we will denote with Ω. Our

search is for a small region of high density material within Ω if there is such a region

to be found. Denote this region D ⊂ Ω. The current unknowns are stored within the

density distribution ρ(x) for x ∈ Ω.

From here the logic is as follows. The most likely high density material is probably

iron/steel, especially since a cargo container is usually made of weather resistant steel

which is slightly below 8g/cm3. Also copper and nickel are approximately 9 g/cm3,

which may be present in certain cargo containers. In contrast fissile materials have

much higher densities. Uranium is around 19g/cm3 and plutonium is around 16 to

19g/cm3. A small amount of such materials would be dangerous, and it is unlikely we

will be able to detect an object of that size. What we can assume is that there will be

some shielding being utilised, such as lead which has a density of around 11g/cm3.

For instance let us assume that a piece of fissile material that fills one voxel requires

lead shielding of one voxel thickness in all directions (an assumption made by [51])R.

This creates a cube of 3 × 3 × 3 = 27 voxels, only one of which is fissile material.

Assuming all of the fissile material is uranium means the average density of the cube

is 11.3g/cm3. So our aim would be to instead look for lead and assume there will be

a sharp discontinuity between it and its surroundings.

Once we have reached above the density of copper, it becomes increasingly unlikely

for a cargo container to be transporting objects of higher materials. Many such objects

42
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are made of rare and precious metals such as silver (10.49g/cm3), palladium (12g/cm3),

gold (19.3g/cm3) and platinum (21.45g/cm3) among others. These shouldn’t show up

very often, and would usually be on the cargo manifest when they do. Therefore it is a

reasonable assumption to make that there will be a distinct jump between the density

of lead and the surrounding objects. Using this assumption we begin by separating

the domain into two distinct parts, with a known density in both,

ρ(x) =

 ρi for x ∈ D

ρe for x ∈ Ω\D
. (2.1)

Now the unknown is simply the domain D. We introduce the function φ : Ω→ R

φ(x) =

 φ(x) ≤ 0 for all x ∈ D

φ(x) > 0 for all x ∈ Ω\D
(2.2)

which is called the level set function corresponding to a domain D and has been used

in papers such as [68], [73], [57], [29] and [46].

Our priority is finding D, if it exists and so the structure of the region outside D(n)

is not as important, but that does not mean it can be neglected. It will contribute to

the gravity readings and so some approximation must be used for this region. It may

be that for certain cargo containers a single homogeneous density approximation of

everything outside D(n) is enough - namely cargo containers filled with a single type

of item. However this may not always be the case.

It may be that this approach can be combined with another approach, such as

x-rays to determine a starting point in such situations, and perhaps provide a useable

ρi for other less homogeneous cases. Later on this model will be made more complex,

but for now the aim is to find a sequence of functions φ(n) which define domains D(n)

respectively such that D(n) → D.

As mentioned in the background to the uniqueness of the solution this separa-

tion into distinct regions is somewhat necessary. It would be very difficult to image

the cargo container when both the shape and density of the objects are unknown.

Therefore the density is assumed to be a known value.
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2.1 Gradient direction

The idea behind a gradient descent direction is that we find a change δρ for ρ which

would reduce the cost functional i.e. J (ρ+ δρ) < J (ρ). The residual becomes

R(ρ+ δρ) = R(ρ) +Gδρ (2.3)

where R′(ρ) = G.

We define the inner product spaces

〈p, q〉P =
m∑
i=1

piqi and 〈c, d〉D =
n∑
i=1

cidi (2.4)

where m is the number of voxels and n is the number of data points.

Using 2.3 in (1.10) we obtain

J (ρ+ δρ) =
1

2
〈R(ρ) +Gδρ,R(ρ) +Gδρ〉D

=
1

2
〈R(ρ),R(ρ)〉D +

1

2
〈R(ρ), Gδρ〉D +

1

2
〈Gδρ,R(ρ)〉D +

1

2
〈Gδρ,Gδρ〉D

= J (ρ) + 〈R(ρ), Gδρ〉D +
1

2
〈Gδρ,Gδρ〉D

= J (ρ) +
〈
GTR(ρ), δρ

〉
P

+
1

2
〈Gδρ,Gδρ〉D (2.5)

where R′(ρ)∗ = GT is known as the formal adjoint operator of R′(ρ).

If we were adjusting ρ then this would be straightforward, but we are actually

adjusting the level set function. First let us imagine we have a level set function which

defines for us a domain D, and we use this to get the density distribution as defined

in (2.1). Furthermore we now have the boundary of D, ∂D which can be formally

defined as

∂D = {x ∈ Ω|φ(x) = 0}, (2.6)

or it can be more loosely defined as a narrow band of prescribed thickness where φ(x)

changes sign, or where ρ(x) has a sharp change in value. It can be enlarged by use of

an extension velocity, such as those explored in [2] and [52].

An extension velocity is a way in which the evolution of the interface can be mapped

to the rest of the domain, thus allowing the level set function to proceed faster. For

example the level set function used in [1] uses the fast marching method ([75], [76]),

which is a first order approximation for the velocity field near the interface.
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Due to the strictly local solution for the characteristics near the surface this can

lead to unexpected results. Therefore some work has been performed [24] in studying

these characteristics and accounting for them.

Choose a point x ∈ ∂D. Now move it a small vector y(x) away from itself to create

a new point x′ = x+ y(x). Doing so for all points in D will create a new domain D′

and boundary ∂D′. This is shown in figure 2.1.

Figure 2.1: Deformation of the boundary of domain D

In order to find δρ we can take the inner product with a test function f

〈δρ, f〉Ω =

∫
Ω

δρ(x)f(x)dx =

∫
symdiff(D,D′)

δρ(x)f(x)dx (2.7)

where symdiff(D,D′) = (D ∪ D′)\(D ∩ D′) is the symmetric difference of the sets D

and D′ - the region which has changed from domain D into Ω\D or vice versa as this

is the only region where δρ(x) 6= 0. This region is measure zero and so it can be

approximated to a line integral

〈δρ, f〉∂D =

∫
∂D

(ρi − ρe)y(x) · n(x)f(x)ds(x) (2.8)

where n(x) is the outward unit normal at x and ds(x) is the incremental arc length.

There are two observations to be made of equation (2.8). First only the normal

component of y(x) is required because if y(x) is perpendicular to n(x) then there

would be no deformation, simply a rotation, and symdiff(D,D′) would be empty.

Secondly we have used the fact that δρ(x) = ρi−ρe at the boundary point x ∈ ∂D.

Refer to figure 2.1. If the domain D expands outwardly, in the same direction of n(x)
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then a region which used to be equal to ρe is now ρi. Therefore the change is equal to

ρi − ρe.

We can rewrite it in the form

δρ(x) = (ρi − ρe)y(x) · n(x)χ∂D(x) (2.9)

where

χ∂D(x) =

 1 for x ∈ ∂D

0 for x /∈ ∂D
(2.10)

is known as the characteristic or indicator function.

Allow y to be both a function of x and of time t,

y = v(x)t (2.11)

where v(x) is known as the velocity field. Using this in equation (2.9) and inserting

it into equation (2.5) we get

J (ρ(t))− J (ρ(0)) = 〈R′(ρ)∗R(ρ), δρ(x, t)〉P

= 〈R′(ρ)∗R(ρ), (ρi − ρe)v(x) · n(x)tχ∂D(x)〉P (2.12)

or

δJ =

∫
∂D

R′(ρ)∗R(ρ)(ρi − ρe)v(x) · n(x)ds(x). (2.13)

We simply need to find a function F (x) = v(x) · n(x) such that δJ < 0. Some

alternative routes of calculating the gradient descent direction can be found in [59].

2.1.1 Method of steepest descent

Looking at (2.13) a possible choice is

FSD(x) = −(ρi − ρe)R′(ρ(x))∗R(ρ(x)) for x ∈ ∂D (2.14)

and this is known as the method of steepest descent. Substituting for v(x) · n(x) in

equation (2.13) we find it makes δJ negative, thereby reducing the cost functional.

The paper [17] looks into the functional analysis aspect of the method of steepest

descent, along with the level set method.
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To implement this we have to return to the idea of a level set function φ(x, t) which

varies over time. Restricting it to the boundary φ(x, t) = 0 and differentiating with

respect to time will tell us how the boundary distorts

∂φ

∂t
+∇φ · ∂x

∂t
= 0. (2.15)

Next we need to recognise the forms of both velocity function

v(x) =
∂x

∂t
(2.16)

and the unit normal to the boundary

n(x) =
∇φ
|∇φ|

(2.17)

then we can rewrite (2.15) as

∂φ

∂t
+ FSD|∇φ| = 0. (2.18)

A level set function evolves over time so it makes sense to use an iterative formula.

Start with an initial level set function φ(0) and enact a finite difference scheme using

a time step τ :
φ(1) − φ(0)

τ
= δφ(0) (2.19)

where

δφ = −FSD|∇φ|. (2.20)

Continuing like this over successive time steps gives us the overall iterative formula

φ(n+1) = φ(n) + τδφ(n) for x ∈ ∂D. (2.21)

The level set method is only supposed to be enacted on the boundary of the domain

D. However this can be problematic as the boundary can represent a very small region

in comparison to the whole domain, leading to very few changes at each iteration and

so it could take a long time to converge to a solution. Also it can be difficult to define

the boundary when using a finite element mesh since it is unlikely to find any voxels

where φ(x) = 0 exactly. Instead we identify the surface at which φ(x) changes sign

and use one voxel either side, thereby create a narrow band of voxels of thickness equal

to two voxels.
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An alternative sometimes used is

∂Dε = {x ∈ Ω| |φ(x)| < ε} (2.22)

for some ε > 0. Increasing ε will increase the region on which we enact change,

potentially speeding up the process. Also when we are restricted to the boundary

of the level set and the domain D at the current iteration is relatively small, it can

be difficult to recover an object further away. If the boundary region is extended, it

becomes easier to recover such an object. The limits of ε would depend on the usual

magnitude of φ(x) found near the boundary, which will change depending on location

and time.

Many aspects of the model would have to be considered in order to use a value for ε

with some certainty that it is valid. For instance the magnitude of the level set function

will affect this, and the magnitude changes at each iteration of the method. If we want

to we could remove all restrictions and allow the level set to deform everywhere in Ω.

This would mean it is entirely plausible to recover an object anywhere in the domain

in fewer steps. However there can be complications in this method as it reduces our

control over the evolution of the level set function.

No value for τ has been specified so far in the iterative scheme. The steepest descent

direction is calculated at the iteration n in order to find the level set at iteration n+ 1

and so, as is usual with finite difference schemes, the smaller τ is the more accurate

to the actual steepest descent path the method will be. It will also take longer to

converge and so larger τ values may have some merit, but they mustn’t be too large

or we run the risk of missing the minimum point.

τ should ideally be selected at each iteration and so some form of an adaptive

method will be the most obvious choice. We want to choose τ such that J is reduced,

but we don’t want the domain D to deform too much after just one iteration. If

there is drastic change it can be difficult to undo it if such change happens to be bad.

The exact method used for finding τ will be explored before any results are shown or

discussed. First some analysis on the model is required.
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2.2 Smoothing the update

A level set function can define a unique domain D, but a domain D can be defined using

many different level set functions, approximately represented in figure 2.2. One level

set function is steeper than the other, and so we have a chance to have a preference.

A steeper level set function is in some ways more stable, as it takes larger magnitudes

to increase/reduce it enough to change the domain. In contrast a smoother domain is

more easily adjusted and so a deformation is more likely. We want the domain D to

explore the cargo container before settling down, and so a smoother level set function

is preferable. Depending on the line search method implemented it is possible for the

update δφ to be too large, resulting in us jumping over the minimum. A smoother

level set function is easier to adjust and correct the problem.

Figure 2.2: Two level set functions defining the same domain.

One way to attain this is by creating a new cost functional specifically for δφ. Let

ψdat = R′(ρ)∗R(ρ) so that δφ = −(ρi − ρe)ψdat|∇φ|. Then a new cost functional is

Ĵ (ψ) =
a

2
‖ψ‖2 +

b

2
‖∇ψ‖2 +

c

2
‖ψ − ψdat‖2. (2.23)

ψ acts as a smoother alternative for the update δφ. The use of it can depend

on what we are attempting to model. For instance we might have highly oscillating

boundary features for φ, leading to erratic features on the boundary. The use of ψ

will smooth out the update δφ and the result is smoother and more regular boundary

features. If the level set function has been initialised to form a spherical D, then a

smooth more spherical shape could be retained throughout. Without smoothing this

spherical shape could deteriorate.

We are looking for a new ψ which minimises the above cost functional. There are

three parameters a, b and c to be aware of. The first, a, denotes how much we would
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like to minimise the magnitude of the update and b denotes how much we want to

minimise the gradient of the update. c allows us to stay relatively close to the original

update. The gradient direction is ((a+ c)I − b∆)ψ− cψdat. At a minimum this would

be equal to zero and so we can link the new update direction with the old using

((a+ c)I − b∆)ψ = cψdat. (2.24)

Choosing a = b = 0 and c = 1 would simply give us ψ = ψdat. Going forward we

fix c = 1 so that the magnitude of ψ stays relatively close to ψdat. Parameters a, b

and c are not mutually independent, as it is their relative magnitudes that make the

difference on the update. Also choose b = β ≥ 0 and a = α − 1 ≥ 0 and we end up

with

ψ = (αI − β∆)−1ψdat (2.25)

which is accompanied by the boundary condition ∇ψ · n = 0 on ∂Ω, the boundary

of Ω. In this reparameterisation α contains information on how much the magnitude

of ψ should be minimised, thereby also dragging it away from ψdat. β controls the

smoothness of ψ. However these could be combined further into γ = β/α, resulting in

a single smoothing parameter to find.

Alternatively we can find this via the inner product route. Let ψ ∈ W1(Ω), where

W1(Ω) = {ψ : ψ ∈ L2(Ω), ∇ψ ∈ L2(Ω), ∇ψ · n = 0 on ∂Ω} (2.26)

which is a Sobolev space [65]. Note that for φ ∈ W1(Ω) the trace of φ∂D (the zero level

set) is only within the intermediate Sobolev space W1/2(∂D) due to the trace theorem.

Therefore the degree of smoothness of the reconstructed shape boundaries ∂D lies in

between L2(∂D) and W1(∂D).

Next we use the weighted inner product norm

〈u, v〉W1(Ω) = α 〈u, v〉L2(Ω) + β 〈∇u,∇v〉L2(Ω) (2.27)

and then integrate by parts. This is easier to accomplish if we temporarily reduce to

one dimension, with boundaries occurring at x0 and xl which represent the boundaries

of Ω in one dimension.



2.3. MESH CHOICE 51

〈u, v〉W1(Ω) = α

∫ xl

x0

uvdx+ β

∫ xl

x0

∂u

∂x

∂v

∂x
dx (2.28)

= α

∫ xl

x0

uvdx+ β

[
∂u

∂x
v

]xl
x0

− β
∫ xl

x0

∂2u

∂x2
v (2.29)

=

∫ xl

x0

(
α− β ∂2

∂x2

)
uvdx (2.30)

where we have used ∂u
∂x

= 0 on ∂Ω. This is the equivalent of ∇ψ · n = 0 on ∂Ω. From

here it is a simple step to get to extend to 3 dimensions and since we have defined a

value for c we are now left with two values α and β to define in order to solve

(αI − β∆)ψ = ψdat (2.31)

for ψ where ψdat is the direction of the update.

Some sources such as [38] put forward an approximation to this smoothing update,

converting it to the heat equation using iterative time steps. This was explored to a

certain extent but was not implemented for any later examples. The reason for an

approximation can be due to speed, which can depend on factors such as the grid

chosen. For the current state of the project it was deemed unnecessary, but it might

become necessary if this approach is expanded upon for more complex grids. As such

it is left as an avenue for further research.

2.3 Mesh choice

Before we begin with the level set method first we must decide on which finite element

mesh to use. It is an important decision as it could potentially influence all future

results. Assuming we have actual gravitational data any finite element mesh will be,

at best, an approximation. Ideally we would choose the finest mesh possible, but there

are other concerns, the first being the time required to create and use such a mesh.

Eventually the limitations may not be very strict in regards to computational

power. However during analysis we will have to run the method many times and so

any speed advantage is welcome. For our analysis we need a setup which can run for

a relatively small timescale.

For both figures 2.3 and 2.4 a uniform mesh grid made up of voxel cubes was

used. For whichever voxel size specified on the x-axis the cargo container was filled
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Figure 2.3: Time taken to set up the sen-
sitivity matrices on varying voxel cube
sizes. Number of voxels depend on the
size of each voxel and range from 2000 to
432000.

Figure 2.4: Time taken for a matrix-
vector multiplication on varying voxel
cube sizes. The matrix G is a 5m × n
matrix where m is the number of sensors
and n is the number of voxels.

completely - bearing in mind the cargo container dimensions are 3m × 6m × 3m. So a

voxel that is 0.3m on each side resulted in a grid of 10×20×10 = 2000 voxels, whereas

a voxel of length 0.05m resulted in a grid of 60× 120× 60 = 432000 voxels. A random

density distribution was generated with non-zero positive values to make sure the all

voxels had a contribution to each sensor, and then this same density distribution was

used for all calculations.

The matrix G is a 5m × n matrix where m is the number of sensors and n is the

number of voxels. For each sensor 5 rows are built based on the 5 independent tensor

components. The analytical relations as shown in 1.17 and equivalent are used to

populate the matrix, with the center of mass of each voxel used as the location of the

gravitational point source and the sensor location also being assumed to be a point.

Thus the matrix holds the contribution of each voxel to each piece of sensory data.

Figure 2.3 show the time taken to set up the initial information under different

voxel sizes. Usually this would simply be the time taken to set up the sensitivity

matrix G, which would be true in a practical scenario. However we do not have access

to actual gravity data. Instead the usual practice under these conditions is to simulate

such data using a finer mesh than that used for the reconstruction, thus avoiding the

inverse crime. For each chosen mesh size, we have halved the length of each voxel and

used that to create the data. For instance the data will be created using a mesh size

of 0.15m if we need a reconstruction using voxels of size 0.3m. Therefore the set up

includes the creation of the sensitivity matrix used in the level set method, and the
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sensitivity matrix required to calculate the data any time we want to adjust the mesh

size.

As one can see from figure 2.3 this time shoots sharply upwards as the mesh size is

reduced. In fact there is a direct correlation. Halving the mesh size results in a cube

one eighth the size of the original. Therefore we require 8 times the number of voxels

and so it takes 8 times the time to set up. For instance using a mesh size of 0.1 requires

approximately 700 seconds to set up, and a mesh size of 0.05 requires approximately

5600 seconds, which around 90 minutes (in this case there are 63 sensors, meaning 315

pieces of data).

Since it is part of the setup, this only has to be preformed once and so it might not

seem very important for it to take 90 minutes. However this has an obvious effect to

the inversion process when we need to enact the forward problem. Figure 2.4 shows

the time taken for one matrix-vector multiplication under each mesh size. Using the

iterative method outlined we will have to, at the very least, perform one matrix-vector

multiplication at each iteration, with some methods requiring more than others, thus

there is a growing effect on the time taken. Time is not necessarily the only factor

when considering voxel size. It can also affect how well the density distribution fits the

data. A smaller voxel size should logically lead to a better fit, but this may not always

be the case. Tables 2.1 to 2.4 check some voxel sizes under a few different scenarios

and find them lacking.

Sensor distance=1m. Object size=0.5m.
Voxel size Locations found No. of possible locations % useable

0.3 1421 1539 92.3
0.2 1187 4732 25.1
0.15 3720 10693 34.8
0.14 10082 12636 79.8
0.13 12729 17200 74
0.12 11969 20286 59
0.11 20256 26450 76.6
0.1 37856 37856 100
0.09 34898 47824 73
0.08 38255 66309 57.7
0.075 80268 85544 93.8

Table 2.1: Number of locations within the domain where the actual cost functional is
smaller than one for no object placed at that location, with sensor distance=1m and
object size=0.5m.
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Sensor distance=1m. Object size=0.6m.
Voxel size Locations found No. of possible locations % useable

0.3 1421 1539 92.3
0.2 3118 4732 65.9
0.15 5225 10693 48.9
0.14 8291 10982 75.5
0.13 12079 15162 79.7
0.12 13886 20286 68.5
0.11 17460 23716 73.6
0.1 34375 34375 100
0.09 32551 43740 74.4
0.08 38653 61200 63.2
0.075 76035 79497 95.6

Table 2.2: Number of locations within the domain where the actual cost functional is
smaller than one for no object placed at that location, with sensor distance=1m and
object size=0.6m.

Sensor distance=1m. Object size=0.7m.
Voxel size Locations found No. of possible locations % useable

0.3 924 1152 80.2
0.2 1830 3888 47.1
0.15 6064 9216 65.8
0.14 8968 10982 81.7
0.13 10043 13284 75.6
0.12 12966 18000 72
0.11 16030 21168 75.7
0.1 31104 31104 100
0.09 30242 39884 75.8
0.08 44042 56347 78.2
0.075 65878 68231 96.6

Table 2.3: Number of locations within the domain where the actual cost functional is
smaller than one for no object placed at that location, with sensor distance=1m and
object size=0.7m.

Each of the four tables looks for an object of a different size. For each object size

the voxel sizes are adjusted to see if it can be found. Such voxel sizes don’t always

divide into the object size, but that could add to the information gained. Similarly the

voxel size doesn’t always divide into the dimensions of the cargo container. In those

situations as much of the cargo container is explored as possible. The object is then

placed at all possible locations and its chances of being detected tested i.e. whether

its presence fits the data better than the lack of an object.
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Sensor distance=1m. Object size=0.8m.
Voxel size Locations found No. of possible locations % useable

0.3 1088 1152 94
0.2 3216 3888 82.7
0.15 4489 7875 57
0.14 7903 9472 83.4
0.13 9318 11560 80.6
0.12 12030 15884 75.7
0.11 14587 18800 77.6
0.1 28037 28037 100
0.09 28039 36250 77.3
0.08 44248 51744 85.5
0.075 62040 63000 98.5

Table 2.4: Number of locations within the domain where the actual cost functional is
smaller than one for no object placed at that location, with sensor distance=1m and
object size=0.8m.

Voxel size Factor of % detectable
for data reconstruction voxels

0.075 2 16.4
0.05 3 100

0.0375 4 16.4
0.03 5 100
0.025 6 16.4

0.01875 8 16.4
0.015 10 16.4

Table 2.5: Percentage of the domain where the object can be detected using different
voxel sizes for the data.

Looking at tables 2.1 to 2.4 it is hard to discern a possible pattern. A voxel size of

0.1m will work for all these cases it seems, and 0.1 is a factor of all the object sizes.

However there are voxel sizes which are also factors of some of the object sizes which

do not achieve the same level of success. Therefore it cannot simply be a link between

object and voxel size, there must be another factor. These are simple cases but further

simplification is required in order to reach a conclusion.

We begin by fixing the voxel size for the reconstruction to be 0.15m. Then we place

a single sensor on the top of the cargo container in line with the center of mass of a

voxel rv. Following that we vary the voxel sizes when creating the data to compare the

reconstruction to - call these the data voxels as opposed to the reconstruction voxels.

The results are in table 2.5.
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The voxel size chosen is 0.15m, with a finer mesh used to create the data. So far

the data voxels have been half the length of the reconstruction voxels (one eighth the

volume). Refer to table 2.5.

It seems that those data voxels whose length is an odd factor of the length of the

reconstruction voxels give complete coverage, whereas those with an even factor do

not. The results improve as we move the sensor away from the center of mass. So it

seems to be an experimental error brought on by a mismatch between the data voxels

and reconstruction voxels, and one we need to be very careful of. It is difficult to say

for certain whether such an error will appear when using actual data. Based solely on

what we have here it seems to be dependent on the data voxels, which don’t exist in

a practical scenario and so it’s possible the error is not present in this case. However

we don’t have access to actual data and so we must find a way to remedy this error

for the purposes of our analysis.

Although it is not included in table 2.5 this was also repeated using the same grid

for the data as for the reconstruction (meaning the factor of reconstruction voxels

would be 1). The object was found everywhere within the cargo container. This

matches up with the trend seen in th table where it seems to work fine for odd factors

but not even.

2.3.1 Distance between sensors and cargo container

In the previous section we looked at the placement of the sensors on the surface of the

cargo container and found it to be tricky under most set ups to find an object in the

reconstruction. This was due to a sensor acting like a singularity. Placing the sensor

a certain distance from the surface should alleviate some of the effects of this.

The sensor grid is modelled as if each sensor exists at a point in space, essentially

floating in a vacuum outside the cargo container as it is assumed there is zero density

in between the sensors and the cargo container. The coordinates of each sensor point

is used in the building of the sensitivity matrix G. Also the region extending from the

sensor and beyond is assumed to be a vacuum. In reality there would be air, other

sensors and many possible sources of interference. Here we focus instead on ideal

conditions extending from the cargo container outwards.

Tables 2.6 to 2.9 are recreations of the setups shown in tables 2.1 to 2.4, only now
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Sensor distance=1m. Distance from container=0.1m. Object=0.5m.
Voxel size Locations found No. of possible locations % useable

0.3 1539 1539 100
0.2 4277 4732 90.4
0.15 10610 10693 99.2
0.14 12636 12636 100
0.13 17200 17200 100
0.12 20280 20286 99.97
0.11 26450 26450 100
0.1 37856 37856 100

Table 2.6: Percentage of locations within the domain where the object is detected, with
sensor distance=1m, space between sensors and container=0.1m and object size=0.5m.

Sensor distance=1m. Distance from container=0.1m. Object=0.6m.
Voxel size Locations found No. of possible locations % useable

0.3 1539 1539 100
0.2 4732 4732 100
0.15 10693 10693 100
0.14 10982 10982 100
0.13 15162 15162 100
0.12 20286 20286 100
0.11 23716 23716 100
0.1 34375 34375 100

Table 2.7: Percentage of locations within the domain where the object is detected, with
sensor distance=1m, space between sensors and container=0.1m and object size=0.6m.

the sensors are placed a distance of 0.1m away from the cargo container. There is

a noticeable improvement as most situations lead to complete coverage of the cargo

container. Those that don’t achieve complete coverage are using relatively large voxel

sizes. Using the smaller voxel sizes of around 0.1m should be sufficient. From a

practical standpoint it makes sense to have a buffer between the sensors and the cargo

container as the container will be moving, increasing the risk of damage to the sensors.

Due to the reduced penetration power of gravity gradiometry it would be preferable

to place them as close as possible to the surface of the cargo container. After testing

a range of values it was found that a distance of 0.1m from the surface of the cargo

container is sufficient to achieve complete coverage of the domain when using most

expected voxel sizes. An assumption has been made that this will be a sufficient

distance to reduce the risk of damage to the sensors.

An interesting result is that of the first two lines in table 2.8 where the % useable
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Sensor distance=1m. Distance from container=0.1m. Object=0.7m.
Voxel size Locations found No. of possible locations % useable

0.3 988 1152 85.8
0.2 3836 3888 98.7
0.15 9216 9216 100
0.14 10982 10982 100
0.13 13284 13284 100
0.12 18000 18000 100
0.11 21168 21168 100
0.1 31104 31104 100

Table 2.8: Percentage of locations within the domain where the object is detected, with
sensor distance=1m, space between sensors and container=0.1m and object size=0.7m.

Sensor distance=1m. Distance from container=0.1m. Object=0.8m.
Voxel size Locations found No. of possible locations % useable

0.3 1152 1152 100
0.2 3888 3888 100
0.15 7875 7875 100
0.14 9472 9472 100
0.13 11560 11560 100
0.12 15884 15884 100
0.11 18800 18800 100
0.1 28037 28037 100

Table 2.9: Percentage of locations within the domain where the object is detected, with
sensor distance=1m, space between sensors and container=0.1m and object size=0.8m.

is noticeably less than 100. This was most likely due to an inadequacy of the voxel size

chosen and the approximation method followed. The reconstruction voxels were of size

0.3m which, when used to approximate an object of size 0.7m, actually only creates

an object of size 0.6m in the reconstruction. In contrast the data voxels were of size

0.15m, which approximates the actual object with another object of size 0.75m. There

is a noticeably difference between the two lengths in the reconstruction as opposed to

the data voxels. Similarly using a reconstruction voxel of size 0.2 with data voxels of

size 0.1m leads to an object of size 0.6m contrasting against an object of size 0.7.

This is also seen in table 2.6. Other tables will have mismatches but not to same

extent as any difference in size is cubed when considering volumes as we are.
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2.4 Line search method

In this section we will be focusing on the different aspects of the level set method

described in previous sections, using results to explain choices throughout the method.

Back in section 2.1.1 it was mentioned that the method works only on the boundary

of the object but that could be extended. It also warned of the reduction in control if

taken too far - there is a limit to how far the boundary can be extended. For example

refer to figure 2.5 which shows a cross section of the cargo container at 2.6m along

the long edge. Here we have set up a case for the level set method using a voxel size

0.1m and a sensor spacing of 0.8m in relation to each other. No smoothing has been

applied, and so α = 1 and β = 0 (see section 2.2). The initial level set function is not

important as we are mainly concerned with the regions of high δφ, which in this case

are those towards the edge of the container, at the positions of the sensors. Basically

this is where the main update will occur and so we will most likely end up with objects

clustered around the sensors in the reconstruction, missing the actual object.

Compare this to the case shown in figure 2.6, which is the same problem except δφ

only acts on the boundary of the object. The initial level set φ is more clearly seen - it

resembles a circle centered on the center of the cross section. As stated in section 2.1.1

the boundary is extended to either voxel around φ = 0, effectively making a boundary

of two voxels thickness, which is more clearly shown in this figure. In this case the

method is working to reduce the size of the recovered object, and does not appear to

be affected by the sensors at this time, giving us more control over the evolution of

the level set. Therefore this approach is preferable.

Figure 2.5: δφ is not restricted to δD,
using α = 1, β = 0.

Figure 2.6: δφ is restricted to δD, using
α = 1, β = 0.

This does not preclude the use of some extension of the boundary in some future
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work, as carefully chosen α and β can help matters. Refer to figure 2.7, where now β

has been increased to β = 2, which guides δφ towards a smoother function, but with

no alteration to the magnitude as α = 1. Note how every point works to increase φ

and so now the object could be less likely to end up near the sensors, but that also

depends on subsequent iterations.

We must be careful as there are several choices to be made here. For instance

the choice of the starting point can now influence where the method takes us. Also

now that we have more control over the evolution of the level set it may be we are

keeping it away from certain areas such as the sensors - the restriction leading to

the other extreme by shifting the blind spots to the sensors. A balance must be

achieved. Perhaps in the future a suitable extension velocity could be utilised in

certain situations.

By adjusting both α and β we now have a wealth of opportunities to explore, but

we have to be careful, as shown in figure 2.8. Here α = 2 (with β = 2 remaining fixed),

and now we find negative values of δφ in the corners of the cargo container, meaning

objects are now drawn to those areas instead. Together these figures show that careful

manipulation of α and β can improve our results, but can also lead to errors creeping

in.

As a side note, both figures 2.7 and 2.8 have a slight change in δφ in an annulus

of one voxel thick around the edge. This is due to the use of |∇φ| in δφ. The function

used is smooth up to the first derivative in the domain. However the boundary encoded

in the central finite difference method used is ∇φ ·n = 0, meaning that it is no longer

smooth at the boundary, hence the sudden change.

Figure 2.7: δφ is not restricted to δD,
using α = 1, β = 2.

Figure 2.8: δφ is not restricted to δD,
using α = 2, β = 2.
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Next we move onto the initial φ. It would be advantageous to initialise φ close to

the actual solution, but that could result in an incorrect reconstruction if we begin the

method in such a way. We don’t know much about the inside of the cargo container,

but hopefully it might be possible to learn something before we start.

The gradient of gravity can give us a good resolution of the object, but little

to no penetration power. In contrast measuring the gravitational field gives us good

penetration but not so much resolution. If we start with a sweep using the gravitational

field it could provide us with a general region of where to look. Unless we start to

introduce other detection techniques the only other measurement we can take is the

weight of the cargo container, which could also provide us with useful information.

To illustrate the overall process of the evolution of the level set function refer to

figure 2.9. Say some early results indicate the object is most likely somewhere in

domain D1. It might not be a circle (or a sphere in the case of the cargo container)

but we can approximate it as one for now. So we make a starting point φ1 which

approximates the domain D1.

Next we enact the level set method using a suitable line search. The evolution

then usually fits into two stages. It is likely (and possible favourable) that we have

overestimated the region in which the object lies, and so the first stage involves a

reduction of the region, leading to a new domain such as Dk. If we are relatively

accurate with our original assumptions Dk may be the actual object location, in which

case the method stops. On the other hand, let Dn be the actual object location, and

so we require Dk to move to Dn. There is a small region just outside the boundary of

Dk on the side closest to Dn which therefore needs to change i.e. the function φ must

switch from positive to negative in this region.

Given that in this case φ has switched from negative to positive already in stage 1,

how positive it is depends on the line search method used in stage 1, or more precisely

the magnitude of the step size τ . Sometimes it is tempting to use larger values for τ

in stage 1 to minimise the cost functional more in a given steepest descent direction as

this causes the object to change faster. However use of larger τ means larger gradients

in φ so we may have to use even larger τ in stage 2 to adjust accordingly. Hence it is

safer if we restrict τ to smaller values in stage 1.

Another problem occurs in stage 2 as the cost functional becomes flatter. For
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Figure 2.9: A simple representation of the changing of domains.

the moment let us instead look at a one dimensional domain defined by a level set

function as shown in figure 2.10. The domain is the region where the level set function

is negative. Let us consider the instance where the domain must move in the positive

x-direction. If we are in stage 2 we can assume the domain is relatively small, usually

small enough that it can all be considered to be on the boundary. So it is entirely

possible for the object to disappear, as it has done in figure 2.11. At this point there

is nowhere left for the method to go, and so it would halt.

In our experiments this usually corresponded to τ not being large enough. Instead

using a larger τ can lead to something more like in figure 2.12. Here the original object

has disappeared but a new object has formed too, in one jump from figure 2.10. Since

the cost functional is flat there could be a range of values for τ which give us figure

2.11. Therefore during stage 2 larger τ were allowed to be used than in stage 1.

Figure 2.10: Starting
point for a level set func-
tion.

Figure 2.11: Possible level
set function after k itera-
tions.

Figure 2.12: Possible level
set function after n itera-
tions.

As an example of the method working we have included figure 2.13, which rep-

resents a cross section of the cargo container. It is a simple example where the an
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object of size one voxel and density 10g/cm3 is placed near the edge of the container

and surrounded by a constant density of 1g/cm3, as shown in the top left figure. The

method works in units of g/m3, which is why the density is portrayed as a magnitude

of 106. The second figure is the initial guess and the object evolves as we move along

the top row, and carry on to the bottom.

There is no smoothing in this example. Stage 1 has been skipped over, which ends

at 220 iterations, and took longer than expected as the size of τ was restricted to try

and keep the magnitude of φ low. After this we can follow the movement of the object

in the positive z-direction (using the same coordinates defined in figure 1.1). Stage

2 is relatively fast, only taking around 40 iterations during which the object creeps

slowly towards the top edge of the cargo container. At it’s conclusion the object resides

relatively close to it’s actual position. It never actually reaches the top edge, which is

most likely a result of the singularity-type effects as we approach a sensor location.

Figure 2.13: Level set method at various stages. Top-left is actual location. Second
from left on top is the starting point and it continues right from there. Each image is
a cross section of the cargo container taken at 3.4m along the longest length and each
cross section is 3m ×3m.

At each iteration when the steepest descent direction δφ has been found, the line

search implemented finds the approximate ideal step length in the following way, which

requires an input of τres and initial τmax.

Such a method is relatively simple and it increases in complexity in later sections

but it suffices for our current requirements. τres is a value decided upon before, usually

τres = 0.01. If under a given τmax the line search method simply returns τ = 0 then

τmax is increased by a factor of 10, up to a proposed maximum of τmax = 106 (the
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Algorithm 1 Find τ

1: procedure Find τ
2: while τmax > τres do
3: Calculate τint = τmax/10.
4: for i=1:11 do
5: τi = (i− 1)τint
6: φi = φ+ τiδφ
7: Calculate Ji using φi

8: Choose τ = τi such that Ji is the minimum.
9: if τ = 0 then τmax = τint
10: return τ

usual starting value is τmax = 100).

There are other checks within the method, for instance if the object is disappearing

under a given τ then it instead looks for a τ corresponding to the second lowest cost

functional. It might not be the most efficient way to do it but for now it provides

useable results.

Figures 2.14 to 2.19 show a few more results. All contain a cube of size 2× 2× 2

voxels, equating to a length of 0.2m on one side, but only one slice (one voxel thickness)

was chosen in each case. Smoothing was used on some reconstructions but to keep

results simple α = 1 was used for all so the magnitude wasn’t altered. The initial

domain was the same for all results, comprising of spheres set in the middle of several

slices similar to that seen in 2.6, but placed at certain intervals in the y-direction.

Put together like this they comprised a tube running in the y-direction whose radius

oscillates and has a maximum value of 1. In the following results this is used to simulate

the effects of both not knowing where an object is and using a possibly wrong starting

position.

Moving on to the results figure 2.14 shows an object close to the middle of slice 6,

but slightly below and to the right. The reconstruction is shown in figure 2.15, where

the object has been found in approximately the right location and it has the correct

shape, so in this case the method has worked.

Compare that to the object shown in figure 2.16, which rests on the bottom of

the cargo container, one of the furthest places away from the sensors as possible. The

reconstruction, figure 2.17, does not quite manage to find the correct location of the

object. This is not necessarily a bad result as it correctly identifies the actual presence
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Figure 2.14: Actual location of the object
in slice 6.

Figure 2.15: Reconstruction of 2.14 using
β = 0.

of an object, and gets the distance in the y-direction correct.

Figure 2.16: Actual location of the object
in slice 20.

Figure 2.17: Reconstruction of 2.16 using
β = 0.

The location can be improved by managing to place sensors on the bottom of the

cargo container, as shown in figure 2.18. If that is not possible then simply using a

different starting position can help, but then we could be using prior information we

don’t have access to.

Finally we move onto figure 2.19. This is working on the object shown at the start

of figure 2.13 where the object is close to the sensors on the top of the cargo container.

In that previous case the object was found rather easily, by use of a proper starting

point for that example. In the current example something has gone wrong - not only

is it stretched towards the middle, other objects remain in the reconstruction, which

are not shown here.

Usually when the object starts to home in to it’s actual position it doesn’t leave

anything at it’s starting point. Unfortunately if during it’s journey the object gets

within a certain distance of the sensors, other regions of the container cease to change.

The high sensitivity near the sensors overrides anything else. This is the reason to

stay clear of the sensors for as long as possible.
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Figure 2.18: Reconstruction of 2.16 using
β = 0.003 and sensors on bottom of cargo
container too.

Figure 2.19: Reconstruction of 2.13 using
β = 0.

As said above there are ways to ensure we get closer to the actual solution and so

this is not much of a problem for the case of two distinct regions of the cargo container.

However it will become more of a problem in a more complex case, when there will

be regions of smaller densities possibly controlling the evolution of the rest if they get

too close to a sensor.

This can lead to blind spots being generated that were not present at an earlier

stage of the inversion process - certain objects masking others. It can get worse as

the voxels become smaller in size as this allows them to get closer to the sensors -

creating something more akin to a singularity. Some alternatives could be sought such

as a non-uniform mesh - perhaps the voxels could be larger in close proximity to the

sensors to keep the gravitational point source a certain distance away.

Something else worthy of mention is the lack of sensors around the domain in this

case. It was shown that the inclusion of sensors on the bottom of the cargo container

can improve the results for objects in that region. Alternatively we could simply add

more to the 3 sides that currently have some. It could be that the localisation errors

seen in the results are a result of the sensors. In which case it might not be simply

the number of sensors but also the relative locations. A non-uniform sensor mesh may

provide interesting results. This is an avenue for further study.

Now we have two parameters to define, but we can simplify it further. We can

combine the two parameters into one, since what seems to matter more is the relative

size of the parameters. Let γ = β
α

. Then instead we use

ψ = (I − γ∆)−1ψdat. (2.32)

As was stated previously there is some dependence between α and β, this simply takes
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advantage of it to reduce the number of unknowns.

2.5 The usual colour level set

A simple level set method involves defining two domains by the use of one level set

function. The colour level set is the method by which we define more domains using

several level set functions. Let us extend to using two level set functions φ1 and φ2.

Then the following domains can be defined

• D1 = {x : φ1 ≤ 0 and φ2 ≤ 0}

• D2 = {x : φ1 ≤ 0 and φ2 > 0}

• D3 = {x : φ1 > 0 and φ2 ≤ 0}

• D4 = {x : φ1 > 0 and φ2 > 0}.

Each domain Di has an associated density ρi, which is assumed to be constant

throughout. Next define the Heaviside function

H(φ) =

 1 if φ > 0

0 if φ ≤ 0
. (2.33)

then the density distribution can be written as

ρ(x) = ρ1(1−H(φ1))(1−H(φ2)) + ρ2(1−H(φ1))H(φ2) (2.34)

+ρ3H(φ1)(1−H(φ2)) + ρ4H(φ1)H(φ2). (2.35)

Now we can redefine the cost functional as

J (φ1, φ2, ρ) =
1

2
||R(φ1, φ2, ρ)||2. (2.36)

Our aim is to find forcing terms

f1 =
dφ1

dt
and f2 =

dφ2

dt
(2.37)

such that J is reduced. Differentiating with respect to t gives us the partial derivatives

dJ
dt

=
dJ
dρ

∂ρ

∂φ1

dφ1

dt
+
dJ
dρ

∂ρ

∂φ2

dφ2

dt
. (2.38)
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Using equation (2.35) and remembering that the differential of the Heaviside func-

tion is the delta function we find

∂ρ

∂φ1

= δ(φ1)[(ρ3 − ρ1)(1−H(φ2)) + (ρ4 − ρ2)H(φ2)] (2.39)

∂ρ

∂φ2

= δ(φ2)[(ρ2 − ρ1)(1−H(φ1)) + (ρ4 − ρ3)H(φ1)]. (2.40)

Proceeding using inner products as before we get

dJ
dt

=

〈
R′(ρ)∗R(ρ),

∂ρ

∂φ1

f1 +
∂ρ

∂φ2

f1

〉
(2.41)

and therefore the gradient directions are

f1 = −(R′(ρ)∗R(ρ))
∂ρ(φ1, φ2)

∂φ1

(2.42)

f2 = −(R′(ρ)∗R(ρ))
∂ρ(φ1, φ2)

∂φ2

. (2.43)

Due to ρ being dependent on φ1 and φ2 the act of changing one will have a knock-

on effect for the other. Altering φ1 would change ρ and therefore the residual and the

gradient direction for φ2. So one could formulate f1 and then apply it, followed by a

formulation of f2 before applying it and repeating. Or one could formulate both and

apply them both at the same time. This would be a slightly less strict steepest descent

direction approach as a reduction for the cost functional in either one individually does

not necessarily mean a reduction when both are applied at once. However it is faster

to apply both and so this approach should not be easily dismissed.

An interesting aspect to this approach is that domains can disappear and reappear.

For example, using the above define domains, it is possible for domain D1 to disappear.

However as long as both φ1 and φ2 create boundaries to work on, it is entirely possible

to D1 to return, but this won’t be allowed to happen as it will reduce the control we

have on the situation and attempting to identify allowable situations is complex and

time consuming. We could go even further with the evolution. High density material

is our focus and so we can estimate how dense it should be given a sufficient amount

of lead shielding, which could be imposed upon the level set method easily.

2.6 Altered colour level set method

Anything of density lower than lead is unimportant to us and so we could attempt

to approximate such density regions based off what we know of an average cargo
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container. A good estimate for different domains could be

• D1 for objects of density close to 0g/cm3 (air/wood)

• D2 for objects of density around 2g/cm3 (plastics, some metals)

• D3 for objects of density around 8g/cm3 (iron, steel)

• D4 for objects of density around 11g/cm3 (lead).

These are simply rough estimates, for instance air and wood have been both added

to domain D1 because neither is important. The actual density of air is around

0.00125g/cm3 and different types of wood have varying densities. If we are to as-

sume the majority of wood found in cargo containers are the stacked pallets which are

usually made of either oak or pine then the usual density is approximately 0.6g/cm3.

Therefore the above approximation should suffice.

[43] proposes an alteration to the general colour level set method, one which uses

more than 2 level set functions for 4 domains. Applying this to the set up above we

could define

• D1 = {x : φ1(x) ≤ 0}

• D2 = {x : φ1(x) > 0 and φ2(x) > 0 and φ3(x) ≤ 0}

• D3 = {x : φ1(x) > 0 and φ2(x) > 0 and φ3(x) > 0}

• D4 = {x : φ1(x) > 0 and φ2(x) ≤ 0}.

The reason for the use of 3 level set functions for 4 domains is to give us the

freedom of splitting up the inversion process into two stages. During stage 1 we look

for 3 domains D1, D2 and D3 which requires the use of 2 level set functions. D4 is

currently neglected. After stage 1 has finished converging we should be left with a

possibly smoother (in a sense of maximum magnitudes rather that a smoothing of

distinct domains) reconstruction of the cargo container. This can give us a suitable

starting point for stage 2, thus avoiding some of the possible false results.

For instance it could be assumed that a high density object would present itself as

part of domain D3 during the first stage, so the second stage could be initialised by

portioning off part of domain D3 into D4. Then we could simply allow to method to
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evolve to see how it reacts. It could attempt to remove D4 in which case there may not

be any high density material. The aim is to reduce the number of unknowns further

and attempt to get closer to an accurate solution. It showed good results in [43] for

small tumours and so could be worth exploring for this application.

Using the same method as in the previous section we find the forcing terms fi for

the corresponding φi are:

fi = −(R′(ρ)∗R(ρ))
∂ρ

∂φi
(2.44)

where the differentials are as follows:

∂ρ

∂φ1

= δ(φ1) [−ρ1 +H(φ2)(ρ2(1−H(φ3)) + ρ3H(φ3)) + ρ4(1−H(φ2))] (2.45)

∂ρ

∂φ2

= δ(φ2)H(φ1) [ρ2(1−H(φ3)) + ρ3H(φ3)− ρ4] (2.46)

∂ρ

∂φ3

= δ(φ3)H(φ1)H(φ2) [ρ3 − ρ2] . (2.47)

Using these forcing terms, along with an appropriate line search method, we can

create an iterative method which provides us with a solution.

2.6.1 Inexact line search method

As discussed in a previous section, a proper line search method can be computationally

expensive or, like the one used previously, relatively inefficient. An alternative to this

is to used an inexact line search - one which doesn’t necessarily find a minimum point

in the decent direction, but a point which sufficiently reduces the cost functional. The

Wolfe conditions are a tried and tested method of ensuring convergence to a minimum

point.

We are trying to minimise the cost functional J (ρ), and so we calculate a descent

direction δρ. We need to find a step size τ such that J (ρ+ τδρ) satisfies the following

conditions:

1.

J (ρ+ τδρ) ≤ J (ρ) + c1τδρ
T∇J (ρ) (2.48)

2.

δρT∇J (ρ+ τδρ) ≥ c2δρ
T∇J (ρ) (2.49)
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for chosen parameters c1 ∈ (0, 1) and c2 ∈ (c1, 1).

The first condition is also known as the Armijo condition and it finds a step length

with a sufficient decrease in the cost functional. The right hand side is a straight

line which includes the point at J (ρ) and has a negative slope c1τδρ
T∇J (ρ). Since

c1 ∈ (0, 1) (with [66] suggesting c1 = 10−4) there will be small step lengths which

satisfy the condition, and in fact there will be an interval of step lengths τ ∈ (0, τmax)

which satisfy this condition.

However simply using small step lengths won’t allow us to converge very quickly

and this is where the second condition comes in, which is sometimes known as the

curvature condition. The slope at J (ρ) in the direction of steepest descent is, by

definition, negative. It should then increase as we move in that direction. If we were

looking for a minimum it should eventually equal zero, but a sufficient increase will

suffice.

The second condition can be adjusted to be

∣∣δρT∇J (ρ+ τδρ)
∣∣ ≤ ∣∣c2δρ

T∇J (ρ)
∣∣ (2.50)

to make the strong Wolfe conditions instead.

The method used to satisfy the Wolfe conditions is the same as the one found in

[66], with some adjustments to it to make it suit our problem and its eccentricities but

the pseudo code is still a good way to explain it, which is shown in algorithms 2 and

3, the second of which is a simple bisection method.

Algorithm 2 begins by accepting the range (0, τmax) where τmax has been prescribed

or calculated beforehand. Then the first τi is chosen in that range (usually in the

middle). The first check is the first Wolfe condition. If this is not satisfied then the

assumption is that τi is too large, and therefore an acceptable τ lies in the range

(τi−1, τi) and algorithm 3 is used to find it. If τi does manage to satisfy the first Wolfe

condition then the second Wolfe condition is checked. Here it might not be necessary

to use algorithm 3 as we may find an acceptable τ .

If the second condition is not satisfied then a final check is performed on the

gradient of the cost functional at this step. A positive gradient implies we have moved

past the minimum point and therefore have found a plausible interval in which τ

may be found, in which case algorithm 3 is utilised. Otherwise we can come to the
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conclusion that τi is too small and another is chosen in (τi, τmax) before carrying onto

the subsequent iterations.

Algorithm 2 Find τ

1: procedure Find τ
2: Set τ0 = 0, τmax > 0 and choose τ1 ∈ (0, τmax)
3: i = 1
4: repeat
5: Evaluate J (τi);
6: if J (τi) > J (0) + c1τiδρ

T∇J (0) then
7: τ ← bisect(τi−1, τi) and stop

8: Evaluate ∇J (τi)
9: if

∣∣δρT∇J (τi)
∣∣ < ∣∣c2δρ

T∇J (ρ)
∣∣ then

10: τ = τi and stop

11: if δρT∇J (τi) > 0 then
12: τ ← bisect(τi, τi−1) and stop

13: Choose τi+1 ∈ (τi, τmax);
14: i = i+ 1;
15: until τ is found

Algorithm 3 is a simple bisection method that uses two main inputs τlo and τhi

which correspond to the step lengths that create the lowest and highest cost functionals

respectively which would be best explained by progressing through every eventuality,

but is briefly described here. There are some alterations to this bisection method. It

begins by finding the middle τi between τlo and τhi (the bisection part) and calculating

the cost functional J (τi).

The first check is the first Wolfe condition which, if it fails, will lead to further

checking. For instance if J (τi) > J (τlo) then we have essentially improved on τhi, and

therefore τhi = τi and we return to the bisection step.

Alternatively if J (τi) < J (τlo) then we have improved on the τlo and so τi will

replace it. However we must make sure we keep the minimum between τlo and τhi.

If the gradients at them are different signs then we must also assign τhi = τlo before

assigning τlo = τi and then move back to the bisection step.

If it did satisfy the first Wolfe condition then the second is check. Assuming W2 is

not satisfied we must make sure the minimum is kept between the two approximations

before returning to the bisection step.
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Algorithm 3 bisect

1: procedure Bisection method
2: repeat
3: Set τj = |τlo − τhi| /2
4: Evaluate J (τi);
5: if J (τj) > J (0) + c1τjδρ

T∇J (0) then
6: if J (τj) > J (τlo) then
7: τhi ← τj;
8: else
9: if δρT∇J (τj)δρ

T∇J (τlo) < 0 then
10: τhi = τlo
11: τlo = τi
12: else
13: Evaluate ∇J (τj)
14: if

∣∣δρT∇J (τj)
∣∣ ≤ ∣∣c2δρ

T∇J (0)
∣∣ then

15: τ = τj and stop;

16: if ∇J (τj)(τhi − τlo) then
17: τhi ← τlo
18: τlo ← τj;

19: until τ is found

2.6.2 Gradient descent results

Below in figures 2.20 and 2.21 we see two cross sections of a cargo container with a few

different densities within. Figure 2.20 shows a part of the cargo container which has

a lead box surrounded by an object mostly made of wood. The lead box also contains

a small piece of plutonium not included that in the figure in order to keep the scale

constant for all. Figure 2.21 shows another part of the cargo container where a large

metal object has been placed. Of course an actual cargo container will have a much

more complicated and mixed cargo container but this is where we will begin.

Reconstructing the density distribution falls into two stages. The first stage in-

volves only changing level set functions φ1 and φ3, leaving φ2 > 0 for the entire domain.

Thus there is no lead reconstructed in the first stage. For this example the starting

cost functional was J = 41.45, which is relatively far from being a good starting point.

We can see from figure 2.22 that after stage 1 the lead box and wood mixture has been

replaced with a metal and wood mixture, the metal covering a larger region than the

lead. Looking at figure 2.23 we can also see that the method has reconstructed the

large metal region quite accurately, although that is most likely helped by the size of

the metal object. At this stage the cost functional was of the order 10−1.
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However our main focus is to identify lead and above. To do this we first adjust φ2

so that a region of lead appears in the reconstruction. This not only requires to make

φ2 negative, it needs to be made negative in a region where φ1 > 0. In this case it has

been simply prescribed it to the middle of the cargo container, and then allowed it to

evolve, and from this a region of lead has been reconstructed in figure 2.24. It is not

exactly the correct size and location but its presence is enough. Also some metal has

been falsely reconstructed, but we aren’t interested in anything but lead. The state of

the other metal region after stage 2 is shown in figure 2.25.

Figure 2.20: Actual density distribution
in the region containing the lead box.

Figure 2.21: Actual density distribution
in the region containing the metal object.

Figure 2.22: Reconstruction of the region
containing the lead box after stage 1.

Figure 2.23: Reconstruction of the region
containing the metal object after stage 1.

However there was one condition that had to fulfilled to get to this reconstruction.

Stage 2 was first attempted by placing a lead object in the middle of the cargo container

of only a few voxels in size to see what it would do to the method. Unfortunately

instead of the other regions changing to accommodate it’s presence, the method simply

worked to remove the lead from the reconstruction. The code created would not allow

this to happen, as we require (and prefer) at least one voxel of lead at all times.
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Figure 2.24: Reconstruction of the region
containing the lead box after stage 2.

Figure 2.25: Reconstruction of the region
containing the metal object after stage 2.

The other regions would not change and so the method essentially found a local

minimum point. Although another possibility is the cost functional becoming flat.

The way in which the reconstructions above were obtained was to increase the size

of the lead object at the start of stage 2. At a certain size it creates enough of an

impact to cause change in the other domains, and we eventually end up with the

reconstructions above. The cost functional is not reduced below a magnitude of 10−1

in this example, but that is roughly the cost functional a correct solution should have.

We have managed to reach the region of a feasible solution, except that we have had

to force it along to get there.

Most of the effort so far has been devoted to finding a positive result, but we must

also look at the possibility of false positives. For that reason the method was ran with

a similar actual density distribution, the only difference being the absence of any lead

or plutonium, and a very similar result to that above was found. It seems that, for

this case at least, when we look for lead we find it, whether it is actually there or not.

The choices made during the algorithm have guided it to a set of solutions which,

although having a low enough cost functional to be considered in the null space, will

construct lead of the same size and shape whether it is actually present or not. Too

many false positives mean this is not a viable option.

At this point it is worth mentioning how the results so far have been assessed in

terms of quality. Throughout this project an undecided element was the process of

processing certain results - for instance whether or not a trained observer would be

required or whether hard data would give us a solution. This was left as an open

possibility for a while and so these early results were judged on a qualitative measure
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rather than quantitative for a while, with the reduction in the cost functional mainly

begin used as a guide for convergence. However this approach can only take us so far

and so later on more quantitative results are presented instead.



Chapter 3

Genetic algorithm working on the

colour level set method with radial

basis functions

3.1 Voxel-based genetic algorithm

Another avenue of enquiry would be the use of a genetic algorithm, one such method

being known as PIKAIA, as found in [22]. The more general overview of such problems

can be found in [37], whereas the paper [53] uses it on gravity data. Also it takes up a

chapter in [74] which also includes other more statistical methods involving geophysical

problems. The idea is the use the method of inheritance seen in nature, thereby

allowing new generations to be “fitter” (i.e. fit the data better) than their parents.

Over successive iterations the population should converge to individuals that fit the

data to an appropriate degree.

The general steps of the genetic algorithm are as follows, with each being expanded

upon after.

1. Define an individual I to be a density distribution ρ on the domain D.

2. Encode ρ into a string of digits from 0 to 9 and call it a chromosome ci relating

to individual Ii.

3. Repeat part 2 for many more individuals to create a population of individuals Ii

i = 1, · · · , n, each with their corresponding ci and ρi respectively.

77
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4. For each ρi find the corresponding cost functional Ji and rank them in order of

fitness - the lowest Ji will have rank ri = 1 and so on.

5. Randomly choose 2 individuals using a probability depending on their fitness -

those that fit the data better (i.e. lower cost functional) being more likely to be

chosen.

6. A “crossover” event occurs wherein the chromosomes ci and cj combine infor-

mation to create 2 offspring chromosomes ĉi and ĉj.

7. Continue until there is a population of n offspring, then have the offspring replace

the parents.

8. For each offspring each digit within its chromosome has a small chance of mu-

tation - a random change from one digit to another to retain some semblance of

genetic diversity.

9. Decode each offspring chromosome ĉi the corresponding ρi and Ji. Then repeat

from 5) onwards until convergence occurs.

Let us look at the pixel-based reconstruction where the domain is split up into

a finite element mesh, creating nv voxels in three dimensions. Starting off with a

random density distribution, each voxel will have a value assigned to it. The first step

is to encode this information into a chromosome-like structure. For the purposes of

encoding we need all such values to lie in the interval (0, 1), and so, like in the Tikhonov

method in [51], a maximum and minimum value must be assigned. Realistically the

minimum density would be ρmin = 0 and, since the maximum density we look for is

either plutonium or lead, we have an obvious choice of ρmax being either of these two

values. Dividing each voxel by ρmax leaves us with the interval (0, 1).

Next we need to decide on how much precision we require. A higher precision

means more accurate results, but it also leads to an increase in computational time

as each digit is another unknown to be found. Thus, when nd =number of decimal
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places stored is decided upon, we have a modified density distribution.

ρ̂ =


0.ρ̂1,1 ρ̂1,2 · · · ρ̂1,nd

0.ρ̂2,1 ρ̂2,2 · · · ρ̂2,nd

...

0.ρ̂nv,1 ρ̂nv,2 · · · ρ̂nv,nd

 , (3.1)

which has to be encoded into a chromosome string and so each component of ρ̂ is

stored as a sequence of integers, representing the digits after the decimal point. Then

they are concatenated into

chromosome = ρ̂1,1 ρ̂1,2 · · · ρ̂1,nd ρ̂2,1 ρ̂2,2 · · · ρ̂nv,nd (3.2)

using the encoding technique. One chromosome represents a single individual within

the population. In order to correctly mimic the inheritance procedure we need a

population to work on, np =number of individuals in the population. The crossover

stage is then performed in a few steps.

First, different members of the population will fit the data better than others and

the cost functional can be used to measure the success. For each individual i, we find

a function for the fitness Si of the individual - the greater the fitness the larger Si. So

far the cost functional J has been used as an error measure which in a sense operates

in the reverse to fitness - aiming for a lower Ji as opposed to a larger Si. A suitable

conversion could be incorporated or an alternative fitness measure found.

The choice of how to calculate the fitness has to be made carefully, as it can have

drastic effects on the results. To explain the possible effects the selection process needs

to be explained. For now the fitness is left as an abstract measure.

Calculate the sum of all fitness values

F =

np∑
i=1

Si (3.3)

and define a running sum

Tj =

j∑
i=1

Si , j = 1, . . . , np. (3.4)

From this Tj+1 ≥ Tj ∀j and Tnp = F . Next generate a random number R ∈ [0, F ],

and find the element Tj for which

Tj−1 ≤ R ≤ Tj. (3.5)
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This way the individuals with a larger fitness will have a higher possibility of being

chosen for breeding. Such a method is known as the roulette wheel method.

However, there are disadvantages to using fitness in this way. Using the normal

selection method can lead to a few individuals with good fitness early on. These tend to

dominate the population, leading to premature convergence, possibly to an incorrect

solution. Also in later stages we might find a population where many individuals

with the average fitness are close to those with best fitness, leading to more average

individuals being able to survive. This is also unwanted and so a re-scaling of fitness

is required.

Each individual i receives a rank ri based on the individual’s fitness Si, with the

best fitness having rank 1. Then a new fitness is devised as

S
′

i =
np− ri + 1

np
. (3.6)

Thus a relative fitness is used instead of an actual fitness value, leading to a more

varied and useful population, at the expense of convergence.

Now that parents have been chosen from the population, the next step is the

crossover operation. Let us take two parents with chromosomes

chromosome1 = c11 c12 · · · c1n (3.7)

chromosome2 = c21 c22 · · · c2n. (3.8)

Then we choose a random number k ∈ (1, n) and cut the chromosomes between ele-

ments k − 1 and k

chromosome1 = c11 c12 · · · c1k−1|c1k · · · c1n (3.9)

chromosome2 = c21 c22 · · · c2k−1|c2k · · · c2n (3.10)

then exchanging the two ends after the cutting point results in two offspring

chromosome1 = c11 c12 · · · c1k−1 c2k · · · c2n (3.11)

chromosome2 = c21 c22 · · · c2k−1 c1k · · · c1n. (3.12)

Using a large enough population and a long time span we should end up with

parameters which sufficiently fit the data. Unfortunately we do not have the benefit

of such a large time frame and so improved methods need to be explored to reduce
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the time required. For instance having fewer individuals in the population would

speed it up, computationally speaking. However, this can create the equivalent of

inbreeding. In our problem variety will plummet and we may end up with many

individuals being similar to each other. The genetic algorithm requires diversity to

move forward. Without it progress stalls.

In genetics there is a chance that certain genes will mutate. Some mutations will

be beneficial to the individual, or to the species, whereas others may be detrimental to

the individual and will most likely disappear during the selection process of subsequent

iterations. We need to recreate the ability to mutate and so a mutation constant pmut

is defined. Each gene (i.e. integer in the chain of numbers making up the chromosome)

of the offspring is given the probability pmut to mutate. If it does mutate, the integer

is converted to another in the interval (0, 9). The value of pmut will depend on the

current situation.

Mutation is a way to keep variety up. When diversity is high a high mutation rate

is not required, and vice versa. Hence it seems natural to use variation as means to

adjust pmut. The cost functional J is used as a measure of fitness, so define

∆J =
J (r = np/2)− J (r = 1)

J (r = np/2) + J (r = 1)
(3.13)

to be a measure of variety in the current population. As ∆J decreases, we know to

increase pmut, and vice versa, thus preserving variability.

Finally there is only one more aspect of the genetic algorithm to look at - known

as elitism. There are different methods on how to create a new generation of offspring

depending on how the offspring will replace the parents. Some methods involve the

two offspring replacing the parents with the lowest fitness, or two random parents,

before the next crossover begins. Instead the parents are deleted until a population of

offspring of size equal to the parents is achieved, then the offspring replace the parents,

ready to become the parents of the next generation. However there is no guarantee

the offspring will fit the data better than their predecessors therefore the parent which

best fits the data is allowed to survive to the next generation, replacing one offspring

of lower fitness in the process.

An argument could be made for the best parent to replace the offspring with the

worst fitness, or use the roulette method based on fitness as described during the
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crossover stage, only with the individuals of lower fitness being prioritised during the

selection process. This could improve convergence but that is generally the aim of the

crossover stage. Also it could impact the variability of the population which would

interfere with the operation of the mutation step. Elitism mainly exists to prevent

radical divergence and so in order to retain some independence for each of the 3 stages

the parent replaces a randomly chosen offspring.

Due to the random nature of this method there are similarities to a Bayesian

approach, such as those that can be found in [49]. Take the random walk approach

as an example. At each stage a new possible solution is posed based on the current

location. Then it has an acceptance probability assigned to it - this is used to decide

whether it is accepted as the next stage in the walk or rejected. Then the method

either continues from it or the initial current location based on acceptance. In the

genetic algorithm there is a probability imposed at the crossover stage - a choosing of

the proposed parents. So it is similar but the stages are placed in a different order - the

probability being used to select fit individuals rather than determining the fitness of a

proposed solution. Also [13] uses a Bayesian method to image voids using gravimetry,

so low density is sought for instead.

To illustrate this in action a simple set up of only 432 voxels was used. An object

made of lead was placed in the cargo container and an effort made to find it using only

10 individuals. Figures 3.1 and 3.2 show the minimum of the cost functional and the

maximum over subsequent iterations.

Figure 3.1: Cost functional of the first
10000 iterations for 432 voxels and a pop-
ulation of 10.

Figure 3.2: Cost functional of iterations
10000 to 100000 for 432 voxels and a pop-
ulation of 10.

Due to elitism the minimum doesn’t increase, whereas the maximum can oscillate.

Convergence is relatively fast at first, given the random starting point. Unfortunately
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it slows down drastically, the minimum cost functional becoming increasingly flat and,

in this case, taking 90000 iterations to reduce the cost functional by a factor of 10, as

opposed to the first 1000 almost achieving the same reduction.

There are ways to possibly improve convergence. Using a larger population should

help matters since a population of 10 is relatively small, but time is also an issue. This

example took approximately 5 seconds per 1000 iterations. Increasing the population

would increase the time required, but as said above this is a relatively simple example

with relatively few voxels. Expanding to more accurate examples would take too long.

The advantage of genetic algorithms is their ability to explore other possible solutions,

but at the cost of convergence speed. Therefore speed will have to be gained elsewhere

if this method is to be useful.

3.1.1 Reparameterisation of the problem

One route to gaining speed is to reduce the number of unknowns. In a pixel-based

inversion technique this could be simply reducing the number of voxels, but that

would also reduce the resolution. Instead of having the number of unknowns being

the number of voxels we can re state the problem to create dependence on a different

set of unknowns, one which has a much smaller size [61].

In level set terms each level set function could be represented as

φ(u,x) =
m∑
i=1

fi(u,x) (3.14)

where u represents the unknown parameters and x ∈ Ω are the coordinates of the

voxels.

Radial basis functions are a possible choice here, which are discussed in [15], [82]

and in greater detail in [16]. [3] uses this method, and chooses adaptive radial basis

functions for use in the level set method. The type it uses are known as Wendland’s

functions. Here we use functions of a Gaussian type instead. Both [64] [20] go into

detail about other radial basis functions such as polynomials and multiquadratics and

[39] looks into the use of RBFs in a global optimisation scheme, which the genetic

algorithm is one of.

The functions we use are of the form

f(a, b, c,x) = a exp

(
− 1

2c2
‖x− b‖2

2

)
(3.15)
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where u = (a, b, c) are the unknowns. a, c ∈ R and b ∈ R3 resulting in 5 unknowns

for each RBF. Some alterations could be made to the above form in order to change

this. c could be linked to a in some way to form a function closer in structure to the

normal distribution to reduce the unknowns, or we could state that c ∈ R3 to allow a

value for every coordinate direction. Also b could remain fixed instead.

In its above form the unknown b is the location of the peak of the function, a is

it’s height and c controls it’s range. Since such functions are always positive, a will

have the ability to become negative, thereby providing us with the required domain.

For instance if two functions overlap, one has a positive a the other a negative a, the

magnitude of each respective a will decide where the boundary of the domain will lie.

Using only a few Gaussian functions will lead to a reconstruction with more spher-

ical objects. Increasing the number of Gaussian functions will allow for more complex

shapes, therefore choices will have to be made regarding resolution of images. Com-

bined with the fact we require several level set functions to fill the population of the

genetic algorithm, we have several functions to keep track of.

For now we will restrict to simpler cases in which only 2 domains are present and so

only 1 level set function is required for each individual. 10 test examples were chosen

and the results have been shown in tables 3.1 to 3.8. All were performed on a set

up where each voxel was 0.1m length, the sensors were 1m apart and set 0.1m from

the outside of the cargo container. A single lead object of size 0.2m was placed at a

random location for each case, surrounded by a constant density of 1g/cm3 and the

cost functional was measured after 100 iterations and 1000 iterations. After completing

1000 iterations, the average time was stored for each set up. Then in order to provide

some qualitative results the presence of the object and whether it was found in the

correct place have been recorded in the final two columns.

Looking at the tables we can come to some conclusions. As expected using more

Gaussian functions seems to improve detection as shown in tables 3.1 to 3.4. Using

5 Gaussian functions and 10 individuals seems to have a high success rate. Looking

at the tables using 50 individuals (tables 3.5 to 3.8) we see that the object has been

detected in all cases and there were only 4 cases where the location of the object

wasn’t found to within an allowable tolerance. However these have been labelled with

a ∗ because an object was recovered in the correct location, except that a second object
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was also found in a separate location.

Using more Gaussian functions can increase resolution but it seems they can also

recover false objects. Those cases with false objects still had relatively low cost func-

tionals, and so the presence of the second object doesn’t impact the fitness in a mean-

ingful way. If we are expecting smaller and fewer objects of a certain type then the

use of fewer Gaussian functions is preferable as a form of regularisation.

Example. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 2.4721× 10−4 1.7916× 10−4 Yes Yes
2 4.2021× 10−5 3.6469× 10−5 Yes Yes
3 8.4372× 10−5 1.9996× 10−5 Yes Yes
4 6.6× 10−3 2.2× 10−3 Yes Yes
5 5.5748× 10−4 1.3968× 10−4 Yes Yes
6 5.7244× 10−4 7.9877× 10−5 Yes Yes
7 2.7158× 10−4 1.888× 10−5 Yes Yes
8 3.329× 10−4 3.329× 10−4 No No
9 2.4371× 10−4 2.4521× 10−5 Yes Yes
10 6.6735× 10−5 1.8689× 10−5 Yes Yes

Table 3.1: Results using 2 Gaussian functions and 10 individuals. Average time taken=
134 seconds.

Loch. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 2.4721× 10−4 2.4721× 10−4 No No
2 2.113× 10−4 2.6855× 10−5 Yes Yes
3 8.4372× 10−5 1.8508× 10−5 Yes Yes
4 6.6× 10−3 8.0389× 10−4 Yes Yes
5 7.2522× 10−4 1.2262× 10−4 Yes Yes
6 5.7244× 10−4 5.7178× 10−4 Yes No
7 2.7158× 10−4 1.6628× 10−5 Yes Yes
8 3.329× 10−4 1.9428× 10−5 Yes Yes
9 2.4371× 10−4 5.6060× 10−5 Yes Yes
10 6.6735× 10−5 4.816× 10−5 Yes No

Table 3.2: Results using 3 Gaussian functions and 10 individuals. Average time taken=
158 seconds.

The tables also highlight a disadvantage of the genetic method. Many of the

examples have a low cost functional at 100 iterations, some of which are the same at

1000 iterations. Example number 4 in table 3.3 has not been detected in this scenario

even after 1000 iterations. In fact, using the cost functional value of 6.6 × 10−3 as a
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Example. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 2.4721× 10−4 1.6562× 10−4 Yes Yes
2 2.1904× 10−5 1.8612× 10−5 Yes Yes
3 2.6143× 10−5 1.9061× 10−5 Yes Yes
4 6.6× 10−3 6.6× 10−3 No No
5 4.8330× 10−4 1.2906× 10−4 Yes Yes
6 5.7244× 10−4 5.8016× 10−5 Yes Yes
7 2.7158× 10−4 2.7101× 10−4 Yes No
8 3.3252× 10−4 7.5118× 10−5 Yes Yes
9 1.3445× 10−4 2.0399× 10−5 Yes Yes
10 3.2498× 10−5 1.5422× 10−5 Yes Yes

Table 3.3: Results using 4 Gaussian functions and 10 individuals. Average time taken=
185 seconds.

Example. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 1.7258× 10−4 1.9339× 10−5 Yes Yes
2 2.113× 10−4 3.9943× 10−5 Yes Yes
3 5.4023× 10−5 1.8263× 10−5 Yes Yes
4 6.6× 10−3 1.768× 10−4 Yes Yes
5 7.2522× 10−4 9.9052× 10−5 Yes Yes
6 4.2745× 10−4 6.1631× 10−5 Yes Yes
7 2.7158× 10−4 6.6713× 10−5 Yes Yes
8 3.329× 10−4 3.4019× 10−5 Yes Yes
9 1.3873× 10−4 7.154× 10−5 Yes Yes
10 6.6735× 10−5 2.2936× 10−5 Yes Yes

Table 3.4: Results using 5 Gaussian functions and 10 individuals. Average time taken=
203 seconds.

Example. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 2.4721× 10−4 2.3646× 10−5 Yes Yes
2 2.113× 10−4 1.8361× 10−5 Yes Yes
3 5.7933× 10−5 1.8263× 10−5 Yes Yes
4 6.6× 10−3 4.417× 10−5 Yes Yes
5 7.2522× 10−4 2.1046× 10−5 Yes Yes
6 1.0668× 10−4 2.3122× 10−5 Yes Yes
7 1.0024× 10−4 1.888× 10−5 Yes Yes
8 3.329× 10−4 1.9428× 10−5 Yes Yes
9 2.1614× 10−4 1.829× 10−5 Yes Yes
10 6.6735× 10−5 2.1359× 10−5 Yes Yes

Table 3.5: Results using 2 Gaussian functions and 50 individuals. Average time taken=
641 seconds.
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Example. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 1.0795× 10−4 3.2931× 10−5 Yes Yes
2 2.166× 10−5 1.81× 10−5 Yes Yes
3 2.008× 10−5 1.825× 10−5 Yes Yes
4 2.7× 10−3 4.754× 10−5 Yes Yes
5 7.2387× 10−4 3.8541× 10−5 Yes Yes
6 9.9621× 10−5 1.9419× 10−5 Yes Yes
7 2.7086× 10−4 1.9165× 10−5 Yes Yes
8 2.6742× 10−4 1.9614× 10−5 Yes Yes
9 7.3377× 10−5 1.8253× 10−5 Yes Yes
10 4.9247× 10−5 1.8325× 10−5 Yes Yes

Table 3.6: Results using 3 Gaussian functions and 50 individuals. Average time taken=
748 seconds.

Example. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 5.1007× 10−5 3.4117× 10−5 Yes Yes
2 5.2465× 10−5 1.5974× 10−5 Yes Yes
3 8.4372× 10−5 1.8381× 10−5 Yes Yes
4 6.6× 10−3 5.9271× 10−5 Yes Yes
5 1.3303× 10−4 5.6378× 10−5 Yes Yes
6 2.1436× 10−4 4.7199× 10−5 Yes Yes
7 1.2916× 10−4 3.0319× 10−5 Yes Yes
8 3.329× 10−4 1.7125× 10−5 Yes Yes
9 2.0399× 10−5 1.9199× 10−5 Yes Yes
10 2.6956× 10−5 1.7206× 10−5 Yes No∗

Table 3.7: Results using 4 Gaussian functions and 50 individuals. Average time taken=
851 seconds.

Example. J at 100 J at 1000 Object Location
iterations iterations found? found?

1 4.4781× 10−5 1.6364× 10−5 Yes Yes
2 3.1004× 10−5 1.8933× 10−5 Yes Yes
3 7.4269× 10−5 1.8261× 10−5 Yes Yes
4 6.6× 10−3 9.4412× 10−4 Yes Yes
5 7.2522× 10−4 3.2075× 10−5 Yes Yes
6 9.1197× 10−5 1.6867× 10−5 Yes Yes
7 1.3063× 10−4 1.6641× 10−5 Yes No∗

8 1.3476× 10−4 2.8204× 10−5 Yes No∗

9 2.4371× 10−4 1.869× 10−5 Yes No∗

10 3.0086× 10−5 1.7426× 10−5 Yes Yes

Table 3.8: Results using 5 Gaussian functions and 50 individuals. Average time taken=
963 seconds.
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guide, it has not been detected at 100 iterations for many other set ups. The reason

for this is it’s location. Figure 3.3 shows that it is 0.6m from the edge of the cargo

container in the y-direction, which is half way between two sensor gates and so has a

reduced effect on the sensor.

Similarly location number 1 is at the same distance in the y-direction (see figure

3.4). After 100 iterations the cost function is J = 2.4721×10−1 and in fact the object

hasn’t been found at that stage. After 1000 iterations it has been found, and the

reconstruction is shown in figure 3.5. In contrast to this, look at table 3.2. There the

object at location 4 has been found and the one at location 1 has not. Additionally,

due to the slight random nature of the algorithm, if we were to run it again we could

get different results, at least at certain stages of the method.

In the previous level set method in which the steepest descent direction was im-

plemented, if a point was reached where no step length could be found in a certain

interval to reduce the cost functional then the method stopped. A checking mechanism

such as that is difficult to apply to the genetic method as the evolution of the cost

functional becomes remarkably flat as the algorithm is run. In fact, due to elitism,

there can be several consecutive iterations where the minimum cost functional doesn’t

change. A tolerance level for the cost functional may be the best course of action.

Once we reach it the method ceases.

Figure 3.3: One slide of the actual loca-
tion of example 4 from the tables.

Figure 3.4: One slide of the actual loca-
tion of example 1 from the tables.
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Figure 3.5: One slide of the reconstruction location of example 1 from the tables using
10 individuals and 2 Gaussian functions.

3.1.2 Genetic algorithm and colour level set approach with

radial basis functions

Now that we have looked at the simple case of one object, it is time to extend it to a

more complex case. For this we return to the use of the colour level set method, which

has been described in section 2.6. Each level set function a comprised of the Gaus-

sian functions from the previous section. Using the genetic algorithm it is relatively

straightforward to produce some results, such as those in figure 3.6.

Before analysing the results there are a few things to note. First is that even

though this is a more cluttered example it is still relatively simple. It only has three

objects within it and they don’t touch each other. This can influence the choice of

parameters as only 5 Gaussian functions were used for each level set function due to

the low number of objects to resolve. Using more could lead to more objects appearing,

but this is prior information we wouldn’t have access to.

Also this result was designed to be a best case scenario. For that reason a popula-

tion of 50 was used (i.e. there are 50 density distributions at each stage of the genetic

algorithm) and it was run for 10000 iterations, which took several hours and so is not

practical for a real world scenario.

On the subject of the parameters they have to be constrained in order to give the

results we expect. Parameter a ∈ (−1, 1) to balance positive and negative possibilities

as this seems to suffice for our needs. b is simply constrained by the dimensions of

the cargo container. If we wanted to focus on one region then we could, or have them

fixed to a specific location. c is related to the radius of the sphere created by each

Gaussian function. Increasing it leads to larger objects, but here it is in the interval
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(0, 1).

Figure 3.6: Top layer is actual location of objects. Bottom layer is reconstructed
location. Results shown are after 10000 iterations. Each image is a cross section of
the cargo container measuring 3m ×3m.

Figure 3.7: Minimum cost functional of the genetic algorithm over the first 200 itera-
tions.

In figure 3.6 the actual density distribution is on the top and the reconstruction is

on the bottom, lined up to make it easier to compare the two. The wooden box has

been instead reconstructed as a combination of wood and metal. This isn’t too much

of a problem as we don’t care about wood or metal. The lead has been reconstructed

slightly further away from the actual location, and with some metal too. However

getting the location correct isn’t as much of a priority. The problem arises when we

look at the metal object, which has been reconstructed as lead, and so false positives

can arise.

Here the results illustrate one of two possible features - either the non-uniqueness of

the solution or the difficulty in determining the convergence of the genetic algorithm.

As stated before the size and density of an object are interchangeable as far as gravity
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is concerned. The results seen here may give the same fit to the data as others that

are closer to a correct solution. In this case the results have lead to a false positive,

but it could have just as easily lead to a false negative instead.

This also illustrates a potential strength of the genetic algorithm, as it is theoret-

ically possible for it to find any and all possible solutions to the problem, and due

to the random nature a rerun wouldn’t necessarily lead to the same result. Perhaps

running several times would provide us with more information, which forms the basis

of the ensemble algorithm explored in Chapter 5.

Also mentioned is the lack of knowing when convergence occurs. When using the

genetic algorithm it becomes remarkably slow in the later stages. It should eventually

converge but there is no guarantee on when that might happen - there is not a known

length scale by which to measure it. That is the reason for attempting to combine it

with other methods - in order to avoid getting stuck near false solutions.

The steepest descent algorithm works directly on the previous case and so it is easy

to track the evolution of the reconstruction from iteration to iteration. Usually with

the genetic algorithm we look at the reconstruction which currently fits the data the

best. So if we are tracking the best reconstruction at each iteration it might suddenly

change completely when a better reconstruction is found - this is how it avoids local

minima.

Given the random nature of the genetic algorithm there is no guarantee that similar

results will arise if ran again. In fact it is highly unlikely that the results will be the

same. Both the genetic algorithm and the steepest descent method have their strengths

in different areas.

3.2 Sparsity

We have looked at a few norms so far when attempting to minimise the data misfit.

An L2-norm acting on the voxel-based density distribution ρ will provide us with a

relatively smooth reconstruction. An L1-norm will allow for larger jumps in the density

leading to larger magnitudes and gradients. In order to find a sparse solution we require

the L0-norm. There are methods we could use, such as the iterative thresholding

method as explored in [26]. Also it is possible that a solution is sparse in a certain
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dictionary, which is why papers such as [28] and [21] use wavelets, whereas [18] looks

into the use of ridgelets and curvelets along with total variation regularisation.. An

alternative method is Basis Pursuit which focuses more on the L1-norm, which is

mentioned in [14] and expanded upon in [23]. The use of the L0-norm allows larger

jumps between components, forcing smaller components to become zero and therefore

promote sparsity. Another method is gradient projection as explored in [34].

This isn’t quite a norm in the same sense as the others as it doesn’t minimise the

magnitude or gradients of ρ in any way. Other norms are measurements on the values

of individual components of ρ. Broadly speaking the L2-norm smooths out ρ whereas

the L1 norm allows for larger jumps between components, thereby enforcing sparsity.

In its simplest form the L0-norm enforces sparsity via a different avenue - by restricting

the number of non-zero elements of ρ. Methods can then be employed to minimise the

data misfit as long as this restriction is enforced. It can amount to minimising the data

misfit using a steepest descent but with most components known to be zero. Given

fewer non-zero elements a larger density can be chosen for that region. So this allows

us to find objects of larger density with lower volume, which is our are of interest.

However, the high density material isn’t the only object that will be in the cargo

container (if there is any at all). There should be other objects in the background.

While we aren’t looking for any density lower than lead such objects will contribute

towards the data - larger objects tend to have an impact even if they have relatively

low density. So we need to try and reconstruct them to an appropriate degree without

falsely reconstructing them as higher density objects.

First we split the density into two parts

ρ = ρ1 + ρ2 (3.16)

where ρ1 represents a sparse reconstruction and ρ2 is a smooth reconstruction (allowed

for the background because we don’t need a high resolution for that). The general aim

is to find an algorithm which can alternate between the smooth and sparse minimisa-

tions to obtain a reconstruction with a high density object (and doesn’t find it when

there is nothing to be found).

Before going into the methods explored for the sparse reconstruction we first look

at how to find the smooth reconstruction ρ2.
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3.2.1 Steepest descent combined with sparsity

The purpose of this section is for the steepest descent method to work on the smooth

density distribution ρ2, leaving the orthogonal matching pursuit to work on the sparse

reconstruction. However other work has been performed on using a gradient technique

and the L1 [47], which involves the use the Barzilai and Borwein step size [7].

As defined previously the cost functional is the minimisation of the L2-norm of the

residual

J (ρ) =
1

2
〈Gρ− d,Gρ− d〉 . (3.17)

The method of steepest descent attempts to find an alteration δρ such that

J (ρ+ δρ) < J (ρ). (3.18)

Using the same steps as defined previously if we choose

δρ = −GT (Gρ− d) (3.19)

then (3.18) should hold. Therefore at each stage of the iteration we have

ρn+1
2 = ρn2 + τδρn (3.20)

for a suitable step length τ . Note the use of subscript 2 here as we are only adding a

change to ρ2.

The overall algorithm will alternate between enacting several iterations of the

smoothing method, followed by one iteration of one of the sparse methods described

in the next sections.

3.2.2 Iterative shrinkage thresholding algorithm

A simple sparse method is known as iterative shrinkage thresholding which begins

by first using the update described in the steepest descent method section, and then

altering is slightly. For ρ1 sparse reconstruction, at each iteration enact

ρn+1
1 = Tλτ (ρn1 + τδρn) (3.21)

where

Tα(ρ) = max(0, |ρ| − α)sgn(ρi) (3.22)
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and figure 3.8 illustrates the outcome of this.

Figure 3.8: The shrinkage operator is defined by the horizontal line. Anything below

it is set to zero, and it then becomes the new x-axis.

There are a couple of main types of thresholding, known as soft and hard thresh-

olding. Hard thresholding looks for a specific sparsity level and adjusts α until it finds

it i.e. the number of non-zero elements is known beforehand. Soft thresholding instead

chooses α at the start of the iterative technique and allows the method to run, thus

allowing for different sparsity levels. The prior information we have access to is limited

and so soft thresholding has been chosen for this algorithm.

Adaptive thresholding is explored in [12] and [5], which also uses a combination of

L0 and L2 regularisation. [8] works on increasing the global convergence rate of the

iterative thresholding algorithm. Similarly [10] works to increase convergence using a

2-step method.

Thresholding is used in many situations and it should suit our problem relatively

well. However there were some shortcomings as there was difficulty in recovering large

magnitudes which may be a failing of a particular stage of the algorithm. First the

steepest descent direction δφ is found. Then a Landweber iteration is enacted, which

includes a line search to find the optimal τ . Finally the shrinkage operator acts, using

λτ as the threshold.

While this last part allows for sparse solutions it also reduces the magnitude of the

solution, to the point at which the sparse solution did not stand out enough from the

smooth solution ρ2, making the overall density distribution ρ = ρ1 + ρ2 also smooth.

Our ability to combat this is lessened somewhat due to the shrinkage operator being

α = λτ . λ is defined beforehand but τ may change magnitude from one iteration to
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the next. In the end a more complex method was sought after.

3.2.3 Orthogonal matching pursuit

Another area to look at is a group of algorithms called ‘greedy algorithms’. Why they

are called that should become apparent when looking at the algorithm. There has

been the Matching Pursuit algorithm developed [60] but we focused on one known as

Orthogonal Matching Pursuit [69], which works only on the sparse part of the distri-

bution ρ1 of the density distribution, alternating between this and the optimisation

of the smooth solution. A more in depth analysis of this and sparsity in general is

explored in [4]. For the purposes of simplicity for the time being let us assume that we

are dealing with a single density distribution ρ, which will be a sparse reconstruction

with a given sparsity level that optimises

J =
1

2
‖Gρ− d‖2

2 (3.23)

as best it can.

Denote ρk to be the density distribution at sparsity level k. Then the overall

method is explained in algorithm 4 and expanded upon after.

Algorithm 4 Orthogonal Matching Pursuit

1: procedure Find ρ that minimises 1
2
‖Gρ− d‖2

2 subject to ‖ρ‖0 = n
2: k = 0.
3: Set initial solution ρ0 = 0.
4: Set initial residual R0 = Gρ0 − d.
5: Set initial support S0 = Support(ρ0) = ∅.
6: repeat
7: k = k + 1.
8: Compute the errors ε(j) = minzj

1
2
‖gjzj +Rk−1‖2

2 for all j using the optimal
choice z∗j = −gTj Rk−1/‖gj‖2

2.
9: Find a minimiser j0 of ε(j) such that ε(j0) ≤ ε(j) and j0 is not currently in
Sk−1. Then define Sk = Sk−1 ∪ {j0}.

10: Compute ρk that minimises 1
2
‖Gρk − d‖2

2 subject to Support(ρk) = Sk.
11: Update the residual Rk = Gρk − d.
12: until n iterations completed

Initialise the problem by setting ρ0 = 0, so that the current sparsity level is zero.

Then the residual is calculated which, at this stage, is simply R0 = Gρ0 − d = −d.

Next the sparsity level is increased to 1 and so now we are aiming to find an object

of size equal to one voxel. The location and density of said voxel are the current
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unknowns to be optimised. Each voxel is assigned a number j = 1, . . . , n where n is

the total number of voxels in the domain Ω. Let us begin by assuming the object is

at voxel number 1, then the updated residual is

R1 = Gρ1 − d

= g1z1 +R0, (3.24)

where z1 is the density of voxel 1 and g1 is the first column of G.

Therefore we need to find the error

ε(1) = minz1
1

2
‖g1z1 +R0‖2

2 (3.25)

which is found at the critical point

z∗1 =
−gT1R0

‖g1‖2
2

. (3.26)

Continuing with all voxels in such a way gives us z∗j for all j = 1, . . . , n and the

corresponding ε(j). Next find the minimum error and its corresponding voxel number

i.e. find j1 such that ε(j1) ≤ ε(j) for all j, and update the support

S1 = {j1}. (3.27)

With the addition of this first non-zero voxel for ρ we update the residual

R1 = ε(j1), (3.28)

before moving onto the next iteration.

The general step is slightly more complicated than the first one. At stage k − 1

we have a residual Rk−1 = Gρk−1 − d based on a density distribution ρk−1 having a

sparsity level of k − 1, and the voxel numbers having been stored in the support

Sk−1 = {j1, j2, . . . , jk−1}. (3.29)

Next we assume the actual sparsity level is k, so we need to find one more voxel

to add to the support, by cycling through the remaining voxels not currently in the

support. So ∀j /∈ Sk−1 we calculate

ε(j) = minzj
1

2
‖gjzj +Rk−1‖2

2 (3.30)
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using

z∗j =
−gTj Rk−1

‖gj‖2
2

, (3.31)

then find jk such that ε(jk) ≤ ε(j) ∀j /∈ Sk−1. Add this to the support

Sk = Sk−1 ∪ {jk}. (3.32)

Up until this point the steps have remained the same as the first iteration. However

now we minimise

J =
1

2
‖Gρk − d‖2

2 (3.33)

subject to sup(ρk) = Sk. So all non-zero voxels of ρ are flexible, not just the newly

added jk. Therefore the density distribution ρk could be very different to that of ρk−1

After performing this step the residual Rk = Gρk − d is stored before moving onto

the next step.

This general step illustrates the reason why such algorithms are known as “greedy”.

When searching for an appropriate component of ρ to add to the support, all voxels

within the domain have to be sampled (those not currently part of the support). It

may not be much of a problem for the cases shown here but for higher dimensional

grids it can become time-intensive. Under such circumstances some approximations

may have to be employed. Instead of sampling the whole domain, it could be divided

into sub-domains based on the outcome of other methods - a splitting up the method

into two stages. The use of a smooth reconstruction can help us identify potential

regions to look at. The sparse approach could then be applied to these regions to see

if any high density material is present. This was one of the motivating factors behind

the analysis performed in the next section.

Returning to our actual density distribution of ρ = ρ1 +ρ2 the above method only

applies to ρ1, the sparse reconstruction. Instead of continually increasing the sparsity

of ρ1 the method alternates between finding a sparse solution followed by a smooth

solution - a sparse solution of ρk−1
1 is sought while keeping ρ2 fixed before moving onto

the smooth solution. After a smooth solution for ρ2 is found while keeping ρ1 fixed

(using a gradient descent and line search method along with a smoothing term γ) we

go back and look for a sparse solution ρk1 of sparsity level k. The method continues

until both approaches appear to converge, which is when both the line search method
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is unable to find a non-zero step length to alter the smooth solution and no addition

to the sparsity level will improve the fitness.

A specific density distribution has been chosen in figure 3.9. When this example

was made the location of the fissile material was chosen at random with size 10cm on

each side and a density of 18× 106g/m3. Then a lead box was placed around it with

thickness 20cm and density 11× 106g/m3. It sits in slides 45 to 49.

The background is difficult to make out and so it can be seen on its own in figure

3.10. It is periodic, similar to three piles of materials in certain cross sections, repeating

every metre or so. The aim was to try and model a realistic background, or at least one

that isn’t a constant density. The maximum density of the background is 3×106g/m3.

After creating the data from this distribution the method was run. At each iteration

the algorithm runs the sparse approach on ρ, followed by a steepest descent algorithm

incorporating Landweber iterations. The sparsity level increases by one for every ten

Landweber iterations completed using the parameter value γ = 1. Some slides have

been chosen below in figures 3.11 and 3.12.

Figure 3.9: Actual density distribution in
the region containing the lead box and
fissile material.

Figure 3.10: Actual density distribution
of the background.

The method has had some success. A relatively high density material has been

reconstructed in slice 45, which is relatively close to the actual location. It is also a

lot smaller than the actual object, but that doesn’t matter so much. However figure

3.11 shows the slice with the maximum density in it, which is very far away from the

actual.

For some reason instead of creating a clustering of points in certain areas there are

individual voxels of high density popping up throughout the cargo container. There

is a tendency towards the lower part of the cargo container, which is interesting given
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Figure 3.11: Slice with the maximum
density recovered with γ = 1.

Figure 3.12: Slice with density recovered
closest to actual location with γ = 1.

that there are no sensors on the bottom. So it could be a case of sensor dependency -

certain areas are favoured over others regardless of there being high density material

there. So perhaps we would need to dampen these areas by enforcing some sort of

clustering to occur - which is in broad terms what the level set approach is good at.

Similar results occur under different conditions (for example after varying the pa-

rameter γ and for different locations of fissile material) so it is more of a general failing

of the method rather than for this specific example. It seems that when the whole

domain is available to search for high density material that is what is found.

This was one approach which is not currently performing to standard. There

could be alternatives employed such as a model objective function incorporating both

respective terms, much like in a Tikhonov regularisation approach studied in [51]. It

could be difficult to combine the two norms in the same way but there should be a way

to do it. However this is left as an alternative avenue of thought, with more analysis

being performed on the current state of the method.

3.2.4 Choosing the potential region for fissile material

Orthogonal matching pursuit fails in certain respects - we need to restrict the region

in which we search for fissile material. So we want to say where we expect to find

fissile material, with at least some degree of confidence.

For this section the same actual density was used as seen in the previous section.

Refer to figure 3.13. This was made by simply running 100 iterations of the Landweber

method and not looking for any sparse solutions, which is why the maximum density

is much lower than fissile material. However, even though this example is looking for
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a smooth solution, the presence of fissile material should still make a difference, and

it appears it has.

The largest density occurs at 4.6m along, which is within the intervals of slices in

which the fissile material exists. It has been smoothed out and dragged to the edge to

be closer to the sensors though. Even though there is a weighting function attempting

to compensate for the sensors (based on the distance from the sensors) it doesn’t

completely do its job. However the maximum density region should be indicative of a

high density material, so we should be able to use it as a starting point.

The way in which this was accomplished was as follows. We start by choosing

only the voxel with the highest density and use this as our feasible domain (instead

of looking at the whole cargo container). Then we place an object of density equal to

lead there (so we are restricting the feasible density too) and see how that affects the

cost functional. If the cost functional is reduced then we keep that voxel as lead.

If the cost functional has not been reduced by that choice then we expand the

feasible domain. Now it is a cube centered on the voxel with the maximum density at

the previous point with a thickness in all directions of one voxel (so 3× 3× 3 voxels).

Repeat the above steps and keep increasing the size of the feasible domain until a

useable voxel is found or we reach a prescribed maximum size.

Next we run 10 iterations of the Landweber method, but keep any chosen voxels

unchanged (so the landweber method doesn’t affect any voxels with high density).

Then repeat the above steps again until both methods converge or it reaches the end

of its run. The results are shown below in figures 3.14 to 3.17.

Figure 3.13: Density distribution after 100 iterations of Landweber and no sparse
solution looked for.

Figures 3.14 and 3.15 show the cross sections where the method gets closest to the
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Figure 3.14: One slide close to the actual
location of the fissile material.

Figure 3.15: Another slide close to the
actual location of the fissile material.

Figure 3.16: Reconstructed density fur-
thest away in the negative y-direction.

Figure 3.17: Reconstructed density fur-
thest away in the positive y-direction.

actual location. It could be thought of as a good result, but also figures 3.16 and 3.17

show how far away the density has been reconstructed too. An argument could be

made that the slightly more clustering in the cross section at 4.5m shows the presence

of fissile material, but we can’t really be sure. It is an improvement over the previous

section’s results, but it does have a failing.

Look at figure 3.18. This is the same first stage of the method (100 Landweber

iterations) when applied to an example where there isn’t any fissile material. The

maximum density recovered exists at the bottom edge of the cargo container, a region

furthest away from the sensors, which could be due to the weighting function applied

at each iteration.

Gravity gradiometry decreases in strength relative to one over distance cubed.

Without any weighting all density would be reconstructed near the sensors. In order

to counteract this we used a weighting function based on the sensitivity matrix G.

By adding up the columns of G we end up with a ‘sensitivity’ for each voxel. Using

the reciprocal of this we obtain a weighting function to apply. It’s possible that a
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weighting function in this form shouldn’t work. It’s also possible there is some sort of

calculation error creeping in as in this case it seems that the areas furthest away are

being prioritised.

Figure 3.18: Density distribution after 100 iterations of Landweber, no sparse solution
looked for and no high density material in the actual distribution.

Figure 3.19: Cross section at 1m
with high density material falsely recon-
structed.

Figure 3.20: Cross section at 3.6m
with high density material falsely recon-
structed.

The general hope is that the sparse method should avoid any false positives after

the Landweber method identifies a region but in figures 3.19 to 3.22 we find this is not

the case. High density material has been reconstructed in several places throughout

the cargo container. In fact the objects are recovered in similar locations if we run

100 Landweber iterations and then allow sparsity anywhere in the domain, suggesting

that such regions attract high density material naturally.

There isn’t a reason why the sparse method should be attracted to those regions,

but it is only when the Landweber iterative method has been run beforehand. This is

usually the difference between gradient-based and sampling-based techniques, as seen

when we compared the steepest descent method to the genetic algorithm.

Gradient-based techniques tend to be faster in converging but are more likely to
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Figure 3.21: Cross section at 5.5m
with high density material falsely recon-
structed.

Figure 3.22: Cross section at 5.6m
with high density material falsely recon-
structed.

get stuck near local minima. Sampling-based techniques can be slow as they usually

explore many possibilities in the domain, but they are better adapted to avoiding

local minima. Therefore an argument could be made for replacing the gradient-based

technique with another sampling-based technique. Then the orthogonal matching

pursuit method might have a better staring point.

Also the alterations made to the OMP method are quite restrictive - once it has

found a voxel with density equal to lead it will always have that value no matter what.

Perhaps alternating between two levels is possible - it can have either lead or a value

of zero. A final suggestion could be to add a separate stage where voxels in the sparse

solution can be removed too.

3.2.5 Genetic algorithm and OMP

An alternative ties in with work performed before - namely the genetic algorithm.

Previously we attempted to use radial basis functions along with a combination of

the genetic algorithm and the colour level set method, but it either wasn’t going to

converge or it was taking too long to converge. It usually had problems identifying the

size and density of each object - larger objects of lower density were often reconstructed

as smaller objects of higher density, but it is possible this could be avoided by reducing

the solution space.

If the genetic algorithm was only looking for a smooth solution then it’s possible

some failings could disappear. It would have a lower maximum density so lower density

objects will be reconstructed closer to what they should be, and higher density objects
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would be simply reconstructed as lower density objects. Then the OMP could work

on the highest density regions.

The reparameterisation of the problem is another question. Previously level set

functions were used because they are good at defining sharp boundaries. If we are

looking for a smoother solution then perhaps this is not required. Instead we could

just use radial basis functions directly for the background.

If we are to combine two different methods together we need to make sure they are

both handled properly. Previously when using the method of steepest descent there

was a set number of iterations used in between checking for an addition to the sparsity

level. We need to do something similar here, only using more iterations for the genetic

method as it takes longer to have any effect.

The general method is as follows. First start by running 1000 iterations of the

genetic algorithm to find a good approximation for the smooth solution (i.e. the

background), and also a good starting point in which to search for a sparse solution.

Then a sparsity level of 1 is assumed and OMP is used. Following on from this another

100 iterations of the genetic algorithm is enacted before moving up to the next sparsity

level. A maximum proposed sparsity level of 100 (with 100 iterations of the genetic

algorithm in between each sparsity level) was assumed before stopping.

One set of results is shown below. In them the algorithm was run for the actual

distribution shown in figures 3.9 and 3.10. 10 radial basis functions were used and the

genetic algorithm ran on a population of 20 individuals.

Figure 3.23: Cross section at slice 4.3m of
the reconstruction using the genetic algo-
rithm spliced with OMP.

Figure 3.24: Cross section at 1m of the re-
construction using the genetic algorithm
spliced with OMP.

The cross section at 4.3m along the cargo container has been included as this is

the closest slice of the cargo container to the actual fissile material which has a high
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Figure 3.25: Cross section at 0.8 of the background of the reconstruction using the
genetic algorithm spliced with OMP.

density in its reconstruction. There are several voxels of high density in this slice,

but all are reconstructed close to the sensor locations. On its own this could just be

that the fissile material nearby has been pulled towards the sensors, which wouldn’t

necessarily be a bad result if it reliably told us about its presence. However figure 3.24

shows the cross section at 1m along the cargo container which also has high density

material reconstructed near to the sensors. There are other slices like this throughout

the cargo container.

One possibility for this is that the genetic algorithm has not performed as well

as we need it to. If it doesn’t provide us with a good enough smooth reconstruction

at the start then this could negatively affect the performance of the sparse method

in subsequent iterations. For instance a large volume of low density material would

have an impact on the data, and hopefully the genetic algorithm would provide a

smooth reconstruction which creates similar data. If it doesn’t then the OMP might

work to place a high density object there instead. Similarly, if the genetic algorithm

has reconstructed a smooth solution in the vicinity of the fissile material, then this

could reduce the driving force behind placing high density material there instead - the

smooth solution having matched the data enough.

The second possibility is that a sparse solution will always look like this, no matter

what reconstruction the genetic algorithm produces. If this is the case then there

would be no point in proceeding with looking for sparse solutions. We can first try

to eliminate one possibility. The above radial basis functions each have 5 unknowns

controlling magnitude, volume and location, all of which are restricted in some way.

The parameter controlling magnitude is restricted to keep us in the realm of smooth
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solutions. However since the location is allowed to change it is possible for two or

more radial basis functions to lie on top of each other, thus increasing the magnitude.

This happened in several instances, leading to part of the case described above - the

smooth solution becomes less smooth and so interferes with the sparse solution.

In figures 3.26 and 3.27 the same actual density distribution has been used as

before and the same algorithm, but now each radial basis function only contains two

unknowns relating to magnitude and volume thus fixing each one to a prescribed

location. Since there are fewer unknowns this should increase efficiency. However,

now that the radial basis functions don’t move around the cargo container we have

to make sure we have complete coverage, or as close to it as we can get. Therefore

the centers of the radial basis functions are placed in the cargo container at specific

intervals. Using the same orientation as the slices, the functions are placed in a 3× 3

grid to make a slice of functions, then 6 slices are placed throughout the cargo container

at fixed intervals. Therefore we are now working with 54 Gaussians as opposed to 10

before, which means 104 unknowns as opposed to 50 before.

Figure 3.26: Cross section at 2.5m along
of the background of the reconstruction
using the genetic algorithm spliced with
OMP and radial basis functions having
fixed positions.

Figure 3.27: Cross section at 4.3m along
of the reconstruction using the genetic al-
gorithm spliced with OMP and radial ba-
sis functions having fixed positions.

Figure 3.26 shows the background distribution of the reconstruction. It might be

easier to view the function setup described above using this as it might be indicative of

the 3×3 layout of the functions. Similar slices appear throughout the cargo container,

and this slice contains the highest density of the background, which is close to 6 ×

106. The background density doesn’t fit the actual background density very well, but

then it isn’t supposed to, only emulate the data good enough to obtain the sparse
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reconstruction.

Figure 3.27 shows the slice of the reconstruction closest to the fissile material which

contains high density material in the reconstruction. It is the same slice as in figure

3.23, which is unsurprising given the sensors are nearby. However the reconstruction is

slightly different as the voxels chosen to be non-zero have more of a clustering around

the top right region of the cargo container. This could be an indication that the method

could be moving more towards the fissile material. There are slices throughout the

cargo container which have similar structures to that seen in figure 3.24, but this might

be a step in the right direction.

3.2.6 Finding fissile material in the correct location

From the results so far it appears that some regions of the domain may be favoured

over others, for instance the regions near the sensors. It may be advantageous to track

where fissile material is likely to be reconstructed in the correct place, and in which

situations objects were relocated. This is the basis of figures 3.28 to 3.35.

Each of the four cases (each of which has two figures related to it) started off with

a prescribed background density. Then an object of fissile material of size equal to

one voxel was placed voxel number 1 and the data relating to it was calculated. Next,

the first step of the OMP was enacted, using a fixed smooth density distribution for

ρ2 (not necessarily the correct one) and an assumed sparsity level of 1 for the sparse

distribution ρ1. Based on the data created we could find out where the first sparse

reconstruction could occur during OMP. This was then repeated for all voxels within

the cargo container to determine what areas the fissile material could be detected

under different conditions.

There are two columns of figures, each focusing on only one cross sectional slice of

the cargo container. Those on the left portray the regions where the fissile material is

found in the correct location (black) and voxels which are moved to a different location

(white). Those on the right generally deal with where the fissile material is relocated

to. Some regions of the cargo container (black) never contain reconstructed fissile

material whereas others (white) obtain it in at least one instance.

Figures 3.28 and 3.29 cover the case where the actual density distribution is a

constant background density equal to 1g/cm3, and the starting point is the same. So
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Figure 3.28: White means the voxel of
fissile material is found in the wrong lo-
cation. The actual background distribu-
tion is a smooth background of density
1g/cm3. Starting point is the same.

Figure 3.29: White means the voxel of fis-
sile material has been moved here from its
actual location. The actual background
distribution is a smooth background of
density 1g/cm3. Starting point is the
same.

in this case we are assuming the genetic algorithm has found the exact solution for ρ2

before we enact the OMP for ρ1.

Figure 3.28 shows a pattern we should expect - fissile material towards the center of

the cargo container will be harder to correctly locate due to the diminishing intensity

of gravity gradiometry, and similarly for material on the lower edge due to a lack of

sensors there. Even under such perfectly prescribed conditions this is the case.

It would be difficult (or at least confusing) to attempt to display where each of

the voxels coloured in white were reconstructed, thereby tracking the movement of

such voxels in the reconstruction. Instead only one voxel was tracked - the voxel with

the lowest number assigned to it that was not reconstructed in the correct location.

It appeared in the cross section at 1m along, which is why that slice was chosen for

figure 3.29. The reason for this slice being the moving point is most likely due to the

locations of the sensors, as this slice is very close (if not the closest) to the sensor

gate. However even in this slice there are regions (in black) where no fissile material

is ever reconstructed, and in fact it is easier to see the general sphere of detection

for the sensors by noting the curve of the boundary between the two colours as we

approach the lower edge of the cargo container. It is also fascinating that there are

small regions of black that cannot be described as being too far from the sensors. Such

regions occur slightly more towards the corners and so there could be some interaction

between different sensors which might cause this.

However that is under very good conditions, whereas figures 3.30 and 3.31 change
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Figure 3.30: White means the voxel of fis-
sile material is found in the wrong loca-
tion. The actual background distribution
is a constant density of 1g/cm3. Starting
point is the distribution of zeros.

Figure 3.31: White means the voxel of fis-
sile material has been moved here from
its actual location. The actual back-
ground distribution is a constant density
of 1g/cm3. Starting point is the distribu-
tion of zeros.

them somewhat, in that everything is the same except the starting position before

entering the OMP. Instead the smooth reconstruction ρ2 is made up of zero density,

which is akin to not enacting the genetic algorithm at all and assigning a trivial initial

position. The differences are drastic as figure 3.30 shows the first voxels at which the

fissile material is correctly located, and this is in the cross section at 1m along which is

close to the sensors. Any object beyond approximately 1 voxel away from the sensors

is not correctly located after 1 iteration of the OMP. Combine this with the results

from figure 3.31 and we find that all such voxels are relocated next to the sensors, no

matter how far away they are. A good starting point for the OMP has a huge impact

on the results, which makes the work of the genetic algorithm even more important.

Figure 3.32: White means the voxel of fis-
sile material is found in the wrong loca-
tion. The actual background distribution
is one representing stacked pallets. Start-
ing point is the same.

Figure 3.33: White means the voxel of fis-
sile material has been moved here from its
actual location. The actual background
distribution is one representing stacked
pallets. Starting point is the same.
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Figures 3.28 and 3.29 showed us a simple example of when the genetic algorithm

had achieved perfect results, and so figures 3.32 and 3.33 look at a more cluttered

case. Here the background density is that of stacked pallets shown in figure 3.10, and

the starting point is the same. Comparing 3.32 to 3.28 we see the radius of detection

of the sensors (denoted in black) has been reduced, which is unsurprising given the

increase in complexity. According to figure 3.33 it seems the regions where no voxels

are ever found has also increased. If we assume that the genetic algorithm can correctly

achieve such a realistic example, the OMP fails to find the fissile material in the correct

location for most of the domain.

Figure 3.34: White means the voxel of fis-
sile material is found in the wrong loca-
tion. The actual background distribution
is one representing stacked pallets. Start-
ing point is the distribution of zeros. A
weighting function is also used.

Figure 3.35: White means the voxel of fis-
sile material has been moved here from its
actual location. The actual background
distribution is one representing stacked
pallets. Starting point is the distribu-
tion of zeros. A weighting function is also
used.

The background density for figures 3.34 and 3.35 is the same as that for 3.32 and

3.33 - stacked pallets. The approach is similar to that followed by 3.30 and 3.31 - a

starting point of zero density. However this alone would only achieve a repeat of figures

3.30 and 3.31. Instead we employ a weighting function within the OMP, one previously

seen which uses the distance from the sensors in order to counteract the degradation

of the signal, thereby allowing objects further from the sensors to be reconstructed.

Unfortunately this results in an overcompensation as shown in figures 3.34 and 3.35.

All objects are reconstructed on the lower edge of the cargo container, as far away

from the sensors as possible, which fails in the same way as before.

This section has shown that there are some failings of looking for a sparse recon-

struction, one being that it relies heavily on the solution of the genetic algorithm.
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However we can’t know how accurate a solution the genetic algorithm can give us,

given that the ability to recreate more complex density distributions relies on the

number of radial basis functions used. For example, for some of the results seen so

far 1000 iterations of the genetic algorithm were enacted before looking at sparsity. It

was run for 10000 iterations but the results were very similar. It’s possible that by

using more radial basis functions in fixed locations we can arrive at a better solution,

but after a certain point it will take too long to use that many RBFs.

Sparsity may not be a valid option in its current form, but that does not mean an

alternative approach will not benefit from its use. A more forceful two stage process

could be the way to go. Sparsity may simply require a more restricted domain to work

on. It was found in [51] that the reconstruction was smoothed out, and so a threshold

value had to be found based on that by use of funnel analysis. However it is possible

that a sparse-based processing technique could instead be utilised on those regions of

higher density. The analysis performed in this chapter should outline the need for the

careful application of this technique, but I think there are avenues with which this

could be effectively applied.



Chapter 4

Incorporating radial basis functions

into the colour level set scheme

with gradient descent

In the previous chapter we introduced the use of radial basis functions for the purposes

of speed in the genetic algorithm. However we haven’t yet addressed the question of

whether such functions can be useful in the gradient descent scheme. It may provide

some improvement on the results we have seen so far. Radial basis functions have

been used before in the parameterisation of level set functions [35] and [81] and they

should be a good fit.

Let us begin by redefining how the domains depend on the level set functions. The

motivations behind this change will be explained during this chapter.

The domains are defined as follows

• D1 = {x : φ1(x) > 0 and φ2(x) > 0 and φ3(x) > 0}

• D2 = {x : φ1(x) ≤ 0 and φ2(x) > 0 and φ3(x) > 0}

• D3 = {x : φ2(x) ≤ 0 and φ3(x) > 0}

• D4 = {x : φ3(x) ≤ 0}.

112
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4.1 Radial basis functions

As before we are looking at each level set function being made up of Gaussian functions

of the form

fk(x) = ak exp

(
−||x− bk||.

2

2ck.2

)
. (4.1)

In this case ak designates the magnitude of the Gaussian function, bk represents

the coordinates of the center and ck controls how far-reaching it is. Previously all three

have been unknown, but now we fix both bk and ck so that ak is the only unknown.

On the surface this would seem to speed up the algorithm as we have fewer unknowns.

However since these Gaussian functions cannot move around the domain and they

have restricted reach we will need to have enough to completely cover the domain. So

we cannot say for sure whether there would be an increase in speed. Also we make a

further alteration and instead use truncated Gaussian functions

g(x) =

 f(x) if f(x) > ε

0 if f(x) ≤ ε
(4.2)

where ε� 1 is a prescribed tolerance.

Fixing the centers has some advantages though is briefly explored in a previous

section. Previously we have had some trouble with the high density material being

reconstructed closer to the sensors than it should be. If the Gaussian functions are a

certain distance away from the sensors then this can be prevented somewhat. Since

there is only one level set function controlling the lead then we can exert more control

over this aspect.

By defining a uniform mesh of radial basis functions we can cover the whole cargo

container. One idea would be to make said mesh adaptive - start off with a coarse

mesh and run an algorithm for a set number of iterations, or until it has sufficiently

converged. Then seek out the regions of higher density (say domains D3 and D4) and

refine the mesh in those regions before carrying on. Thus we would obtain a higher

resolution in the regions with higher density, and a lower resolution in less interesting

regions with lower densities.

Unfortunately this course of action slows down the algorithm due to the increase

in unknowns as the method progresses. Certain choices can be made to alleviate this

problem. For instance each Gaussian function is non-zero in a relatively small region
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and so sparse matrices could be utilised for speed and storage if required.

Since we are using a non-adaptive mesh we need to choose the parameters involved

as carefully as possible. The fixed centers bk give us a rough idea on the resolution

we are able to reach - we know we can resolve an object of size equal to the distance

between two radial basis functions, and objects smaller in size depending on the mag-

nitudes of ak for respective radial basis functions. Obviously a finer mesh leads to

better resolution but there is still the question of speed.

The other parameter to choose is ck. This performs the same duties as the standard

deviation parameter in a Gaussian distribution (where ak = 1) and so must be chosen

carefully. Here we link it to the tolerance ε introduced above. Since the function will

become zero when it reaches that tolerance we require a value of ck which allows each

function to reach the neighbouring one, thereby achieving complete coverage of the

domain.

If we set ak = 1 (as this is the maximum) and let h be the distance between radial

basis functions then a plausible choice would be

ck = − h2

2 log ε
. (4.3)

In one dimension this may be sufficient, but not when we extend to three dimen-

sions. Instead this ck is treated as a starting point which is then increased until full

coverage is achieved.

By fixing bk and ck the reliance is completely on αk to vary the size of recovered

objects. bk are fixed first and ck are found such that the radial basis functions overlap,

and so there may be a prevalence towards reconstructing larger objects, while smaller

objects are harder to recover. However the only domain where smaller objects may be

required is D4, which is controlled by a single level set function being negative.

Each radial basis function is accompanied by 8 other radial basis functions in its

immediate vicinity. For simplicity let us set αk = 1 for all such 8 so that the only

parameter to be aware of is αj for the middle radial basis function. Setting this to

αj = −1 is one extreme - creating an object which reaches roughly half the distance

to each of the neighbouring radial basis functions (the partial overlap of the other 8

may create a cumulative positive effect).

Increasing αj then decreases the size of the object representing D4. However this

will have a limit and there will be a reliance on the distance between each radial basis
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function - essentially the coarseness of the radial basis function mesh, with each mesh

point being the center of a radial basis function. This will also tie into the mesh

established by the voxels. Generally speaking at least one voxel is left remaining for

each domain - otherwise there is no boundary left for the level set method to shape.

Therefore the aim would be the ability to reconstruct a single voxel.

During this chapter a relatively coarse mesh is employed, which will most likely

have a large subspace error associated with it. However the purpose of this chapter is

not necessarily to obtain satisfactory reconstructions by this method alone - instead it

is meant to be a stepping stone for the next chapter, performing the required analysis

on this approach before incorporating it into a larger scheme.

(As a side note the next chapter uses a finer mesh - the cross section of the cargo

container contains a 5 × 5 grid of radial basis functions, with 11 extending along the

length of the cargo container. Using the simple examples as a guide and a lens of

20cm ×20cm ×20cm as a guide, it was found that some examples the average density

was slightly less than that of lead. This means for certain solutions created in the

ensemble algorithm the largest object of domain D4 was less than the size of the lens

- which equated to 2× 2× 2 voxels, which may be the subspace error for that set up.)

The aim is to combine the genetic algorithm with a method of steepest descent,

but they are not directly compatible with each other. Choices were made to make

the combination easier and smoother. For instance the steepest descent method is

easiest to apply to a smooth continuous function. This motivates the use of a level set

function as it provides the mapping from continuous to discontinuous domains.

The genetic algorithm does not require a continuous function to work on - it could

incorporate discontinuities without it. However the genetic algorithm does need to

communicate its solutions to the steepest descent method, and so level set functions

are used again. Unfortunately the genetic algorithm is very slow, and so the unknowns

are reduced by means of a reparameterisation. Bearing in mind the smooth nature of

the level set functions it seemed that the best option would be to choose smooth basis

functions. Hence why these radial basis functions are used. It may be there exists a

better approach which still allows for easy communication between the two methods.
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4.2 Gradient descent on radial basis functions

Using the above domains and setting the density to be ρi for domain Di we have the

following formulation

ρ(x) = ρ1H(φ1(x))H(φ2(x))H(φ3(x)) (4.4)

+ ρ2(1−H(φ1(x)))H(φ2(x))H(φ(x)) (4.5)

+ ρ3(1−H(φ2(x)))H(φ3(x)) (4.6)

+ ρ4(1−H(φ3(x)). (4.7)

The Heaviside function is equal to 1 in positive regions and 0 in negative regions,

but we use a continuous approximation

Hε =


0 if x < −ε

1
2
(1 + x

ε
+ 1

π
sin(πx

ε
)) if− ε ≤ x < ε

1 if x ≥ ε

(4.8)

which can be found in papers such as [3] and [48]. Expanding on the format previously

described we can define the gradient descent direction for the unknown parameters to

be

dak
dt

= −GT (Gρ− d)
∂ρ

∂φi

∂φi
∂ak

(4.9)

where the φi referenced is the level set function which utilises the specific ak we are

changing. Also the differentials with respect to each level set function are, now that

we have redefined the domains,

∂ρ

∂φ1

= (ρ1 − ρ2)H(φ2(x))H(φ3(x))δε(φ1(x)) (4.10)

∂ρ

∂φ2

= ((ρ1 − ρ2)H(φ1(x)) + ρ2 − ρ3)H(φ3(x))δε(φ2(x)) (4.11)

∂ρ

∂φ3

= (((ρ1 − ρ2)H(φ1(x)) + ρ2 − ρ3)H(φ2(x)) + ρ3 − ρ4)δε(φ3(x)) (4.12)

where

δε =


0 if x < −ε

1
2
(1 + x

ε
+ 1

π
sin(πx

ε
)) if− ε ≤ x < ε

0 if x ≥ ε

(4.13)
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is the differential of the approximate Heaviside function. As before this keeps the

update centered around a small strip around the boundary, however the final term in

the gradient descent algorithm can change that slightly as

∂φi
∂ak

= exp

(
−||x− bk||

2

2c2
k

)
(4.14)

for a specific ak used to build φi. Under very specific circumstances (when a drastic

change is required) the whole region of the domain that this radial basis function

reaches could potentially change, but it is very unlikely. So the above step equates to

increasing the size of the narrow band around the boundary of the level set function

at certain points in the algorithm.

4.2.1 Initialising the parameters

Each parameter ak is chosen to reside in the interval (−1, 1), and the other fixed

parameters have been calculated based on that assumption. Given that we won’t

know much about the inside of the cargo container it is unlikely we can justify any

starting point as being feasible, without unnecessarily influencing the final result. A

random starting point would be the most defendable position to be in, as this gives

us complete freedom to reach any plausible solution that matches the results.

However there may be consequences to this due to the restrictions already imposed.

Hypothetically speaking say one of the unknown parameters starts near the boundaries

of −1 or 1. If the gradient descent direction points outside the boundary then we are

restricted in the step length we are able to use - a smaller step length will have to be

settled on.

Parts of the code have been altered in case this happens by simply not allowing

any offending parameter to exceed (or be equal to) the interval boundaries. However

it would be preferable that it only happened later in the algorithm, as allowing a

very positive or very negative basis function to remain from iteration to iteration

could influence the solution reached and we would rather the early stages have more

freedom. This motivates the decision to choose the parameters in the smaller interval

of (−0.1, 0.1) instead when starting the algorithm.
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4.2.2 Line search employed

A lot of work has been performed on the line search method in previous sections. Such

methods can be problematic when missing key information about the problem at hand,

for instance when we have no information on how large a step size to expect. Radial

basis functions can help us here - since the parameter being optimised is restricted

to a certain interval that gives us a good starting guess as to how large a step size is

allowed (with some extension if needs be).

However simply knowing our limits may not be good enough if the cost functional

is increased when using the maximum step size. Then we have to backtrack and find

a useable step size in an interval which might be relatively large, with a matrix-vector

multiplication at each step. Instead we can use more of an approximate line search,

one in which the aim is not necessarily to reduce the cost functional at each step, but

aim for a general downward trend over several steps. To do this we track instead how

many voxels are changing at each iteration.

The method is as follows. At each steepest descent iteration we have 3 level set

functions φi, for i = 1, 2, 3 to deform, each with their corresponding gradient direction

δφi respectively. Assign to each one an integer vi which corresponds to a number

of voxels. We then find τi such that the number of voxels changed when this step

length is applied is less than vi. Given a suitable vi this should generally decrease the

cost functional without being computationally expensive and with the added bonus

of possibly reducing the chance of simply getting closer to a local minimum point.

Instead it may circle the minimum point, or even break free if that is achievable. One

other advantage is that it is more likely to provide the genetic algorithm with a cluster

of points near to a minimum rather than a short path pointing to it. Also there

will be only one matrix-vector multiplication per iteration when calculating the cost

functional.

The main problem is to calculate vi. When we begin to enact the gradient descent

method the first iteration deals with this. There we look for τi such that the cost

functional decreases, without necessarily satisfying the Wolfe conditions. This means

that the cost functional should decrease at least once during the gradient descent

direction. After having applied each τi separately we then count how many voxels

have changed for each one, which we call v̂i. Then vi = αiv̂i where αi ∈ (0, 1].
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During the first iteration the search for a decrease in the cost functional requires a

few distinct steps. First we find the maximum allowable step length τmax and record

the cost functional Jmax associated with it. If this step length has increased the

cost functional then it is reasonable to assume we have gone too far and missed the

minimum point in this direction and so we must reduce τmax.

Our next step is to perform a bisection step and obtain τmid = 0.5τmax along with

its associated cost functional Jmid. Then if this new cost functional does not satisfy

our conditions we go further by using the three points we have to form a quadratic

linking the step length and cost functional then calculating the minimum point. Note

that we could have calculated a quadratic using the two points plus the gradient at

τ = 0 but a bisection step may be enough to satisfy the condition and so it is employed

first in an attempt to save on time.

In subsequent iterations we look for a value of τ which achieves the number of

voxels changed to be less than vi by employing a form of backtracking. It is relatively

simple to find a maximum value for τ based on the restrictions of the radial basis

functions. If this τ changes more than the allowable number of voxels then we need

to reduce it. Given that we know a step length of 0 results in no voxels changing we

can easily calculate a proposed linear relationship between τ and the number of voxels

changed. Using this we can find an approximate value for τ which should provide

us with the number of voxels changing being equal to vi, then take a proportion of

said τ in order to more reliably reach below vi. If we were to assume the calculated

step length was correct then we may instead end up converging to vi from above

but never actually reaching it as we cannot assume the linear relationship is correct.

By performing subsequent iterations we should find a non-zero τ which satisfies the

conditions.

Sometimes this vi might not be the best choice as the cost functional is not de-

creasing at all. If it increases twice in a row then we can safely assume that vi is

too high and therefore decrease it. Otherwise we will continue to miss the minimum

point. Similarly, it is possible for the method to oscillate between two cost functionals,

and so vi is reduced in such a situation in order to reduce the chances of oscillation.

Also a finite number of iterations are used in the steepest descent method before a

step length of zero is returned to save on computational time. At that point we can
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assume vi may be unreachable under the current situation and therefore increase vi to

accommodate it.

4.2.3 Gradient descent with RBFs results

Below is a single example where one small lead object is present in the domain. Else-

where within that domain there exists one metal box and one wooden box but only

the location for the high density material is shown in figure 4.1. After enacting the

algorithm outlined above the solution found is shown beside it in figure 4.2, and un-

fortunately it is not very promising. The small lead object has moved to the edge

and increased in size, and other lead objects have been reconstructed elsewhere in the

domain.

Figure 4.1: Cross section of the cargo con-
tainer containing the small lead object.

Figure 4.2: Reconstruction of 4.1. Only
one slice is shown.

In order to find out what has happened during the running of this algorithm the

cost functional has been plotted in figure 4.3 for the first 20 iterations. It begins

rather well, with some fast convergence in the first 5 iterations, but then slows down

drastically. Due to the relaxing of the reduction in the cost functional it is now able

to oscillate, accompanied by a general downward trend.

Figure 4.4 shows the cost functional for iterations 21 to 100 and it has begun to

exhibit more of an oscillatory motion and less of a downward one. Towards the end of

the first 100 iterations the range it is covering has begun to shrink, indicating a possible

convergence. This is confirmed in figure 4.5 where there is hardly any reduction in the

cost functional and it is stuck in the region of J = 13.2742, which is not the lowest

cost functional achieved as that was reached within the first 100 iterations.

The reason behind this behaviour is not a failing in the method but rather a result
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Figure 4.3: Cost functional for the first
20 iterations.

Figure 4.4: Cost functional for iterations
21 to 100.

Figure 4.5: Cost functional for iterations 500 to 10000.

of the restrictions placed on the density distribution. Since it relies on radial basis

functions, which in turn are based on the parameter a, there is a limit to the changes

that can be made. This is because a has been restricted to the interval of (−1, 1)

which in turn restricts the size of the step length we are able to use.

Alterations to the method were explored in order to get around such an event. This

involves simply identifying any parameter a which might be restricting the evolution

and keeping it separate from the line search method. However early results suggested

that such a workaround might be in vain. It is possible that a better method could be

developed but this wasn’t pursued. Instead another use was envisioned for this form

of the method.

We can take two main insights from the results above. The first is that fast con-

vergence in such situations where the algorithm has room to move, but usually begins

to falter after 20 or so iterations. The second is that even when it is not converging

it is good at exploring the surrounding area near to the local minima imposed by

the current parameterisation. These two aspects motivate its use in conjunction with

another method, which is the basis of the next chapter.



Chapter 5

Use of an ensemble hybrid scheme

5.1 Taking the best of both worlds

Both the genetic algorithm and steepest descent approach have their strengths and

failings. The steepest descent algorithm relies on a gradient direction to work suffi-

ciently well. Since the cost functional in our problem gets relatively flat in later stages

it can be difficult to obtain a good decrease. There is a possibility of getting stuck

near a certain solution with little chance of escaping (a possible local minimum). Al-

ternatively the genetic algorithm aims at more global convergence - it is less likely to

get stuck near a local minimum. However it could take a while to find a better fit. It

would be advantageous to find a way to combine the two methods into one, making

use of the strengths of both.

5.1.1 Combining the two methods

A genetic algorithm views a single density distribution as an individual, with many

individuals making a population.It requires the use of such a population of individuals

to work on, whereas the steepest descent approach only requires a single individual. It

is therefore necessary to come up with a way to transition between the two structures.

For instance, during any gradient run we follow a path through the iterations, sampling

a solution at prescribed steps, thereby building a small population for the genetic

algorithm to work on.

However this provides us with a limited region of the domain. Using a second

122
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individual in the gradient descent algorithm will give us a greater exploration of the

parameter space. It might be that the second individual converges to a similar point,

but the path used to reach it will be different and one of the requirements of the genetic

algorithm is an adherence to a minimum amount of variability within the population

it is working on. Therefore there will be a small population of individuals for the

steepest descent algorithm to work on, and sampling throughout the method provides

the genetic algorithm with a larger and more varied population to work on.

That is one switching point (from gradient to genetic) now we have to look at the

other. At the end of the genetic algorithm we have a large population that we need

to sample from, the first obvious choice being the individual with the best fit. The

second choice may also be relatively obvious as it is the individual with the second

best fit. This may be very similar to the best fit individual, or it might be radically

different and yet still provide us with a relatively good fit. Either possibility fits the

description of a worthy competitor in the genetic algorithm. The rest of the individuals

are chosen at random regardless of fit. The reason for this is that even though they

might not currently be good options, through following the path of steepest descent

they might become competitors later on as the steepest descent algorithm is capable of

fast convergence over a few steps. Here we have combined the strength of the genetic

algorithm retaining less able individuals for variability reasons with the strength of

the steepest descent algorithm in being able to home in on local minima. The line

search method used in the steepest descent algorithm is that explored in the previous

chapter. One advantage of this line search is that it is more likely to provide the

genetic algorithm with a cluster of points near to a minimum rather than a short path

pointing to it.

5.1.2 Expected errors

Due to the aim of avoiding an inverse crime the finite element mesh we use to recon-

struct the density distribution is not the same as the one used to create the data. A

finer mesh is used for the data in order to model the expected disconnect between a

discrete and continuous domain. Therefore we cannot assume to reach a cost func-

tional equal to zero, or upon reaching zero we might not have a correct reconstruction,

thus an expected aim for the cost functional needs to be found.
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As we reach a certain value of the cost functional it becomes increasingly difficult

to reduce it even further. However we can’t find a value based on the behaviour of

the algorithm - the steepest descent method becomes very slow in the later stages

of the algorithm anyway and the genetic algorithm might not obtain a better fit for

an elongated piece of time, neither providing us with the indicators of convergence

we require. Therefore the tolerance must be decided upon and prescribed before the

algorithm begins.

Finding a feasible tolerance itself is an optimisation problem. If we prescribe it

too low then the algorithm might never reach it. Too high and the solutions obtained

might not be the best we can obtain. We begin the only way we can at this stage -

attempting to find it experimentally. First we take a test problem, such as a simple

one shown below in figure 5.1. One slice of the cargo container is shown which is

the one containing the lead object. Since this is a simple example there are very few

objects in the cargo container. In the slice shown only lead is present as a cube of

25cm on each side. There are only two other objects within the container, one being

a wooden cube 1m on each side and the other being a metal cube 50cm on each side.

This is meant to be the simplest example.

Also included are two slightly more complex examples - both have multiple objects

of varying sizes made of wood and metal in the background to attempt to hide the

lead object. The locations of all objects were chosen at random so no form of structure

for these cargo containers has been assumed. However in figure 5.2 the lead object is

being shielded slightly by a metal object between itself and the wall. Also a larger

metal object is present nearby, which could confuse the method. Not shown here is

that elsewhere in the cargo container has a high concentration of wooden objects. If

we were to equate this to a real world example it could be that some higher density

objects have been hidden at one end of the cargo container, possibly at the end not

containing the door in an effort to smuggle the object through any checking system.

In figure 5.3 the small lead object is separate from any metal objects, but there

are a couple nearby so a similar problem may occur as before. There is a lower

concentration of wooden objects in this example compared to the previous cluttered

one so that will be a good comparison. For the purposes of clarity during this section

the three examples will be referred to as the simple example, the first cluttered example
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and the second cluttered example respectively.

Figure 5.1: Cross section of the cargo con-
tainer containing the small lead object.
This is an uncluttered example.

Figure 5.2: Cross section of the cargo con-
tainer containing the small lead object.
This is the first cluttered example.

Figure 5.3: Cross section of the cargo container containing the small lead object. This
is the second cluttered example.

Next we create a batch of what we deem ‘correct’ solutions. We begin with the

actual density distribution on the finer mesh created using what we call data voxels.

Using this we create the same density distribution on the reconstruction voxels. Note

that this might not be an accurate match as the examples were chosen without the

reconstruction mesh in mind in order to create more of a mismatch between the data

and reconstruction.

For instance it is not possible to correctly model an object of size 0.25m on each

side (figure 5.1) using voxels of size 0.1m as used in the reconstruction. In this case two

separate density distributions are created - one with an object of size 0.2m and one with

0.3. However if the actual object was of size 0.2m then there would be three possible

density distributions created - one with an object of size 0.2m along with objects of

size 0.1m and 0.3m. This is to allow for slight variations in the reconstruction.
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This is also not restricted to the lead object alone - all objects are allowed the

same slight change to their size. Also the location is allowed to deviate slightly from

the correct place - up to a maximum of one voxel in each coordinate direction. By

creating a batch of density distributions made up of all possible permutations of sizes

and locations of each object we can calculate a range of cost functionals that would

indicate a correct solution.

The batch of solutions is meant to be a starting point - this is something we would

not have access to when presented with a cargo container with unknown contents.

Later an attempt will be made to link it to the weight of the cargo container, but it

is still treated as an approximation that is allowed to adjust itself if found lacking.

It is likely that as the cargo containers become more realistic as opposed to these

simple examples such an approximation will begin to degrade and so an alternative

will have to be sought, perhaps by studying the behaviour of the ensemble method

as it approaches a solution. For now this approximation is utilised throughout this

chapter.

The actual solution is prescribed directly onto the voxels, bypassing the radial

basis functions, therefore this may not be achievable for coarser RBF meshes. The

assumption is that we use a fine enough mesh to reach this solution accurately. Using

the above three examples we obtain a range of cost functionals grouped together in

histograms as shown in figures 5.4 to 5.6 for figures 5.1 to 5.3 respectively.

Figure 5.4: The range of cost functionals for the simple example that we would consider
allowable.

Each example creates a certain range of cost functionals. As we reach that range

during the method we can be reasonably sure we have something close to an accurate

solution. Unfortunately said ranges can fluctuate due to unknown factors. For example
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Figure 5.5: The range of cost functionals for the first cluttered example that we would
consider allowable.

Figure 5.6: The range of cost functionals for the second cluttered example that we
would consider allowable.

if the fissile material is close to a sensor then a larger cost functional could be a correct

solution, whereas those further away from a sensor require a lower cost functional to

be considered correct. However we won’t have access to this information before we

open the cargo container.

Similarly the number of objects within the cargo container also changes the range.

A more cluttered example does not require a low cost functional to reach a solution,

and in fact we might not be able to reach lower cost functionals in such cases. However

this is still something we won’t know beforehand. What we will know is the weight

of the cargo container. For each example we look at the maximum plausible cost

functional - the value at which we have entered the region of plausible solutions. In

figure 5.7 below the recorded maximum is plotted against the cargo container weight,

resulting in a general trend of positive correlation. By using a line of best fit (the built

in MATLAB operator) we come up with an approximate expected error.

Now we cannot use this as a strict tolerance value for two main reasons. First

is that it is found using empirical evidence and the examples vary from the line of
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Figure 5.7: The maximum allowable cost functional plotted against the cargo container
weight.

best fit, so the actual tolerance could vary. Secondly this calculated value is simply a

maximum value. As we reach it we can only be slightly certain that we are approaching

a good solution. There could be other reconstructions with similar cost functionals

that are not as close to the actual density distribution. What we do know is that other

plausible solutions can exist below this value, and so we need to allow the method to

access them.

Let us say that the calculated tolerance is lower than what the algorithm is able

to easily reach. The outcome could be it takes longer to reach a solution or it cannot

reach a solution at all. Even if it does reach a solution then we have discounted any

solution higher than the imposed tolerance without reason. This motivates us to adjust

the calculated tolerance in some way depending on what is currently occurring within

the method.

As stated several times the steepest descent algorithm will slow down in the later

stages of the method, and due to the first step will likely still be reducing the cost

functional slightly so it would be difficult to use this as an indicator. Our only other

option is the genetic algorithm. This can spend many iterations without improving

the best fit, but the longer it runs the more likely it should find a better fit. Our

proposal is that if it completes one cycle (i.e. the genetic algorithm is run for a

prescribed iterations before preparing to run the steepest descent algorithm again)

without reducing the cost functional then we can assume it is possibly stuck.

In such a situation we slightly increase the prescribed tolerance before running the

next cycle, thereby decreasing the chances of getting stuck at a certain point. This

may seem drastic in principle but may not occur often in practice.
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The reason behind this is due to a byproduct of one of the strengths of the genetic

algorithm. Having the mutation constant based on the variation of the population

we are always attempting to keep some variance to allow a more global convergence.

However this variability is tracked using the measure of variety [22], which works on

the best fit and the median fit. As long as the median fitness is relatively far from

the best fit then the variability can be described as high. However this will allow for

a smaller group of individuals to be very close to the best fit without affecting the

variability and therefore mutation parameter.

Such individuals would be more likely to pass on their information to the next

iteration, but would be limited in size. As their population increases they become

numerous enough to affect the median fitness, consequently increasing the mutation

parameter and therefore reducing their numbers. Let us assume that a similar cost

functional implies a similar density distribution (as at least some of them would be

similar). Over many crossover stages it becomes more likely that two individuals

from this sub-population will find themselves in the same crossover point, leading to

offspring that are very similar to both parents and an evolution closer to that of the

gradient descent algorithm. Therefore within the genetic algorithm there could be a

form of local minimisation happening, and over may iterations one offspring may be

created that is slightly better than both parents. Hence the alteration proposed will

only be activated in dire situations.

In order to address the second problem we assign an individual a probability of

being accepted as it reaches below this threshold. The probability would be small at

first, and then increase as it decreases further. Let us define the calculated tolerance

as Jtol and our current cost functional J . We begin by defining a distance measure

Jd =
Jtol − J
Jtol

. (5.1)

This satisfies our requirement of becoming more positive as J decreases below Jtol,

and it converges to 1 as J → 0, therefore giving us a probability of being accepted,

which has some parallels with Markov Chain Monte Carlo methods. However since the

genetic algorithm can take some time to change the best value, there could be several

iterations where J remains very close to Jtol, and repeated probability tests increase

the chances of being accepted, resulting in more solutions being accepted close to Jtol.

As mentioned before, Jtol has been chosen to represent more of the outliers at the
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higher end of the accepted cost functionals and we want to have solutions shifted more

towards the negative end. Therefore the acceptance probability used is

Ac = J 2
d . (5.2)

If the tolerance has been chosen relatively close to the correct acceptance tolerance

then the above probability should give us a distribution closer to those seen above. This

therefore relies on the first alteration to the code working correctly, which assumed

that if the genetic algorithm has stopped it is safe to assume we need to increase the

acceptance tolerance. However using the above probability it is possible to be below

the acceptance tolerance but still have the genetic algorithm not converging.

For instance let Jmin be the current minimum cost functional for the population

of individuals within the genetic algorithm. If Jmin remains constant throughout the

genetic algorithm then it is possible that the genetic algorithm has become stuck and

will never reach the prescribed tolerance. In such a case it is assumed that the tolerance

is too small and so Jtol is increased slightly.

However if Jmin < Jtol then there is no need to increase the tolerance as the

algorithm has reached the region of possible solutions. Therefore the tolerance is only

increased if Jmin > Jtol.

5.1.3 Creating a population of solutions

Using the above method will only give us a feasibly good solution. To improve our odds

of finding a correct solution we run the algorithm until we find a prescribed population

of solutions, thereby giving us a percentage of solutions which may have found the

fissile material. The way in which this is enacted is slightly different depending on

where a potential solution is found. If it is found during the gradient descent portion

then the individual is stored and a new individual is randomly selected to take its

place, whereas the genetic algorithm is slightly different.

Let us assume we have n individuals being used in the genetic algorithm and,

abiding by the method set out above, the individual with the best fit is chosen to be

part of the population of solutions. As a result of this it is removed and replaced with

a randomly selected individual, I. It is reasonable to assume that this new individual

will have a higher cost functional associated with it than any other individual i.e. it
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fits the data the least. Therefore it will have the lowest probability of being chosen

during the crossover stage of the genetic algorithm.

Let Ik be individual with rank rk = n and let X represent the individual chosen

at a certain crossover point. Going back to the chapter on the genetic algorithm the

fitness of an individual is

S
′

i =
n− ri + 1

n
(5.3)

which for individual Ik is

S
′

k =
1

n
. (5.4)

The probability of being chosen is this divided by the sum of all fitness values

F =
n∑
i=1

S
′

i (5.5)

which is known as the Roulette method. Note that the numerator of the fitness simply

cycles through the numbers 1 to n, meaning

F =
1

2
(n+ 1). (5.6)

Therefore the probability of Ik being chosen at a specific crossover point is

P (X = Ik) =
2

n(n+ 1)
. (5.7)

With a population of 30 this equates to a probability of 2.15×10−3. However there

are n instances during the crossover stage where it could be chosen. So the probability

of never being chosen is

P (X 6= In over n instances) =

(
1− 2

n(n+ 1)

)n
. (5.8)

If we again use a population of 30 this gives us a probability of 0.937 that the lowest

ranked individual is never chosen, and so it is a very small chance it will be. Also even

if it is chosen the offspring it makes probably won’t have a good fitness either, so any

information has a low chance of surviving a further generation. Ideally we would want

to introduce a lasting effect on the population with this new individual, otherwise we

may as well simply remove the previous individual without replacement.

So we approach from the other side. Let m ∈ Z be such that 1 ≤ m ≤ n. Say we

have replaced a number of individuals during the above stage, and replaced them with
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new individuals with worse fitness than the current ones. Then m will be the rank of

the individual with the best fitness entering the population i.e. we will have replaced

n−m+ 1 individuals. If m = n we end up with the above probabilities. Next we need

to calculate the probability than none of these new individuals will be chosen during

the next crossover stage

P (X � Im over n instances) =

(
1− 2

n(n+ 1)

n∑
i=m

i

)n

(5.9)

which, when simplified, becomes

P (X � Im over n instances) =

(
m(m− 1)

n(n+ 1)

)n
. (5.10)

We can now use this to our advantage. Say we decide that we want there to be a

prescribed probability Pc that the new individuals will be chosen at least once during

the crossover stage. Then using the above gives us a quadratic, the solution of which

gives us our value of m

m =
2n+ 3−

√
(2n+ 3)2 − 4(n+ 1)(2 + n n

√
1− Pc)

2
. (5.11)

This will provide us with a target number of individuals to replace given a target

probability. If we wanted Pc = 0.9 for a population of 30 then using the above we get

m = 23.2, which would be rounded down, and so in this instance 8 individuals are

replaced.

5.2 Ensemble algorithm results

In order to illustrate how the method acts, the cost functional at various stages of the

method have been plotted for the simple case of 5.1. Figure 5.8 shows the minimum and

maximum cost functionals for the steepest descent algorithm in the first 20 iterations

of the method. As seen with the steepest descent algorithm from the previous chapter

there is fast convergence followed by more of an oscillatory motion which begins to

level out. There is still a slight downwards trend in this case but continuing much

longer won’t result in drastically better results.

The steepest descent method works on 5 separate individuals for 20 iterations each.

Restricting our attention to one application of the steepest descent algorithm, the
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starting point is stored. The the density distribution is stored at every 4th iteration,

resulting in 6 density distributions stored for each individual the steepest descent

works on. Therefore 30 density distributions are fed into the genetic algorithm, which

makes up the starting population. No probability is utilised when sampling density

distributions for the purposes of the genetic algorithm, which works on them for 200

iterations as shown in figure 5.9. Only the minimum cost functional is chosen and it

shows the genetic algorithm is, at this stage, reducing the cost functional at most of

the iterations.

Figure 5.8: Cost functional for the steep-
est descent stage of the first cycle for 5.1.

Figure 5.9: Minimum cost functional for
the genetic algorithm stage of the first cy-
cle for 5.1.

For this example the algorithm had to be run for 62 cycles before finding the pre-

scribed number of solutions, the term cycle being used to describe enacting both stages

of the steepest descent method and genetic algorithm. Figure 5.10 shows the minimum

value of the cost functional over the 20 iterations of the steepest descent method in the

final cycle. At this stage it is not decreasing magnitude, merely oscillating. However

it is within the feasible domain for solutions as at iteration 13430 the best individual

is replaced. This is why in figure 5.11, which is the maximum cost functional for the

steepest descent method, only reaches iteration 13429, as after that there would be a

large spike in magnitude. In figure 5.11 apart from a small spike at iteration 13424

thee cost functional is decreasing so the steepest descent method still manages to add

to the variety.

Figure 5.12 shows the minimum cost functional for the genetic algorithm in the

final cycle and there are several spikes indicating occasions of solutions being found

throughout the 200 iterations. In figure 5.13 the minimum cost functional before the

first spike has been occurred and it seems to decrease several times during this stage.
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Figure 5.10: Minimum cost functional for
the steepest descent stage of the final cy-
cle for 5.1.

Figure 5.11: Maximum cost functional for
the steepest descent stage of part of the
final cycle for 5.1.

Figure 5.12: Minimum cost functional for
the genetic algorithm stage of the final
cycle for 5.1.

Figure 5.13: Minimum cost functional for
the genetic algorithm stage of part of the
final cycle for 5.1.

After running the above method we will end up with a population of solutions and

so we need to settle on the best way to analyse them. In other scanning techniques,

such as X-ray, there will be an operator who is trained to identify any abnormalities

based on whatever it is they are looking for. Since we have a number of solutions it

would be time consuming for someone to look at each one so it would be preferable to

find a way to quantify the results.

Another possible problem is that we expect to find small amounts of lead in the

reconstructions sometimes - a larger object could be realised as a small piece of lead

without changing the data that much, so the mere presence of lead in the reconstruction

won’t be indicative of lead actually being present. Simply measuring the total volume

of lead is not a viable option due to many possible smaller pieces being found.

Instead we turn to a form of lens. Once we have a reconstruction we look for

objects of a certain size, say a cube of length pcm on each side, and place this object

at every possible point it could exist in the cargo container. Then we measure the
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average density of an object placed at each point and focus on the maximum achieved.

In such a way we can attempt to figure out how likely it is that a lead object of that

size is present in the cargo container. Given that lead objects are likely to turn up for

any example we must also use the data created from the same example except without

lead being present.

One way to think of the the lens is as follows. Define a domain L to be a cube

that is at least the size of one voxel and cannot be any fraction of a voxel - so in voxel

measurements it would be 1× 1× 1 or 2× 2× 2 and so on. Now place it somewhere

in the cargo container domain so that it lines up with the voxel arrangement - any

voxel within L will not have any part sticking out. Each voxel within L will have a

corresponding density component. Define ρL to be the density components residing

within domain L. Next take the average of the components of ρL and record it - this is

the average density within L, but it is only at one location within the cargo container.

So L is placed at every possible location within the cargo container and the average

density within recorded. Then the maximum is taken.

The lens is an attempt at finding out the maximum density achieved for a small

object.

Over the course of the next few sections there are various examples analysed. It

starts with a simple case and gradually adds more objects to increase the complexity

of the cargo container. One possible realistic example is looked into but it is still an

approximation to reality. The restriction to distinct domains will not always hold -

cargo containers will be varied and many may contain objects that resemble smoother

domains. However there will be many cargo containers with some order to them - the

use of stacked pallets will create large objects of roughly constant density, with distinct

differences between them and their surroundings. So while the the most complex

example analysed here may represent a real-life cargo container, the examples will not

be representative of a general cargo container.

5.2.1 A simple example

We begin by looking at the case shown in figure 5.1, which is that of a lead cube of

volume 25× 25× 25cm3 with only one wooden object and one metal object, all placed

at random locations around the cargo container. Using a relatively accurate weighing
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system would provide us with an observed weight (or mass) of 7.44 × 107g which,

when fed into the relation calculated from figure 5.7, gives us a target cost functional

of Jtol = 3.472×10−3. When the actual good solutions were calculated the related cost

functionals were plotted in figure 5.4 where the actual target cost functional should

be larger - slightly over 5× 10−3. Since the calculated tolerance is smaller this means

some good solutions will be missed, unless the algorithm is forced to adapt due to it

due to the tolerance being unlikely to be reached. However in figure 5.14 we see that

the calculated tolerance remains untouched as all individuals have a cost functional

of 3.472× 10−3 or less and a population of solutions has been successfully calculated,

albeit covering a smaller range of cost functionals than all the correct solutions.

Using the same method on the density distribution without lead reveals that the

usual good solutions reach a maximum cost functional of approximately 1.7 × 10−3,

but the calculated cost functional is Jtol = 3.08×10−3, based on the weight, and when

this is used the cost functionals for the resultant individuals (figure 5.15) fail to reach

the intended range of good solutions. Therefore in this case it is possible that none of

the solutions will resemble the actual density distribution.

Figure 5.14: Histogram of the cost func-
tionals when algorithm run for 5.1.

Figure 5.15: Histogram of the cost func-
tionals when algorithm run for 5.1 with-
out lead.

The results involving the lens are shown in figures 5.16 to 5.23, with those on the

left relating to lead being present in the actual density distribution and those on the

right having it missing. We start by looking for smaller objects but since the voxel size

is 10cm we don’t look for objects of that size - it is very likely there will be individual

voxels somewhere in the cargo container with a high density.

Beginning with those on the left we see that almost all solutions contain and object

with density very close to lead and size 20cm on each edge. On its own this would
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Figure 5.16: Histogram of the average
density of cubes of size 20cm when using
the data from 5.1.

Figure 5.17: Histogram of the average
density of cubes of size 20cm when using
the data from 5.1 without lead.

Figure 5.18: Histogram of the average
density of cubes of size 30cm when using
the data from 5.1.

Figure 5.19: Histogram of the average
density of cubes of size 30cm when using
the data from 5.1 without lead.

heavily imply that an object of size 20cm is present. Moving onto figure 5.18 we find

that most solutions also contain an object of size 30cm on each edge which reaches a

density close to lead. However a small number only reach a density of metal. This

may imply less strongly that an object of size 30cm is present. What is interesting

is that there is a similar level of objects found that are 40cm in size in figure 5.20.

Since this is much larger than the actual size of 25cm it may be that such a level is

not indicative of an object being present. Finally as we move onto objects of 50cm we

see that the highest density achieved is that of some metals, thus we would conclude

an object of such size is not present.

The figures which depict the case without the lead being present (on the right)

show the same trend except sooner. As soon as we look for an object of size 30cm or

higher the majority of solutions favour a metallic one being the most likely, which is

promising. Figure 5.17 is the important one for comparison purposes as around 70%

of solutions contain an object of size 20cm being a density close to lead.
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Figure 5.20: Histogram of the average
density of cubes of size 40cm when using
the data from 5.1.

Figure 5.21: Histogram of the average
density of cubes of size 40cm when using
the data from 5.1 without lead.

Figure 5.22: Histogram of the average
density of cubes of size 50cm when using
the data from 5.1.

Figure 5.23: Histogram of the average
density of cubes of size 50cm when using
the data from 5.1 without lead.

Although this case is a simple (and most likely unrealistic) scenario it may provide

us with insight as to what to expect in later cases. From this case alone we could be

inclined to say that 70% of solutions indicating a high density object is not a large

enough proportion to indicate anything is there, we may require a higher proportion

of say larger than 90% to say with more authority on the density distribution. Or it

could be that it is not possible to identify such high density material. We need to look

at more cases in order to decide which conclusion is more likely.

Another simple example is shown in figure 5.24, where again there is a small piece

of lead only this time it is 30cm on each side. There is also one piece of wood and one

piece of metal elsewhere in the domain.

When the data was compared to good solutions the tolerances of 2.8 × 10−3 and

2.3×10−3 were found to be good values for the case with and without lead respectively.

The weight of this cargo container is 7.45× 107g which, when fed into the relationship
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Figure 5.24: Cross section of the cargo container containing the small lead object as
another uncluttered example.

calculated, returned tolerances of Jtol = 3.76 × 10−3 and Jtol = 3.08 × 10−3 respec-

tively. Since the calculated tolerance has overestimated what we would call the correct

tolerance the assumption would be that the method would have no problem finding

solutions beneath the prescribed tolerance.

However in figures 5.25 and 5.26 we see that the ranges of cost functionals all lie

above the calculated tolerances. This means that the algorithm has found it difficult

to reach the prescribed tolerance and therefore has worked, over several cycles, to

increase it. This could be due to the radial basis mesh being too coarse to be able

to correctly model the actual distribution but based on the size and shapes of the

objects within the container and the mesh chosen this shouldn’t be the case. Another

option is that the algorithm is working slower than expected and simply requires more

time to reach the prescribed tolerance before adjusting it. It means that the solutions

acquired in this case do not lie within the range of cost functionals for good solutions.

Figure 5.25: Histogram of the cost func-
tionals when algorithm run for 5.24.

Figure 5.26: Histogram of the cost func-
tionals when algorithm run for 5.24 with-
out lead.

The histograms 5.27 to 5.34 show the results in a quantitative manner - those
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on the left are for when a piece of lead is present and those on the right are the

same distributions except without lead. Beginning with figure 5.27 it shows that all

individuals contain at least one cube of size 20cm on each side within their domain.

Given that the actual object is 30cm on each side this is to be expected. There is a

slight drop off when using a lens of that size though, as shown in figure 5.29. Over

90% of individuals have found an object of that size of density close to lead, which

is allowable, but there is a similar level when using a 40cm sized lens (figure 5.31).

In the previous example when the lens used was larger than the actual lead object

it resulted in a decrease to around 70% success rate whereas it lead to barely any

noticeable difference, which is most likely due to the placement of the lead. In figure

5.1 it is closer to the edge (and the sensors) than in this case and so we are more

likely to achieve good results. Here it is buried more towards the middle of the cargo

container and so the recovered size might be less accurate.

Moving onto figure 5.33 the number of individuals that contain an object relatively

close to the density of lead of size 50cm on each side is approximately 40%. Of course

this depends on what we define ‘relatively close’, here it is any density over 10g/cm3 but

if we were to relax this to be close to 9.5g/cm3 then more than half of the population

correctly model the density distribution. As we increase the size of the lens this trend

continues in the same way.

For the cases without lead being present in the container we start with figure 5.28.

When using a lens of size 20cm over 90% of individuals manage to recover an object

of density close to lead (which is also higher than when using the same sized lens in

the previous simple example). When the lens size is increased to 30cm the percentage

drops to around 80 - still relatively high. Similarly when using a lens of size 40cm

on each side the percentage remains at around 70. It is only in figure 5.34 when the

percentage has dropped in any significant manner, and that is the case where we look

for objects of size 50cm on each side.

Overall the figures on the right follow the same trend as those on the left, with

only a slight noticeable difference between the two. The aim of this section is to home

in on a lens size which could be used to minimise false positives and negatives. In the

previous example a lens size of 30 − 40cm on each side would be useable if we were

to base our results on what the majority of the population agree is the most likely
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Figure 5.27: Histogram of the average
density of cubes of size 20cm when using
the data from 5.24.

Figure 5.28: Histogram of the average
density of cubes of size 20cm when using
the data from 5.24 without lead.

Figure 5.29: Histogram of the average
density of cubes of size 30cm when using
the data from 5.24.

Figure 5.30: Histogram of the average
density of cubes of size 30cm when using
the data from 5.24 without lead.

maximum density. Using either lens size results in most of the population returning a

maximum density close to lead if it is present in the cargo container, whereas if there

is no lead present most individuals agree that the maximum density is around 8g/cm3,

which is defined to be domain D3, relating to the metal blocks made of iron or steel.

However neither lens size would be suitable for this second simple example as there

isn’t as much of a noticeable difference.

The first simple example is unrealistic as the lead box (and therefore fissile material)

has been placed very close to the edge with no objects nearby which could shield it

from assumed scans if we assume it is being smuggled in. However the second example

doesn’t contain any objects to shield it either, simply relying on distance from the edges

to remain undetected, so neither might be practical. Alternatively it is that failure of

the algorithm to reach the region of feasible solutions that has lead to unreliable data.

It is possible that a lens size of 50cm could work here but we would have to decide on

what density is relatively close to lead and how much of the population has to agree
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Figure 5.31: Histogram of the average
density of cubes of size 40cm when using
the data from 5.24.

Figure 5.32: Histogram of the average
density of cubes of size 40cm when using
the data from 5.24 without lead.

Figure 5.33: Histogram of the average
density of cubes of size 50cm when using
the data from 5.24.

Figure 5.34: Histogram of the average
density of cubes of size 50cm when using
the data from 5.24 without lead.

to make it correct. These are decisions to be made based on the remaining parts of

this section

5.2.2 A semi-cluttered example

Below in figure 5.35 is a slightly more complex example than those in the previous

section. A few more objects of wood and metal have been added to the domain to make

it slightly more cluttered and that is reflected in the increase in weight to 1.03× 108g.

Using this the calculated tolerance for the cost functional is Jtol = 6.8×10−2, although

when using a variety of correct solutions it seems that the tolerance should be set to

approximately 9× 10−2. There are correct solutions which have the cost functional of

around 6× 10−2 and below but the algorithm finds it difficult to reach them - leading

to figure 5.36 in which the tolerance has been increased to approximately 1.4 × 10−1

and the minimum cost functional found is around 1.2×10−1, meaning that we haven’t

managed to reach the region of good solutions for this case.
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Figure 5.35: Cross section of the cargo container containing the small lead object as
a semi-cluttered example.

When there is no lead in the cargo container the calculated tolerance is found to

be Jtol = 6.7 × 10−2. However the actual good solutions inhabit a region with an

approximate maximum cost functional of 5 × 10−2, which is much less than the cost

functional for the case with lead. Since the lead object is rather close to the sensors

it has a large impact on the data collected from the sensors, and this could lead to

better results. Also since the calculated tolerance is above what it should be, the

algorithm should be able to find solutions below it. Unfortunately it must take too

long to do so as the tolerance must be increased at various times in the algorithm

according to figure 5.37 where the tolerance has been increased to 9.5 × 10−2, and it

fails to reach the region of good solutions. This has happened both here and in the

previous example and since in both instances the algorithm is able to eventually reduce

the cost functional to a certain degree the main fault must lie with the alteration of

the calculated cost functional - there is not enough time spent trying to reach the

tolerance before increasing it.

Figure 5.36: Histogram of the cost func-
tionals when algorithm run for 5.35.

Figure 5.37: Histogram of the cost func-
tionals when algorithm run for 5.35 with-
out lead.
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The results can be found in figures 5.38 to 5.47. Beginning with figure 5.38 we see

that when using a lens of size 40cm on each side there is at least one object in each

individual that is the density of lead. Given that the actual object is of size 30cm on

each side the algorithm has overestimated the size of the object, like it has done on

previous occasions. Figure 5.38 shows an identical result except where the data used

did not include the lead object, meaning we have a false positive - at least lead one

object has been reconstructed in the domain without lead ever being present. Such

an occurrence is expected after increasing the number of objects in the domain as we

have done.

Figure 5.38: Histogram of the average
density of cubes of size 40cm when using
the data from 5.35.

Figure 5.39: Histogram of the average
density of cubes of size 40cm when using
the data from 5.35 without lead.

Moving onto the pair of figures 5.40 and 5.41, which look at using a lens of size 50cm

on each side with the former containing lead and the latter not, a difference has begun

to emerge. When lead is present all individuals manage to contain a lead object in the

reconstruction, when the lead is taken away not all individuals continue to identify

the object as completely lead, some have a slightly decreased density. However the

decrease is very slight, equating to 1g/cm3 change. To say this is a significant change

may lead to very stringent rules on identifying lead.

This might not give us all we need and so instead we look at figures 5.42 and 5.43.

In this case almost all individuals have correctly identified the lead, even though it

would be 8 times the volume of the actual lead object. In the case of the data without

lead it seems the reconstruction has reduced enough to be firmly in a different domain

range, that of iron and steel (around 8g/cm3). This should constitute a significant

enough decrease to be able to distinguish between the two possibilities.

As we look for larger objects for the distribution without lead (figures 5.45 and
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Figure 5.40: Histogram of the average
density of cubes of size 50cm when using
the data from 5.35.

Figure 5.41: Histogram of the average
density of cubes of size 50cm when using
the data from 5.35 without lead.

Figure 5.42: Histogram of the average
density of cubes of size 60cm when using
the data from 5.35.

Figure 5.43: Histogram of the average
density of cubes of size 60cm when using
the data from 5.35 without lead.

5.47) the range of densities continues on a downward trend as expected. What is more

interesting are figures 5.44 and 5.46. When we look for objects of size 70cm on each

side the results seem to resemble those in figure 5.41 - a slight decrease but centering

around a density of 10g/cm3. It is only when a lens of 80cm is used that there is a

significant decrease to a lower density domain.

Overall this case involves an object of size 30cm being present close to the sensors

in a semi-cluttered domain. When searched for the algorithm identifies objects up to

size 70cm on each side that could easily resemble lead. Without any lead being present

there are false positives involving objects up to size 50cm on each side, thus providing

us with a region of identification for the lens size (60-70cm) for this case which should

avoid both false positives and negatives.

The reason behind this could be due to the placement of the lead - inside a large

wooden block in figure 5.35. This block is also close to the sensors and it is likely to

be reconstructed as a higher density object leading to false positives. Other objects
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Figure 5.44: Histogram of the average
density of cubes of size 70cm when using
the data from 5.35.

Figure 5.45: Histogram of the average
density of cubes of size 70cm when using
the data from 5.35 without lead.

Figure 5.46: Histogram of the average
density of cubes of size 80cm when using
the data from 5.35.

Figure 5.47: Histogram of the average
density of cubes of size 80cm when using
the data from 5.35 without lead.

may also follow this trend, but the addition of an actual lead object may cause the

reconstructed lead to increase in size. This is the first example of how an increase in

the number of objects (and also the cargo container weight) leads to an increase in the

size of the lead object recovered.

Another semi-cluttered example can be seen in figure 5.48 with a weight of 9.96×

107g, which leads to a computed tolerance for the cost functional of Jtol = 6.2× 10−2.

However the actual tolerance should be around 3.3 × 10−2. Similarly with the case

without the lead present the computed tolerance is Jtol = 6.1×10−2 whereas the actual

tolerance should be approximately 3.2 × 10−2. Both have been prescribed tolerance

levels that are higher than they should be and both, as shown in figures 5.49 and

5.50, require an increase to the cost functional in order to work in a shorter time

frame, neither reaching the region of cost functionals associated with correct results.

Therefore this is another example where the solutions achieved may not be the best,

whether due to not allowing the algorithm to run for long enough before increasing the
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tolerance, or because the radial basis mesh is to coarse to allow lower cost functionals.

In either case the results it generates are in figures 5.51 to 5.58.

Figure 5.48: Cross section of the cargo container containing the small lead object as
another semi-cluttered example.

Figure 5.49: Histogram of the cost func-
tionals when algorithm run for 5.48.

Figure 5.50: Histogram of the cost func-
tionals when algorithm run for 5.48 with-
out lead.

Here the same number of wooden and metallic boxes as the previous semi-cluttered

example have been selected, except their size and locations are randomly chosen which

leads to a slightly lower weight than for the previous example. For the moment let us

restrict ourselves to the cases where lead is present in the actual density distribution.

As with the previous case when we use a lens of size 40cm on each side all individuals

have at least one object made of lead (figure 5.51), but increasing to a lens of size

50cm (figure 5.53) reveals a slight difference similar to the one seen before in figure

5.42. As in that case the slight reduction in density is not significant enough to be

considered a negative result, although such a change occurs at a smaller size here.

Figure 5.55 shows the data when using a lens of size 60cm and it is here where there

could be some significant change. The lower densities recovered are close to 9g/cm3,

which is encroaching upon the lower density domain of iron and steel. However the



148 CHAPTER 5. USE OF AN ENSEMBLE HYBRID SCHEME

upper bound remains relatively close to lead. While we may have still achieved a

consensus from the population at least some individuals continue to identify a lead

object of size 60cm on each side present. It is only when increasing to a lens of size

70cm on each side (figure 5.57) that we reach a negative result - all individuals have a

maximum average density of around 9.5g/cm3 and around 70% reach below 9g/cm3.

Contrast this to the case without lead and we find a slightly different result. Using

a lens of 40cm (figure 5.52) still returns all individuals as having identified lead, but

increasing the size of the lens to 50cm (figure 5.54) results in a shift towards the lower

densities. As seen in figure 5.55 the lower densities may be encroaching on the lower

domain but the upper boundary remains close to lead, and so this is still a positive

result for lead. It is only when the lens size is increased to 60cm (figure 5.56) that a

negative result could appear. All individuals return a maximum density of less than

10g/cm3 with a significant proportion returning 8g/cm3. Figure 5.58 goes further with

a lens size of 70cm and it returns a definite negative result as all maximum densities

are less than 8g/cm3.

Figure 5.51: Histogram of the average
density of cubes of size 40cm when using
the data from 5.48.

Figure 5.52: Histogram of the average
density of cubes of size 40cm when using
the data from 5.48 without lead.

For this case it seems that using a lens of size 60cm is key, as it could differentiate

between a cargo container with lead and one without. Any smaller lens leads to false

positives and anything larger returns false negatives. Having a single sized lens as

an indicator ties into the first two simple examples as there is a very thin range for

false positives and negatives, whereas the previous semi-cluttered example had a larger

range of 60-70cm. This could be due to the larger weight of the cargo container in

that case, or because the lead object was closer to a sensor. In either case we are on

track to identifying a trend for the indicator for high density material in the cargo
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Figure 5.53: Histogram of the average
density of cubes of size 50cm when using
the data from 5.48.

Figure 5.54: Histogram of the average
density of cubes of size 50cm when using
the data from 5.48 without lead.

Figure 5.55: Histogram of the average
density of cubes of size 60cm when using
the data from 5.48.

Figure 5.56: Histogram of the average
density of cubes of size 60cm when using
the data from 5.48 without lead.

container.

5.2.3 A cluttered example

Next we look at the more cluttered example first shown in figure 5.2. Here we have

increased the number of wooden and metal blocks randomly scattered around the

domain and the weight reflects that - at 1.10×108g it is the heaviest cargo container so

far. Using this the calculated cost functional tolerance is found to be Jtol = 8.58×10−2

and, according to figure 5.59, the algorithm seems to stick with it. When restricting

ourselves to good solutions they seem to range up to around 1× 10−1, but still several

solutions reach lower than 8.58× 10−2. So in this case the algorithm has managed to

find results in the valid range of cost functionals. The same can’t be said for the case

without lead as this has a similar calculated tolerance of Jtol = 8.48 × 10−2 but the

algorithm has increased this at various stages, as shown in figure 5.60. Also several

good solutions only reach up to the cost functional of 1× 10−1 whereas all individuals
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Figure 5.57: Histogram of the average
density of cubes of size 70cm when using
the data from 5.48.

Figure 5.58: Histogram of the average
density of cubes of size 70cm when using
the data from 5.48 without lead.

found from the algorithm have larger cost functionals.

Figure 5.59: Histogram of the cost func-
tionals when algorithm run for 5.2.

Figure 5.60: Histogram of the cost func-
tionals when algorithm run for 5.2 with-
out lead.

The first results are seen in figures 5.61 and 5.62, in which a lens of 40cm has been

used and has gained us a positive result whether lead is present in the cargo container

or not. Instead, if we use a lens of size 50cm we start to see a slight distinction

between the results in figures 5.63 and 5.64. However since there is a very limited

range in figure 5.64 and it remains near to the density of lead it will still be identified

as a false positive.

It is only when moving onto a lens of size 60cm when we can see a proper distinction

between the two. The densities in figure 5.65 have managed to remain close to lead

whereas those in figure 5.66 have moved much closer to the density of domain D3, even

though a few individuals may achieve something close to a positive result.

We can say with relative confidence that a lens of size 70cm (figures 5.67 and 5.68)

will provide a negative result in both instances, and so a lens of size 60cm will be

the key to distinguishing between false positives and negatives in this case. This is
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Figure 5.61: Histogram of the average
density of cubes of size 40cm when using
the data from 5.2.

Figure 5.62: Histogram of the average
density of cubes of size 40cm when using
the data from 5.2 without lead.

Figure 5.63: Histogram of the average
density of cubes of size 50cm when using
the data from 5.2.

Figure 5.64: Histogram of the average
density of cubes of size 50cm when using
the data from 5.2 without lead.

interesting as the previous record for the highest weight (the first semi-cluttered exam-

ple) had a slightly larger range in which we could distinguish between false positives

and negatives, lending credence to the theory that it is the size and location of the

lead object which makes the difference, although this will be unknown beforehand.

Fortunately it seems that a lens of size 60cm works for the most recent examples.

The second cluttered example is shown in figure 5.3 with a weight of 1.03 × 108g

in which we have increased the number of both wooden and metal blocks but, due to

the random size and locations, we end up with a similar weight to that of the first

semi-cluttered example, although in this example there are more metal blocks near

to the lead and so will most likely provide slightly different results. In this case the

calculated tolerance is 6.96×10−2 whereas, according to the good results compared to

the data, it should be approximately 4.1×10−2. In addition to that the algorithm has

not managed to stick with the calculated tolerance, and has increased it to a degree

that very few solutions have a cost functional reaching it (figure 5.69). The same
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Figure 5.65: Histogram of the average
density of cubes of size 60cm when using
the data from 5.2.

Figure 5.66: Histogram of the average
density of cubes of size 60cm when using
the data from 5.2 without lead.

Figure 5.67: Histogram of the average
density of cubes of size 70cm when using
the data from 5.2.

Figure 5.68: Histogram of the average
density of cubes of size 70cm when using
the data from 5.2 without lead.

thing has happened to the case without the lead being present (figure 5.70) where the

tolerance should be around 4× 10−2 but has been calculated to be Jtol = 6.92× 10−2

and the algorithm has increased it to around 1.1× 10−1. So in neither case should we

expect the best solutions.

Beginning with figures 5.71 and 5.72 we see that, with or without the presence of

lead, using a lens of size 40cm will net us a positive result, which agrees with what

we have seen before in the more recent examples. Similarly an increase of the lens to

50cm does not provide a high distinction between the two results as in both figures

5.73 and 5.74 almost all individuals lie firmly close to the density of lead. In fact figure

5.73 contains a few individuals with lower densities than those in its counterpart, but

due to the low frequency of said individuals it will be assumed that we can disregard

such outliers.

In previous examples it is by using a lens of size 60cm which provided us with a

distinction between false positives and negatives. Unfortunately it is not so obvious
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Figure 5.69: Histogram of the cost func-
tionals when algorithm run for 5.3.

Figure 5.70: Histogram of the cost func-
tionals when algorithm run for 5.3 with-
out lead.

Figure 5.71: Histogram of the average
density of cubes of size 40cm when using
the data from 5.3.

Figure 5.72: Histogram of the average
density of cubes of size 40cm when using
the data from 5.3 without lead.

here. Both figures 5.75 and 5.76 have densities over a large range, almost reaching lead

on the upper boundary and the domain D3 on the lower boundary, with the outliers

mentioned above still present. The guidelines for distinction between false positives

and negatives being developed throughout this section are rendered insufficient for the

current result and so they must be refined.

An interesting aspect of the distribution of the two figures is the shape. Figure

5.75 is skewed more negatively whereas figure 5.76 has, if anything, a slight positive

skew. This motivates us to find a percentage of individuals that reach above a certain

density, which will be the aim of the final section of this chapter after one more

example. Figures 5.77 and 5.78 have been included to show that a lens of 70cm will

only lead to negative results in either case.
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Figure 5.73: Histogram of the average
density of cubes of size 50cm when using
the data from 5.3.

Figure 5.74: Histogram of the average
density of cubes of size 50cm when using
the data from 5.3 without lead.

Figure 5.75: Histogram of the average
density of cubes of size 60cm when using
the data from 5.3.

Figure 5.76: Histogram of the average
density of cubes of size 60cm when using
the data from 5.3 without lead.

5.2.4 A realistic example

Finally we attempt to approach a slightly more realistic example. So far we have

looked at examples where the densities of each object has fit into the domains we have

defined i.e. wood and metal, which would not happen in real life. Instead for this

example then background of the cargo container has been populated with objects of

varying size with a density in the range (0, 5)g/cm3, resulting in an overall weight of

1.56 × 108g. Since the densities of each object does not fit into the domains defined

in the reconstruction an exact solution is not possible. If it were possible then the

solutions for the instances with and without lead would be 1.2 × 10−1 and 1 × 10−1

respectively. Extrapolating from the relationship developed earlier from figure 5.7 we

instead get target cost functionals of approximately Jtol = 1.9× 10−1 for both. Using

these in the algorithm (which increases them as required) result in a population with

cost functionals shown in figures 5.80 and 5.81 respectively.

An increase in the tolerance should be expected due to inability to reach the actual
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Figure 5.77: Histogram of the average
density of cubes of size 70cm when using
the data from 5.3.

Figure 5.78: Histogram of the average
density of cubes of size 70cm when using
the data from 5.3 without lead.

Figure 5.79: Cross section of the cargo container containing the small lead object a
realistic example.

densities of each object, but what is interesting is that the case without lead has been

increased more than that with it. Generally speaking the correct solutions for the

case without lead have a slightly lower cost functionals than their counterparts in the

case with lead, and the difference becomes more pronounced as the lead gets closer

to the sensors, but in several examples the algorithm has adjusted the tolerance in

the case without lead more. Since the same radial basis mesh has been used in both

instances the only reason for this to happen would be the tolerance was increased too

early without allowing enough time for the algorithm to decrease. This is one of the

quirks of the genetic algorithm - at any point there could be a long period of time

before another decrease in the cost functional occurs, then several will occur in quick

succession. Deciding on a time scale which would indicate the algorithm having stalled

is problematic and could be relatively arbitrary.

During the analysis of previous examples we began with a lens of size 40cm but

here we begin with 50cm as this is the smallest lens which returns all positive results

for both situations of lead being present and not (figures 5.82 and 5.83). It is only
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Figure 5.80: Histogram of the cost func-
tionals when algorithm run for 5.79.

Figure 5.81: Histogram of the cost func-
tionals when algorithm run for 5.79 with-
out lead.

when the lens is increased to 60cm when some differences begin to show, but they are

still not sufficient enough to provide us with a negative result in the case without lead

(figures 5.84 and 5.85)

Figure 5.82: Histogram of the average
density of cubes of size 50cm when using
the data from 5.79.

Figure 5.83: Histogram of the average
density of cubes of size 50cm when using
the data from 5.79 without lead.

Moving up to a lens of 70cm is when the results show a distinction. Figure 5.86

shows that in the case with lead almost all individuals contain an object close to

the density of lead, whereas in figure 5.87 most individuals return a density less than

10g/cm3 and so there has been a shift in this case. In the case where a lens of size 80cm

was used the example with lead, figure 5.88, still returns a majority of individuals with

a density greater than 10g/cm3. Compare that to the instance without lead present,

figure 5.89, and we see that all individuals have a density closer to the lower domain

of D3 rather than that of lead and so could be described as a negative result.

Both lens sizes of 70cm and 80cm seem to give us what we require for this example

- correctly identifying lead when it is present and ignoring it when it is not. However

a positive result could be whatever we define it to be. For the case where a lens of size
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Figure 5.84: Histogram of the average
density of cubes of size 60cm when using
the data from 5.79.

Figure 5.85: Histogram of the average
density of cubes of size 60cm when using
the data from 5.79 without lead.

Figure 5.86: Histogram of the average
density of cubes of size 70cm when using
the data from 5.79.

Figure 5.87: Histogram of the average
density of cubes of size 70cm when using
the data from 5.79 without lead.

90cm is used, figure 5.91 shows the results when lead is not present and, given that

the individuals are centered around a density of 8g/cm3, this is a negative result. The

results from when lead is present in the domain is shown in figure 5.90 and this could

be a borderline result.

More than half of the population have returned a density greater than 9.5g/cm3.

However it might be that we require more stringent rules for these cases. As we

increase this threshold value the proportion of the population which achieves it will

decrease and in this case it won’t take much alteration to reach a point where less than

half of the population reaches the threshold. Or we could require that more than half

of the population is required to achieve the threshold value before it will be a positive

result. These choices are explored in the next section.
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Figure 5.88: Histogram of the average
density of cubes of size 80cm when using
the data from 5.79.

Figure 5.89: Histogram of the average
density of cubes of size 80cm when using
the data from 5.79 without lead.

Figure 5.90: Histogram of the average
density of cubes of size 90cm when using
the data from 5.79.

Figure 5.91: Histogram of the average
density of cubes of size 90cm when using
the data from 5.79 without lead.

5.3 Finding an indicator for the presence of fissile

material

In the previous section 7 examples were chosen for their range of possibilities in order

to contribute to our understanding of the problem, with the aim of finding a practical

indicator of whether lead is present or not in a given cargo container. The next step

is to attempt to collate all the information gleaned from the results so as to achieve

this aim i.e. determine what size lens to use in any given scenario to provide us with

correct positive and negative results. For this we need to restrict ourselves to what

information we might know beforehand. It doesn’t take much effort to measure the

weight of the cargo container and so that can be used, as it has been mentioned and

commented on throughout the previous section.

Another factor that has been mentioned is the size and location of the lead object.

As it gets closer to a sensor location it has a noticeable effect on the data and therefore
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the solutions obtained. Size may also contribute to this but since it is unlikely to have

a very large lead object in the cargo container this was an aspect that was generally

restricted to a maximum of around 40cm×40cm×40cm - here we have assumed that

a small cube of fissile material of around 10cm on each side will require sufficient

shielding to avoid setting off any radiation sensors. The location is less restricted as it

is generally unknown. We might be able to say that we assume the fissile material to

have been placed towards the center of the cargo container as an attempt to keep it

away from as many sensors as possible, but it is not something that has been strictly

assumed for this study. Instead certain allowances will have to be made for any such

event. So the most obvious choice is to have the lens size be dependent on the weight

of the cargo container.

Given that the tolerance chosen for the cost functional depended on the cargo

container weight it might be possible that such a dependence has been imposed from

the beginning. However that tolerance is treated as a starting value for the algorithm

and is adjustable throughout when deemed necessary. The mechanism behind deciding

when it is necessary could be improved upon but it is sufficient enough to provide viable

results for analysis. Also an argument could be made that imposing such a relation is

allowable if it leads to practically viable results.

However a simple relation such as this will not be sufficient to obtain the key lens

sizes to be used for identification as we explored more than one instance in the previous

section where a cargo container with a similar weight to another one did not share the

same advisable lens size. In that case it was suggested that we look at the percentage

of individuals over a prescribed density to act as a tolerance level, and so that is the

first variable to consider for optimisation.

Our domain of interest, denoted by D4, has a density of 11g/cm3 and the domain

closest to this is D3 which has a density of 8g/cm3. Midway between the two is a

density of 9.5g/cm3 which could be a good tolerance level to explore. However the

results so far seem to indicate a preference towards false positives for several smaller

lens sizes and so increasing the density tolerance slightly could be recommended. Also

we have imposed these domains upon the reconstruction so choosing a tolerance level

only based on that might not be the most accurate. This is the reasoning behind also

exploring the use of 10g/cm3 as a possible tolerance level.
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The next step is to determine what percentage of individuals above this density

would constitute a positive result. First just a straightforward majority would be the

most obvious choice and so 50% is explored. However, due to the aforementioned pref-

erence towards false positives this may not be strict enough for our needs. Therefore

larger values are also analysed. The results from this analysis are stored in tables 5.1

and 5.2. Explaining what they mean involves working backwards from the answer to

figure out the question - another inverse problem.

For the moment we will focus on table 5.1. The seven examples have been listed

with a letter for their description and the number they appear. Let us restrict ourselves

to S1, which is the first simple example. We have already prescribed a density tolerance

of 9.5g/cm3, now we also prescribe a percentage tolerance of 50%. In this case if we

use a lens of size up to 40cm for the data with lead present, more than 50% of the

population return a maximum density of over 9.5g/cm3, resulting in a true positive

result. However if we instead look at the solutions created from the data without lead

and use a lens of size 20cm, we also get more than 50% of the population indicating a

maximum density over 9.5g/cm3, which is a false negative. Therefore the only feasible

lens sizes to use for this specific case are 20 or 30cm. For the rest of the examples n/a

denotes that no answer was found.

Feasible lens size (cm) for population %
Example 50% 60% 70% 80% 90% 100%

S1 30-40cm 30-40cm 20-40cm 20cm 20cm n/a
S2 50cm n/a n/a 30-40cm 30-40cm 20-30cm

SC1 60-70cm 60-70cm 60-70cm 60-70cm 60-70cm 60-70cm
SC2 60cm 60cm 50-60cm 50-60cm 50cm 50cm
C1 60cm 60cm 60cm 60cm 60cm 60cm
C2 n/a n/a n/a n/a n/a n/a
R1 80-90cm 80-90cm 70-80cm 70-80cm 70-80cm 70-80cm

Table 5.1: Advised lens size to use to obtain correct positive and negative results when
a population percentage tolerance is prescribed and the density tolerance is 9.5g/cm3.

Looking at both tables the first obvious result is that both examples S2 and C2

have several instances where no answer was found. It is possible that both of these

cases are special cases. For instance in the case of S2 the lead object was further

towards the lower edge of the cargo container (figure 5.24), away from most sensors

and so that could be the reason for the lack of results. Meanwhile for the case of C2
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Feasible lens size (cm) for population %
Example 50% 60% 70% 80% 90% 100%

S1 30-40cm 30-40cm 20-40cm 20cm 20cm n/a
S2 n/a n/a n/a 30-40cm 30-40cm 20cm

SC1 60-70cm 60-70cm 60-70cm 60-70cm 60-70cm 60cm
SC2 50-60cm 50-60cm 50cm 50cm 50cm 50cm
C1 60cm 60cm 60cm 60cm 60cm 50cm
C2 60cm 60cm n/a n/a n/a n/a
R1 70-80cm 70-80cm 70-80cm 70cm 70cm 70cm

Table 5.2: Advised lens size to use to obtain correct positive and negative results when
a population percentage tolerance is prescribed and the density tolerance is 10g/cm3.

the lead object is located towards the corner of the cargo container (figure 5.3), not

necessarily very far away from the sensors. In one of the previous sections on sparsity

(section 3.2.6) it was noted that in some instances it can be difficult to find objects

in the corner of the cargo container, and it was suggested there was some unknown

interaction between the sensors occurring. However this is not enough to completely

disregard the two examples as special cases. Instead since in table 5.1 example C2 is

unable to find even one feasible lens size let us focus solely on table 5.2. It might be

difficult to spot a pattern and so the data has been rearranged into table 5.3 where

it has been arranged in weight order and the columns are dependent on the lens sizes

instead.

Using table 5.3 it is easier to spot a pattern linking the weight of the cargo container

and a feasible lens size. Both of the simple examples could use a lens size anywhere

between 20cm and 40cm, and they are very close in terms of weight so it should be

allowable to group them together. Then there is a jump in weight to the semi-cluttered

and cluttered examples which turn out to have very similar weights and so could also

be grouped together. All four of these examples can use a lens of size 60cm to achieve

good results. Moving on to the one realistic example a lens of size 70cm or 80cm would

be feasible. Therefore it seems there is a general link between the weight of the cargo

container and the size of lens we should use in the analysis of the results.

A problem may occur when attempting to decide on a percentage tolerance. Start-

ing with the one realistic example we can choose a lens size of either 70cm or 80cm

and then a percentage tolerance of 50-70% would cover both cases. However this is

just one example, as we extend it to more realistic cases we might find different values
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Feasible percentage for lens size (cm)
Weight (g) Example 20cm 30cm 40cm 50cm 60cm 70cm 80cm
7.44× 107 S1 70-90 50-70 50-70 n/a n/a n/a n/a
7.45× 107 S2 100 80-90 80-90 n/a n/a n/a n/a
9.96× 107 SC2 n/a n/a n/a 50-100 50-60 n/a n/a
1.03× 108 SC1 n/a n/a n/a n/a 50-100 50-90 n/a
1.03× 108 C2 n/a n/a n/a n/a 50-60 n/a n/a
1.1× 108 C1 n/a n/a n/a 100 50-90 n/a n/a
1.56× 108 R1 n/a n/a n/a n/a n/a 50-100 50-70

Table 5.3: Advised population percentage to prescribe to obtain correct positive and
negative results when a lens size is prescribed and the density tolerance is 10g/cm3.

are better. Also this is the example which was excluded from the relation between the

cargo container weight and the tolerance of the cost functional in order to see how it

reacts to limited extrapolation. Adding this case to the data, along with other realistic

cases, could help fine tune that relation to a point where it is more universal.

For the cases of SC1, SC2, C1 and C2 we could choose a lens size of 60cm along

with a percentage tolerance of 50-60% and we would achieve good results. Three of

these four cases are generally robust too, with either more than one lens size being

feasible or a wider range of feasible percentage tolerance. However C2 has only one

lens size that can be used with a relatively small range for the percentage tolerance.

It could be that this is a very special case which wouldn’t appear often, or it could be

indicative of a wider range of solutions that will not fit into our proposed trend.

Alternatively the case of C2 could be an indication of a blind spot within the cargo

container - a quirk based on the current set up. In comparison the realistic example

contains a piece of lead fairly close to the edge, and possibly a sensor. There is a

dependence not only on the sensor locations but also the structure within the cargo

container. In this case it seems that lead in a more realistic example is easier to detect

than in a more simple cluttered example. Many more examples would have to be

explored to properly establish what eventuality is the most likely.

Finally are the two simple examples. We could use any lens size from 20cm to 40cm

for these examples, but once a lens is chosen there is no feasible percentage tolerance

shared by the two cases. For each of the three lens sizes we would require a larger

percentage tolerance for case S2 than for S1. For now we will prescribe the lens size to

be 30cm. Then the feasible percentage ranges for S1 and S2 are 50-70% and 80-90%
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respectively. More importantly there are more individuals with false negatives in S2

than there are in S1 and so the answer must lie in the background density.

Below are two figures which show the location of the metal object in both cases

with figure 5.92 relating to S1 and 5.93 relating to S2. The metal object is closer to

the top of the cargo container in S2 than it is in S1, thereby contributing a larger

gravitational gradient to the data and becoming more likely to be reconstructed as

lead.

Figure 5.92: Location of the metal object
for the first simple example.

Figure 5.93: Location of the metal object
for the second simple example.

There are other examples which have metal objects close to the sensors without

having as much difference compared to those without and so the difference must be

due to the sparse nature of the cargo container. Here the metal object (and also

other objects) will have more of an affect on the data, creating a more wide range

of possibilities without much difference in the weight. It might be possible to alter

the algorithm to account for this in some way, but it could have adverse effects on

the results for more cluttered examples. In a practical scenario these simple examples

should be less likely to occur, and perhaps are more likely to be detected by other

means. Therefore it would be most effective to keep the algorithm as it is.

5.4 Adding more sensors

The examples so far have all been performed under the assumption that there will be

a restriction on the number of sensors able to be placed on the outer surface of the

cargo container. It was stated in [51] that based on the size of commercially available

gravitational sensors they could be safely spaced at around 1 meter apart, perhaps
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slightly less. This motivated a choice of 4 sensors on each of the 3 edges of the sensor

gate, totalling 12 sensors on the gate.

The cargo container would pass through this sensor gate, stopping at various points

to take readings in order to build up sensory data covering three sides. Ideally we could

stop the cargo container as many times as we want to take readings as the size of the

sensors will have to influence on where the cargo container can be stopped. However

another aim of this study is speed. The equipment is supposed to be constructed at

a port where cargo containers are taken from ships and placed on lorries to be taken

inland. The scanning needs to be performed as part of the movement from one to the

other, ideally slowing down the transfer as much as possible.

Any time the cargo container moves we have to assume the contents will move too

(we cannot rely on straps and other accessories being able to keep objects absolutely

stationary). Moving objects would affect the readings and so to obtain the best results

we would want to wait until all movement has ceased. Stopping the cargo container

at more locations will result in longer waiting and therefore longer delays. Therefore

the decision was made to simply apply the same restrictions in this direction too -

readings taken 0.8m apart along the container. This resulted in a total of 96 sensor

locations.

An argument could be made to increase the number of sensors. For instance sensors

are improving, whether in accuracy or in a reduction in size, thereby negating some

of the restrictions imposed. Alternatively instead of one sensor gate there could be

several placed in a row, each one with sensors slightly offset from the gate before. By

passing the cargo container through this series of gates it would be the equivalent of

instead passing it through a single sensor gate with closely packed sensors. The result

is many more sensor locations on the cargo container.

For instance let us say that the allowed distance between each sensor is 0.2m,

whether this is realistically feasible or not. Each edge of the sensor gate will therefore

have 15 sensors running along it. With 3 edges there will be a total of 45 sensors on

the sensor gate. Allowing it to stop at 31 locations along the cargo container results

in 1395 sensors placed on the outer edge of the cargo container, more than 10 times

the number used before.

In order to compare this to the previous results it seems that choosing an example
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from the previous section to work on would be the best course of action. So let us

look at the first uncluttered example as shown in figure 4.1. This comprises of simply

one object of lead, one of metal and one of wood surrounded by air. The algorithm

was performed on both this setup and the equivalent setup without the lead object,

thus comparing false positives versus false negatives.

The algorithm requires a cost functional tolerance to be prescribed beforehand -

a type of target for the algorithm to reach towards. In the previous section this was

approximated using the cargo container weight, with it being allowed to increase if the

algorithm was failing to reach it over a large number of iterations. However changing

the model results in that approximation becoming inaccurate. An increase in the

number of data points means there are more individual elements of the discrete cost

functional to sum up. For a solution deemed qualitatively close enough to the actual

density distribution to be thought of as “correct” the cost functional will generally be

higher.

For this example there were several density distributions created that were rela-

tively close to the actual distribution - slight change in size and location of the three

objects. The median of this range of cost functionals was used as an approximation

to the cost functional tolerance. Then the algorithm was applied and ran until 100

solutions were found below this tolerance. The cost functionals of the solutions found

for both cases with and without lead are shown below.

Figure 5.94: Histogram of the cost func-
tional for more sensors on the first simple
example.

Figure 5.95: Histogram of the cost func-
tional for more sensors on the first simple
example without lead.

The ensemble algorithm is comprised of alternating between the steepest descent

method and genetic algorithm, each one working on a number of individuals. The

steepest descent algorithm is performed on 5 individuals for 20 iterations each with no
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interaction between them. So it is given a starting density distribution (an individual)

and applies the steepest descent algorithm for 20 iterations. Then it is given a second

distinct density distribution (another individual) and applies the steepest descent al-

gorithm for 20 iterations. By recording a density distribution at certain iterations for

each of the 5 individuals we build a larger population of 30 individuals. This is then

fed into the genetic algorithm where the 30 individuals interact at each iteration. 200

iterations of the genetic algorithm are applied.

The combination of the steepest descent algorithm and genetic algorithm totalling

220 iterations is called a “cycle”. At each iteration the minimum cost functional is

recorded and some of the cycles are plotted below in figures 5.96 to 5.98 for the case

with lead. The case without lead produces similar figures.

Since the algorithm begins with randomly selected starting density distributions

there is rapid reduction in the cost functional during the first cycle in figure 5.96. It

is during the second cycle (figure 5.97) where the convergence becomes more steady.

Figure 5.98 shows the convergence during the final five cycles, where the minimum

cost functional jumps up each time an individual is sampled from the population to

be added to the 100 solutions.

Figure 5.96: Cost functional for the first
cycle of the first uncluttered case with
more sensors.

Figure 5.97: Cost functional for the sec-
ond cycle of the first uncluttered case
with more sensors.

As before the lens method is used to try to distinguish between the lead being

present and not being present, histograms having been used to compare the two results

in figures 5.99 to 5.106. The resulting histograms are presented in the same format

as before, with those for lead present on the left, and those without lead on the right.

The actual lead object is of size 25cm on each side. When an object of size 20cm is

looked for, it is generally found in both cases - all solutions contain at least one lead
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Figure 5.98: Cost functional for the final five cycles of the first uncluttered case with
more sensors.

object of size 20cm. So respectively we get a true positive and a false positive.

Previously with fewer sensors on the same example we found a true positive for

an object of size 20cm and around 70% of the population presenting a false positive

in the absence of lead. Based on these preliminary results alone it would seem that,

under this new sensor set up, lead is detected no matter what.

However, as move to those histograms involving larger lenses and comparing side

by side, there is a difference between the two. In general there is a higher density

reported for the case with lead than without, providing us with a possible distinction

window with which to distinguish between false positives and false negatives. After

analysing the results further it appears that a lens of size 30 − 40cm on each side is

a possible option with a threshold of 10g/cm3. 95% of the population have an object

of size 30cm with a density greater than 10g/cm3 in the case with lead, as opposed

to 58% in the case without lead. With a lens of size 40cm the population percentages

are 81% and 45% respectively.

Figure 5.99: Histogram of the average
density of cubes of size 20cm for more
sensors on the first simple example.

Figure 5.100: Histogram of the average
density of cubes of size 20cm for more sen-
sors on the first simple example without
lead.
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Figure 5.101: Histogram of the average
density of cubes of size 30cm for more
sensors on the first simple example.

Figure 5.102: Histogram of the average
density of cubes of size 30cm for more sen-
sors on the first simple example without
lead.

Figure 5.103: Histogram of the average
density of cubes of size 40cm for more
sensors on the first simple example.

Figure 5.104: Histogram of the average
density of cubes of size 40cm for more sen-
sors on the first simple example without
lead.

Given that the problem has been changed it is unsurprising that the distinction

window has also changed. One might have expected that with more sensors there

would be a greater distinction between the cases with and without lead. For the

cluttered example the window has been slightly shifted, namely that a 20cm lens is no

longer useable. This could imply a dependence on the sensor locations instead.

For comparison purposes, also included is another example from the previous sec-

tion, that of the first cluttered example, for reasons that will soon become apparent.

As before there are two histograms 5.107 and 5.108 showing the range of cost func-

tionals in the end result. Also included are three plots of the evolution of the cost

functional in figures 5.109 to 5.111 illustrating the behaviour at the start and towards

the end of the algorithm in order to show convergence.

Figures 5.112 to 5.117 show the outcome when using the lens approach. It seems

that for this case there is not a distinction window we can use to differentiate between
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Figure 5.105: Histogram of the average
density of cubes of size 50cm for more
sensors on the first simple example.

Figure 5.106: Histogram of the average
density of cubes of size 50cm for more sen-
sors on the first simple example without
lead.

Figure 5.107: Histogram of the cost func-
tional for more sensors on the first clut-
tered example.

Figure 5.108: Histogram of the cost func-
tional for more sensors on the first clut-
tered example without lead.

the two cases. Histograms for the presence of lead and without look generally similar,

and in fact those without seem to return a higher density than those with lead. So

the inclusion of more sensors has made the results less accurate in this case.

These results could mean several things. The first possibility is a simple failing

of the algorithm. It was designed to attempt to reach a range of possible solutions,

each of which is equally as valid in terms of cost functional but possibly very different.

However what can happen is the algorithm simply chooses a similar solution over and

over, resulting in 100 very similar solutions.

Certain restrictions were put into place to try and avoid this - the genetic algorithm

is one. Another is the removal of many individuals from the population when a feasible

solution is found. The assumption is that the feasible solution has exerted enough

influence over the rest of the population to create several individuals very similar to

itself. By removing more it should prompt the algorithm to find a suitably different
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Figure 5.109: Cost functional for the first
cycle of the first cluttered case with more
sensors.

Figure 5.110: Cost functional for the sec-
ond cycle of the first cluttered case with
more sensors.

Figure 5.111: Cost functional for the final six cycles of the first cluttered case with
more sensors.

feasible solution. So this should not be the reason. However much of the analysis was

performed under the previous set up with fewer sensors. By adding more sensors we

have changed the problem and therefore some decisions may no longer be viable.

Another possibility is a more heavy reliance on the sensor locations than previously

thought. A lack of sensors could certainly create blind spots but perhaps using too

many can lead to higher densities being favoured over lower ones. In the cluttered

example shown above there is a metal object placed in between the lead object and

the sensors, and it is located relatively close to the surface of the cargo container. After

taking the lead away the metal box will still exert some influence over the sensors. As

seen previously there are problem with evolution when an object is reconstructed close

to the sensors. That was dealt with somewhat by moving the sensors further from the

cargo container. However increasing the number of sensors could increase the problems

involved.

It is possible there will be an optimum sensor arrangement, but another avenue of

investigation could be the addition of select data. Each sensor does not necessarily need
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Figure 5.112: Histogram of the average
density of cubes of size 40cm for more
sensors on the first cluttered example.

Figure 5.113: Histogram of the average
density of cubes of size 40cm for more sen-
sors on the first cluttered example with-
out lead.

Figure 5.114: Histogram of the average
density of cubes of size 50cm for more
sensors on the first cluttered example.

Figure 5.115: Histogram of the average
density of cubes of size 50cm for more sen-
sors on the first cluttered example with-
out lead.

to contribute all 5 pieces of sensory data. It was found in [70] that some components

of the gravity gradient tensor were better at detecting objects closer and others were

better for further away. That analysis was performed for optimal design measures for

larger length scales and so it may not be directly applicable here. A separate analysis

would need to be performed.

It could be there is not a single optimal sensor arrangement, in which case several

might have to be used in parallel. That is take several sets of data using different

sensor arrangements and run the algorithm on each one separately to fins several sets

of possible solutions which can then be compared/combined. However to come to such

a conclusion would require much more analysis to be performed.



172 CHAPTER 5. USE OF AN ENSEMBLE HYBRID SCHEME

Figure 5.116: Histogram of the average
density of cubes of size 60cm for more
sensors on the first cluttered example.

Figure 5.117: Histogram of the average
density of cubes of size 60cm for more sen-
sors on the first cluttered example with-
out lead.

5.5 An ideal example

As shown so far the results can be unpredictable. Different set ups can completely

change the results, and even the location of objects can heavily influence the out-

come. As explored in the introduction the uniqueness of solutions has been studied.

Once certain geometrical assumptions break down, so does a guarantee of uniqueness.

The question is how much does the application of this algorithm help when those

assumptions break down.

Uniqueness depends on having a single unknown object of unknown density sur-

rounded by zero density. Instead we impose a domain where there are three objects

of known density, one of lead, one metal and one wood. These are surrounded by zero

density, so in this case the cargo container would be a vacuum with only three objects

in it. Furthermore the three objects do not interact with each other - they exist as dis-

tinct entities within the cargo container in order to avoid certain possible influencing

like that in the first cluttered example with more sensors (i.e. combinations of objects

of different densities). The lead object is a cube of volume 25× 25× 25cm3.

The arrangement of sensors was that used in most of the results seen in this chapter

- a total of 96 sensors on the surface of the cargo container. However the difference is

that the same mesh grid was used for the data as for the reconstruction. Each voxel

is a cube of size 10 × 10 × 10cm3 for both data and reconstruction. This prompts a

slight change for the application of the algorithm. Previously the way in which an

approximate feasible cost functional was found was by comparing a roughly correct

reconstruction to the data directly. The subspace error from the use of level set
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and radial basis functions was ignored and the cost functional treated as more of an

approximate aim rather than set in stone. Following the same method would give us

an aim of 0 for the cost functional, which is not reachable. So instead of allowing

the algorithm to sample solutions as they get below a tolerance it is simply run until

it is deemed to have stopped converging. This was performed on both the case with

lead and without (the case without would therefore be only two objects surrounded

by a vacuum - one of metal and one wood). The evolution of the cost functionals

for both cases are shown in figures 5.118 and 5.119. In both cases the evolution has

slowed down drastically. It may not have converged as it is difficult to decide on proper

convergence for this application.

Figure 5.118: Cost functional in later it-
erations for the case with lead.

Figure 5.119: Cost functional in later it-
erations for the case without lead.

There is a further difference in the solutions associated with this approach. Pre-

viously a feasible solution was plucked from the population when it reached a certain

tolerance and then replaced by others, eventually ending up with 100 possible solutions

to analyse. To do so for the ideal case would take longer and would require changes to

the code. However this case is designed to be more of a proof-of-concept and so 100

solutions is perhaps not required. Instead we made use of the state of the population

at the end of the algorithm.

The population is of size 30 at the end - a result of the genetic algorithm. Many

of the individuals may be relatively close to the correct solution but there will also be

several kept an intentional distance apart - diversity is an integral part of the algorithm.

Therefore all 30 certainly cannot be used. Instead we look at the 15 individuals with

the lowest cost functionals. The histograms of both are shown in figures 5.120 and

5.121. There is a range of cost functionals for both but they have a similar upper
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limit.

Figure 5.120: Cost functionals for 15 so-
lutions for the case with lead.

Figure 5.121: Cost functional for 15 solu-
tions for the case without lead.

Following the same approach as before a lens was used of varying sizes to process

the results and the histograms can be seen in figures 5.122 to 5.127. Those on the left

are for the case with lead and those on the right are without. Focusing on the case with

lead one can see that all solutions contain an object of size 20 which has the density

of lead. Moving up to an object of size 30cm the histogram seems to suggest there

are three solutions which contain an object of density 10g/cm3 or above. Moving to

40cm the density has reduced to that of metal. This would imply that a few solutions

contain a lead object slightly smaller than 30 × 30 × 30cm3 in the reconstruction,

which is very close to the actual density distribution. It most likely exists on its own

surrounded by some layer of vacuum - using a lens of size 40cm would encompass it

and several voxels of zero density, resulting in a much lower average density than lead.

However for this to be a good result it must be compared to the case without lead.

When a lens of size 20cm is used most of the solutions have a density very close to

metal. The slight increase in density is due to the fact that at least one voxel remains

for each domain, so there will always be a small amount of lead in the reconstruction.

Here it appears that part of the metal object has a few voxels of lead within it. As we

increase the lens size this gets smoothed out, resulting in most agreeing on a maximum

density equal to that of metal.

It seems that for this case the algorithm has performed remarkably well. However

it was chosen with this aim in mind, based on what we know about uniqueness and

what the previous results have indicated. It may be that the algorithm works this well

for all solutions of this rough structure, or there may be a few for which it fails. There
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Figure 5.122: Histogram of the average
density of cubes of size 20cm for the ideal
example.

Figure 5.123: Histogram of the average
density of cubes of size 20cm for the ideal
example without lead.

Figure 5.124: Histogram of the average
density of cubes of size 30cm for the ideal
example.

Figure 5.125: Histogram of the average
density of cubes of size 30cm for the ideal
example without lead.

is no guarantee either way.
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Figure 5.126: Histogram of the average
density of cubes of size 40cm for the ideal
example.

Figure 5.127: Histogram of the average
density of cubes of size 40cm for the ideal
example without lead.



Chapter 6

Summary and further work

6.1 Comparison to alternative methods

Use of gravity gradient data is prevalent in geophysical applications, usually for mea-

suring deposits underneath the Earths surface. Several approaches have been consid-

ered throughout the years, and not all using level set techniques. For instance in the

introduction the papers [59] uses level sets to find the density of a binary formulation,

whereas [53] uses a genetic algorithm without the use of level set functions to the same

degree of success. So level set functions are not necessarily the best approach for the

general problem.

Indeed a more recent paper [71] advocates the use of a Tikhonov regularisation

approach, with weighting functions to counteract the decay of sensitivities relative to

the inverse distance cubed. The results indicate a minimum of 2 and sometimes 3

gravity gradient components to be available to obtain a good reconstruction of the

density distribution. However this, much like most geophysical applications, are using

a larger length scale. In particular [71] indicates using cells of size 50× 50× 20m and

taking measurements every 10m in a borehole.

To my knowledge the only paper that has attempted using gravity gradiometry

along a shorter length is [51]. In that paper a Tikhonov regularisation approach is

used for the specific purposes of finding fissile material. Weighting functions are used

to counteract the problems involved with the inversion of gravity gradient data and

there are some promising early results.

177
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However the images created require some post-processing. Much of what was fis-

sile material is recovered at a much lower density - the Tikhonov approach having

smoothed out the reconstruction. However there is still a difference in the recon-

structed density of the fissile material compared to the surroundings. A form of anal-

ysis known as funnel analysis is performed on the reconstruction to fins a threshold

density above which is an indication of fissile material.

However while it finds a feasible threshold, it requires there to be a sufficient amount

of fissile material for it to be feasible. Additionally it mentions the need to optimise

the regularisation parameters involved to improve reconstruction, but also makes a

point of stating that the reconstructions still suffer greatly from non-uniqueness of the

solution. Therefore it leaves much open in terms of analysis.

I attempted to perform some of the analysis using Tikhonov regularisation dur-

ing my MSc dissertation, which formed the groundwork for this project. As a brief

summary I followed broadly the method used in the paper [51] - that is a Tikhonov

regularisation approach. The parameters used were αi = 1 for i = x, y, z, the regu-

larisation parameters relating to the gradients in the three coordinate directions. The

parameter for magnitude was adjusted and explored in order to promote sparsity and

was usually of the order of approximately 10−5.

Additionally a Huber norm [42] was used to further promote sparsity, which is a

combination of the 1-norm and 2-norm. The 1-norm is used for higher gradients, and

the 2-norm used for lower gradients, with a switching point defined by a parameter

θ, which also required optimisation. The results were varied and similar to those

found in [51]. Generally speaking for a specific example the regularisation parameters

could be optimised in order to obtain a good reconstruction (i.e. a distinct region of

higher density compared to the surrounding area). However the optimised parameters

were not universal - applying the same parameters to an alternative example would

yield a completely smoothed out reconstruction, or one in which high density material

appeared near the sensors. Weighting was used to counteract the sensitivity as in [71].

It was calculated using the values found in the sensitivity matrix G, but it was not

always successful.

Overall it was deemed that more analysis would be required to make a Tikhonov

regularisation approach work, and there was no guarantee it would. Whereas the
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theory seemed to suggest that by constraining the unknowns by using known densities

we may be able to obtain better reconstructions. Therefore the level set method

was used instead, but a Tikhonov approach could still be explored in the future. Or

perhaps it could be incorporated into an ensemble algorithm to improve results.

6.2 Summary of the method

During this study we began by analysing the problem and finding it to be highly ill-

posed with a large null space. A previous study was performed and published in [51]

where Tikhonov regularisation was used in order to reach solutions closer to the actual

density distribution. We decided to go in a different direction by exploring the use

of level set functions with known prescribed densities in order to reduce the potential

solutions we might reach in the null space.

The first avenue of exploration was the use of a gradient descent method. However

it seemed that the restrictions we imposed meant that we were not achieving correct

solutions. Instead the solutions would reconstruct a lead object whether it was actually

present in the data or not. Relaxing some of the restrictions with regards to the initial

guess would lead to false negatives instead of false positives and so it was determined

that this method alone would not suffice.

Instead we focused on a genetic algorithm as such methods are able to explore the

null space more freely, and therefore less likely to get stuck at a specific point as the

gradient descent method would. The main downside was that the algorithm would

take a long time to converge. Several alterations were made to increase the speed, such

as the use of radial basis functions within the level set functions to reduce the number

of unknown parameters. Unfortunately it was deemed too slow with too many false

positives arising in the reconstructions.

Next we explored the use of sparse reconstructions. Methods that aim for sparse

solutions would seem like a good fit as we are essentially looking for a spike in the

density that would tell us whether to open the cargo container or not. Therefore the

container was split into two distinct density distributions, one being sparse and the

other being smooth. A method called Orthogonal Matching Pursuit was used on the

sparse distribution and other methods (gradient-based and genetic) were used for the
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smooth solution. However it was found that in order to find an accurate sparse solution

it required an accurate smooth solution to work on beforehand, which is something

neither method was likely to provide on its own.

In order to try and improve the results we returned to the gradient descent method,

only with different restrictions added. Radial basis functions with fixed centers were

used to keep away from the edges of the cargo container and the condition of a strict

reduction in the cost functional was relaxed, with the aim of possibly escaping local

minima. However a consequence of using the radial basis functions was creating new

paths in which to get stuck, and the relaxation of the reduction was not enough to

adjust it. While more alterations to the algorithm could have been made to avoid such

local minima the choice was made to utilise this method in a different way.

Using the idea of combining methods together as a motivation we turned our atten-

tion to both the genetic algorithm and steepest descent method using level set functions

incorporating radial basis functions. With the genetic algorithm being responsible for

most of the convergence and the steepest descent exploring the local neighbourhood of

several possible solutions we managed to create a population of solutions to analyse.

The analysis involves the optimisation of four parameters: a target cost functional

Jtol, a lens size with to process the solutions into quantifiable data, a target density

which if an individual reached it would indicate a high density object present in said

individual, and a target population percentage which would tell us to within some

degree of certainty there is high density material in the actual density distribution.

Using the limited number of examples explored a general correlation between the

cargo container weight and the lens size has been identified which could lead to an

indicator for the presence of high density material within the cargo container. Ver-

ification of this correlation would require running the algorithm for a multitude of

different types of examples in order to cover the whole range of possibilities.

It would also be recommended that a finer mesh be used in the reconstruction

along with perhaps an increased number of sensors (up to a realistic maximum) in

order to increase the accuracy of each solution. Based on the results from increasing

the number of sensors a look into the sensor placement would also be required, with

possibly multiple variations employed. This could also refine the relationship estab-

lished between the cargo container weight and the prescribed tolerance Jtol. It would



6.2. SUMMARY OF THE METHOD 181

be a long-term project and computationally expensive but, along with some statistical

analysis, should provide an overall success rate for the method developed throughout

this study.
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