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Abstract

The aims of the work presented in this thesis were two-fold. Firstly, an existing protein- 

protein docking algorithm (Walls and Sternberg (1992). J. M ol Biol., 228:277-297) was 

re-implemented on a type of computer more available than that used originally, and its 

behaviour was analysed in detail. This analysis led to changes in the scoring function, a 

treatment of electrostatic complementarity, and side-chain truncation. The algorithm had 

problems with its representation of surface, but more generally it pointed to difficulties in 

dealing with conformational change on association. Thus such changes were the second 

problem studied. They were measured in thirty-nine pairs of structures of complexed and 

unbound proteins, averaged over interface and non-interface regions and for individual 

residues. The significance of the changes was evaluated by comparison with the 

differences seen in twelve pairs of independently solved structures of identical proteins. 

Just over half had some substantial overall movement. Movements involved main-chains 

as well as side-chains, and large changes in the interface were closely involved with 

complex formation, while those of exposed non-interface residues were caused by 

flexibility and disorder. Interface movements in enzymes were similar in extent to those 

of inhibitors. All eight of the complexes that had structures of both components in an 

unbound form available showed some significant interface movement. An algorithm that 

was tested on five of these complexes (Gabb et al. (1997). J. Mol. Biol., 272:106-120) was 

seen to be successful even when some of the largest changes occurred. The situation may 

be different in systems other than the enzyme-inhibitors which dominate this study. Thus 

the general model of protein-protein recognition was found to be induced fit. However, 

because there is only limited conformational change in many systems, recognition can be 

treated as lock and key to a first approximation.
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The binding of proteins to other proteins is an important event in many biochemical 

processes, including enzyme catalysis, the immune response, and signalling. The 

mechanisms by which protein-protein recognition occurs have therefore received 

considerable attention from computational biologists, both in the analysis of known 

complexes (e.g. Jones and Thornton, 1996) and in the prediction of their structures (for a 

review, see Sternberg et al., 1998). This thesis presents the development of one such 

prediction method, together with an analysis of a particular aspect of recognition - 

conformational changes induced by the formation of complexes. To understand this work 

it is necessary to summarise several related areas. This introduction starts with a brief 

description of how the structures of proteins are determined experimentally, and of the 

information needed to assess properly the quality of the data produced. Following this, the 

structural and chemical features of the interfaces of protein-protein complexes are 

presented, together with the changes that occur on binding. The next section explains 

methods of predictive protein-protein docking that have been tested on complexes of 

unknown structure. Finally, an outline of the contents of the rest of the thesis is given.
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1.1 Protein Structure Determination

There are three main experimental methods used to determine protein structures: X-ray 

crystallography, Nuclear Magnetic Resonance spectroscopy (NMR. For an overview see 

Wuthrich, 1995), and electron microscopy (for an overview see Stowell et al., 1998). The 

structures of large proteins are difficult to determine by NMR - the largest NMR structure 

in the November 14,1998 release of the Brookhaven Protein Data Bank (PDB) is a serine 

protease with a chain length of 259. Since protein-protein complexes are large almost by 

definition, and because the investigation of such complexes is the main topic of this thesis, 

NMR structures have not been analysed here. Electron microscopy is generally unable to 

give structures to a resolution at which more than just the overall shape of a protein can 

be seen, and so differences between protein structures are also difficult to see. Therefore, 

the focus here is on X-ray crystallography, which can cope with large proteins and 

complexes - the largest single chain in the PDB that was determined by this method is part 

of a carbamoyl phosphate synthetase molecule, and is 1058 amino acids long. It can also 

give structures to a resolution at which differences in amino acid conformation can be 

seen. Thus although structures solved by X-ray crystallography are frozen in a particular 

conformation, it is more suitable for looking at detailed conformational differences. This 

section presents a brief description of the techniques and theory of X-ray crystallography, 

with a discussion of those aspects needed to assess the quality of the resultant structures. 

The following section describes how these assessments are performed.

1.1.1 Experimental Overview

The first step is to obtain crystals of the protein that are well-ordered and so give good 

diffraction of X-rays. Since proteins are globular, and therefore do not pack together well, 

the main contacts between unit cells of the crystals are between disordered solvent 

molecules that fill the spaces between molecules of the protein. This means that different 

arrangements of the same protein are possible, and also that the crystal structure closely 

resembles the structure of the protein when in solution. Crystallisation is something of a 

black art that requires the experimentalist to try many different combinations of 

conditions, such as concentration, pH, temperature, and solvent, before decent crystals 

form.
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The crystals are then exposed to X-rays, which are scattered when they interact with 

electrons in the crystal. This scattering occurs because the electrons are excited by the X- 

rays and so emit X-rays themselves in all directions as they fall back to a lower energy 

state. Some of these secondary X-rays interfere constructively with one another, 

producing diffraction patterns that are recordable on film or electronically and which 

relate to the structure of the protein. Diffraction produces a representation of the protein 

in which all the information about its structure is captured in the transverse waves of the 

X-ray radiation. However, only the amplitudes of these waves can be recorded; the phase 

is lost. Phases can be inferred from crystals of the protein that are isomorphous to the 

original but where a strongly diffracting heavy atom has been introduced (see the review 

by Ke, 1997). Other methods for solving the phase problem include refining phases 

calculated from a protein of known structure that is thought to be similar to the one of 

interest (summarised by Turkenburg and Dodson, 1996), and, more recently, multi­

wavelength anomalous diffraction (Ogata, 1998). This uses x-rays of varying energies 

around the absorption edge of atoms attached to the protein, producing differing 

diffraction patterns that can be compared to determine the phase.

Each spot on the diffraction pattern, termed a reflection, corresponds to interference 

between X-rays that have been scattered by all atoms with a particular spacing. The more 

ordered a crystal, the higher the number of atoms with a particular spacing, and so the 

stronger the diffraction pattern. The resolution of a structure is the minimum spacing of 

atoms that produces reflections used in the calculation of the structure. If this value is 

more than about 1.5A (the length of the carbon-carbon bond in ethane), then individual 

atoms can not be distinguished. This is often the case, and so the structures must be 

refined using other information, as described in the next section.

1.1.2 Refinement

An important stage in structure determination is that of refinement. Briefly, the aim is to 

find the best agreement of a model structure with the observed diffraction data and 

previously known chemical properties. In other words, to minimise the energy function

P  — p  -L. p
total x-ray chem
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Ex_ray describes the differences between the observed structure factors and those 

calculated from the model. Echem restrains the model to empirically derived values for 

bonded and non-bonded interactions. Bonded interactions include bond lengths, bond 

angles, chirality and planarity. The non-bonded term includes van der Waals and 

electrostatic interactions.

Various refinement methods have been developed, with differences in the details of Echem 

and Ex_ray and in the techniques used to minimise Etotal. Of the four methods used to 

produced the data presented in Data and Methods, Chapter Three, PROLSQ (Konnert and 

Hendrickson, 1980), TNT (Tronrud et al., 1987), and RESTRAIN (Driessen et al., 1989) 

all use least-squares refinement. This seeks to minimise the squares of the differences 

between observed and calculated values. X-PLOR (Brunger et al., 1987) uses a molecular 

dynamics (MD) simulation, which solves Newton’s equations of motion for every atom, 

with the forces acting on those atoms given by Echem and Ex_ray. Least-squares refinement 

can only travel down the energy surface, and so is much more likely than MD to get stuck 

in a local minimum, which increases the need for manual intervention to vary the input 

parameters and to examine the results (Brunger et al., 1987). Newer methods, reviewed 

by Brunger et al., 1998, include simulated annealing, which is essentially MD from 

multiple start points (and which therefore increases the likelihood of finding the global 

minimum), and torsion angle dynamics, which reduces the number of degrees of freedom 

and so reduces the computational requirements.

1.1.3 Confidence Values and Error Estimation

There are several measures that can be used to indicate the amount of confidence with 

which protein structures should be treated. The three most commonly given in structures 

deposited in the PDB are resolution, R-factor and B-factors. More recent work has 

considered R-free (defined by Brunger, 1992) and standard uncertainties (SU’s). 

Resolution, R-factor and R-free are all measures of the overall precision of a structure, B- 

factors measure the precision of individual atoms, and SU’s are estimates of the precision 

of refined parameters.
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Resolution has already been described above. It is the overall level of detail that can be 

seen from the diffraction data alone. The R-factor is a measure of the agreement of the 

observed diffraction data with that calculated from the model. Values range from around 

0.6 for no agreement down to zero for perfect agreement. 0.2 is usually considered to be 

good enough. However, increasing the number of model parameters can reduce the R- 

factor without any associated improvement in the model (Brunger, 1992). Brunger, 1992, 

proposed R-free to tackle this problem. R-free measures the agreement of calculated 

diffraction data with observed data that was not included in the modelling and refinement 

stages of the structure determination.

The coordinates given in PDB files are the most likely position of the centroids of the 

atoms. These are taken from the maxima in the electron density, and B-factors indicate 

the rate at which the density drops off from this position. They are a measure of the 

expected deviations about the centroids, caused by dynamic and static disorder in the 

crystal. Dynamic disorder is simply the thermal motion of an atom, and because of this B- 

factors are often termed ‘temperature factors’. It is a measure of the mobility of the atom. 

Static disorder arises from the difference in position of two equivalent atoms from 

different molecules in the crystal. These two types of disorder are difficult to distinguish 

because X-ray structures are time-averaged, and so B-factors include them both. 

However, Artymiuk et al., 1979, demonstrated a correlation between the B-factors of 

lysozyme and its flexibility, with the active site showing high mobility. Figure 1-1 shows 

the relationship between B-factor and root mean square deviation (RMSD).

Daopin and Davies, 1994, compared two structures of transforming growth factor p 

(TGF-P), and used four different methods to estimate the coordinate errors. Three of 

these methods require knowledge of the diffraction data, which is not generally available 

in the public domain. Hence they are not discussed further, except to say that they cannot 

give a value for systematic differences in the determination of structures; these can be 

found only by comparing independently solved structures, as presented in this thesis (see 

Chapter Four). The fourth method was based on such a comparison, but of only one pair 

of structures. Tickle et al., 1998 calculated standard uncertainties for two crystallin 

structures from full-matrix least-squares refinement. This also requires generally 

unavailable data and can not quantify systematic differences. For these measures to
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become more widely used, they either need to be given in PDB files, or the data from 

which they are calculated should be distributed.

Figure 1-1 - The Relationship Between Temperature Factor and RMSD

Temperature factor = B = 8 k 2u 2 , where u is the atomic displacement amplitude.

ul — RMSD, therefore RMSD = — -
. 8 k 2

Thus when the temperature factor o f an atom equals 80 A 2, the RMSD = 1 A, and the position o f the atom 
is unlikely to be determined precisely (Cruickshank, 1996). A temperature factor o f 50A2 gives an 
RMSD of 0.8A, which is approximately half the length o f a carbon-carbon bond (Engh and 
Huber, 1991).

°<
Q 
CO

CO

CVJ

1.0Ao

0.8AGOo
CO
o

o
CMo
oo

50 100

b /A2
150 200

1.1.4 Structure Validation

Structure validation is the process of testing the correctness of a model and assigning 

confidence values to it, by an assessor who is independent of those who determined the 

model (Dodson et al., 1998). This can be broken down into two questions: i) do the 

experimental data justify the model?; and ii) does the model agree with empirical criteria?

Point ii) obviously requires that the empirical criteria themselves are reliable. The values 

for Echem are derived from crystal structures of small organic molecules (Engh and 

Huber, 1991), which do not suffer as much from the problems seen with macromolecular
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crystallography - mobile solvent, weak crystal contacts, and variable periodicity (Dodson 

et al., 1998). This means that they can be determined to atomic resolution, and that the 

variation of their stereochemical properties can be measured. As proteins are also organic 

molecules, it is assumed that their stereochemical properties will be similar to these. 

However, inclusion of data from the determination of protein structures at atomic 

resolution, as these become more available, will obviously increase the reliability of these 

parameters (Wilson et al., 1998).

Wilson et al., 1998, applied four different validation tools to eight atomic resolution 

structures. The distinction between two types of stereochemical properties was made - 

those that are used in refinement (see above), and others that were termed 

‘conformational’ properties. These included backbone and side-chain torsion angles, 

ring-pucker and residue packing. The different environment of proteins compared to 

small organic molecules means that it is unreasonable to share standard values for these 

other parameters between the two. Therefore the validation tools examined derive them 

from structures in the PDB. They are not restrained in refinement and so are good features 

to check in new structures; values of the properties used in refinement are biased towards 

the values to which they were restrained. However, as the authors point out, bias in the 

conformational parameters could creep into the database if structures are validated in this 

manner before deposition, but without careful attention as to whether the corrections 

agree with the diffraction data. Structures at atomic resolutions have little ambiguity in 

where atoms should be placed in the electron density. Wilson et al., 1998, tested the 

performance of four validation tools on eight such structures, and found that standard 

uncertainties for the conformational parameters were generally lower than expected. The 

torsion angle defined around the peptide bond had a higher standard uncertainty than 

expected, close to that seen in small organic molecules. This analysis indicates the need 

for the tables of target values for stereochemical parameters used in refinement and 

validation to be updated with information from atomic resolution protein structures.



Chapter O ne - Introduction P age 21

1.2 Characteristics of Protein-Protein Interfaces

Several different features of protein-protein interfaces have been investigated in the past, 

and can be divided broadly into two overlapping categories: i) structural properties - size 

(measured by the burial of accessible surface area, or ‘ASA’ - see Chapter Two, figure 2- 

4), shape, and shape complementarity; and ii) chemical properties - solvation potential 

(linked to AASA), hydrophobicity, electrostatic potential, hydrogen bonds and salt 

bridges. Residue propensities have also been examined, and are related to all the other 

properties. Jones and Thornton, 1996 calculated the propensity of different amino acid 

types to be in an interface, and saw in general that hydrophobic residues were more 

common than in other parts of the surface. This section presents the findings of studies of 

these structural and chemical properties, with particular emphasis on hetero-protein 

complexes. Oligomeric proteins are not usually found in a dissociated state, and so it is 

reasonable to assume that their interfaces have peculiarities that are not necessarily true 

in the area of interest.

1.2.1 Structural Properties

The size of the interfaces of protein-protein complexes is usually given as the difference 

between the ASA of the complex and the separated components. This gives an indication 

of binding strength (Jones and Thornton, 1996), because the burial of surface area is 

related to the hydrophobic energy of desolvation (Chothia, 1974). Both Janin and 

Chothia, 1990, and Jones and Thornton, 1996, with similar data sets, observed that the 

mean AASA for enzyme-protein inhibitor complexes and for antibody-protein antigen 

complexes was similar at approximately 800A2 per component. The antibody-antigen 

complexes showed more variation towards greater values from this mean (up to around 

875A2 for the complex between Fab NC41 and neuraminidase, Janin and Chothia, 1990), 

with a standard deviation of 135A2 compared to one of 75A2 for the enzyme-inhibitor 

complexes (Jones and Thornton, 1996).

Jones and Thornton, 1996, also found a higher mean and standard deviation (849A2 and 

244A2 respectively) in seven hetero-complexes of other types, reflecting the greater 

diversity of molecular weights of the components and the nature of their interfaces. AASA 

was higher still for permanent complexes.
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Whilst considering shape, Jones and Thornton, 1996, found that antibody-protein 

interfaces were more planar than those of enzyme-inhibitor complexes, indicating that 

catalytic residues are usually located in surface clefts. The mean planarity for other 

hetero-complexes was approximately half way between these two, but with more 

variation.

The requirement for close packing at protein-protein interfaces has been known for a long 

time (Chothia and Janin, 1975). Janin and Chothia, 1990 saw close packing in their 

analysis of enzyme-inhibitor and antibody-antigen complexes. Lawrence and 

Colman, 1993, developed a measure with which shape complementarity could be 

quantified. The measure combines the distances between points on each surface in the 

interface with the angles between surface normals at these points, to give a value known 

as ‘Sc’. Sc is equal to one for a perfect fit, and tends to zero for very poor fits. Enzyme- 

inhibitor complexes gave higher values than antibody-antigen complexes (0.75 against 

0.65). The authors suggest that this is a consequence of the necessity for antibodies to 

recognise modified or previously unseen antigens. Jones and Thornton, 1996, confirmed 

this work with measurements of the extent of gaps in interfaces.

Ysern etal., 1998, calculated Sc for the interface of another type of immune system 

complex - that of a T-cell receptor (TCR) bound to a self-peptide-MHC. The value of 0.45 

indicates significantly worse packing than the other complexes. Once again this is related 

to the biological function of the molecules involved. During development, T-cells are 

selected based on the binding of their receptors to self-peptide-MHC. If this is too tight 

then the cell is not allowed to proliferate, so that auto-immune reactions are avoided. If 

binding is too weak then foreign-peptide-MHC may not be recognised (since the MHC 

provides the majority of the binding surface), and so such T-cells are also selected against.

These examples indicate that methods for predicting the structure of complexes may need 

to be tuned to the problem at hand.
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1.2.2 Chemical Properties

Solvation potentials measure the preference of amino acids to be exposed to solvent or to 

be buried. Jones and Thornton, 1997a, used an empirical scale (based on the average ASA 

seen for each amino acid type in a set of non-homologous proteins) to measure the 

differences in the solvation potentials of interface regions with those of other surface 

patches. The results for hetero-protein complexes showed no particular trend, except that 

in general they had higher solvation potentials than homo-dimers. This reflects the fact 

that the components of a hetero-protein complex must be able to exist independently in 

solution. A quality related to solvation potential is that of hydrophobicity. Jones and 

Thornton, 1996, calculated hydrophobicity using the empirical scale of Janin et al., 1988. 

Exposed residues of all the different types of hetero-protein complex had roughly the 

same negative values. The interfaces were slightly less hydrophilic, significantly so for 

the enzyme-inhibitor complexes. This explains the higher-binding affinities between 

enzymes and inhibitors.

The general analyses of Janin and Chothia, 1990, and Jones and Thornton, 1996, both 

comment on the electrostatic complementarity in protein-protein interfaces, relating it 

mainly to observed residue-residue interactions. Honig and Nicholls, 1995 looked at the 

electrostatic field across protein surfaces. This models the propagation of charge through 

the protein and solvent environments, and the effect that the shape of the protein has on 

the electrostatic surface. It was seen that the electrostatic surfaces generated also showed 

a high degree of complementarity.

Antibody-protein and enzyme-inhibitor complexes both involve an average of ten 

intermolecular hydrogen bonds (Janin and Chothia, 1990). The apparent disagreement 

between this and the different levels of hydrophobicity seen in the two types of complex 

(above) can be explained by the fact that the majority of hydrogen bonds in enzyme- 

inhibitors are between main-chain atoms, and so do not require polar or charged residues. 

Jones and Thornton, 1996, observed more hydrogen bonds per 100A2 AASA of enzyme- 

inhibitor complexes than of antibody-protein complexes. This disagreement with Janin 

and Chothia, 1990, is presumably a consequence of the differences in the data sets. Along 

with the results for other hetero-complexes, in which Jones and Thornton, 1996, saw less
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hydrogen bonds per 100A2 AASA of other hetero-complexes than they did with the first 

two types, the variable nature of protein-protein interfaces is highlighted.

What both studies (Janin and Chothia, 1990, and Jones and Thornton, 1996) lack, 

however, is an analysis of hydrogen bonds that are mediated by bound water molecules. 

This is probably because of the difficulties in locating ordered water molecules in electron 

densities (Savage and Wlodawer, 1986). Ordered water has been seen in the interfaces of 

antibody-protein complexes (Bhat et al., 1994). It is likely to be more common than in 

enzyme-inhibitor interfaces because such interfaces have a better fit (see section 1.2), 

with little room for water. An analysis of newer structures, at resolutions that are high 

enough to resolve bound water molecules, will probably show that the packing and 

number of hydrogen bonds in all interfaces is largely proportional to the sizes of the 

interacting surfaces. This was seen by Xu et al., 1997, who examined over 300 protein 

interfaces (though most of these were between chains that do not exist independently). 

Thus docking algorithms could benefit from a consideration of such water molecules, 

though at increased computational cost. Xu et al., 1997 also saw about two salt-bridges 

per interface.
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1.3 Conformational Changes Upon Protein-Protein 

Association

When the structures of a complex and of its components in isolation have been 

determined, the workers report the conformational change on association (e.g. Hecht 

et al., 1991, Hecht et al., 1992, Bhat et al., 1994, Chantalat et al., 1995). On the limited 

data sets available at the time, Huber, 1979, Janin and Wodak, 1983, Bennett and 

Huber, 1984, and Janin and Chothia, 1990, described general features of conformational 

changes in proteins. More recently, Stanfield and Wilson, 1994, have reviewed 

conformational changes in antibody-antigen association, and in a series of papers by Lesk 

and Chothia, 1988, Gerstein and Chothia, 1991, and Gerstein etal., 1994, the nature of 

domain movements in proteins has been analysed. However, these studies are dominated 

by the conformational change induced by small molecules binding to proteins. The topic 

of this thesis is a single type of recognition - the formation of heteroprotein complexes. 

The lack of literature about conformational changes on the formation of such complexes 

forces this section to summarise the general modes of flexibility seen in all cases, and to 

indicate how heteroprotein complexes fit into this scheme.

The studies listed above identify five main types of flexibility. These can be associated 

with different types of function, as outlined below.

Movement Between Rigid Domains Connected by a Flexible Linker

Domains of this type have minimal contacts with each other. Such cases, for example the 

Fy and FC1 domains of antibodies, show a wide range of motion. This enables multi-site 

proteins to adapt to recognise macromolecular antigens or cell-surface motifs (Janin and 

Wodak, 1983). However, it is unclear whether binding causes these changes (Stanfield 

and Wilson, 1994), especially as similar differences have been seen between different 

crystal forms of the same antibody (Lesk and Chothia, 1988). This type of flexibility 

would not necessarily affect the performance of docking algorithms, as the conformation 

of the interface is largely unchanged.
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Movement Between Rigid Domains Linked by a Short Flexible Hinge

Domains of this type are in close contact. This type of movement allows only a few 

different conformations. Gerstein et al., 1994, reviewed domain closure movements that 

fit this description. The movements exclude water and improve the position of the 

catalytic residues around the substrate. They can be characterised further as ‘shear’, where 

the domains slide across each other (for example citrate synthase upon citrate binding), 

and ‘hinge’, where one domain rotates towards the other about the hinge (for example 

lactoferrin upon iron binding).

Movement Which Occurs when Disordered Domains Become Ordered

Huber, 1979, saw this in a comparison of trypsinogen, trypsin and their complexes with 

pacreatic trypsin inhibitor (PTI). The complexed proenzyme had a remarkably similar 

structure to the bound enzyme, despite differences between their free structures. 

Sufficiently strong ligands (such as PTI) were able to induce a conformational change in 

four disordered loops of trypsinogen. This enabled binding in the same manner as trypsin, 

though with lower association energy. The conformational change is the same as occurs 

when the proenzyme is converted to the active form by proteolysis. In both cases this 

should be thought of as the freezing out of one particular conformation, rather than a 

conformational change. The transition from disorder to order is one of the mechanisms by 

which catalytic activity is regulated.

Movement of Secondary Structural Elements

Gerstein and Chothia, 1991, examined an association that involved conformational 

changes at this level, in the loops and helices of lactate dehydrogenase that move when it 

binds lactate and NAD. Binding caused the 10A shift of a loop to a position that covers 

the active site, together with smaller movements in five helices and some other loops. 

These lesser changes were often away from the binding site, in regions connected to the 

loop with the large movement. These sorts of coupled movements in this case may be for 

no other reason than they allow the large movement, though in other systems it can allow 

allosteric binding.
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Small Movements of Side-chains

An additional level of domain motion, discussed by Janin and Wodak, 1983, is essentially 

none at all, but with a few side-chain movements. Serine-proteases binding to 

macromolecules, where the substrate itself excludes water from the active site, are an 

example of this. Janin and Chothia, 1990, examined conformational changes in the 

limited number of enzyme-protein inhibitor complexes and one antibody-protein complex 

where the structures of both components were available in an unbound form. Recognition 

sites on the enzyme-inhibitor complexes showed low mobility, but still had small, low- 

energy conformational changes that improved packing and hydrogen bonding. The 

antibody-lysozyme complex behaved in a very similar manner. Stanfield and 

Wilson, 1994, looked at the same complex and saw small rearrangements of Vl with 

respect to VH. Antibodies that bound non-protein molecules, such as progesterone-like 

steroids, short peptides, DNA, and haptens, showed a wide variation of movement, from 

none to substantial VH-VL rearrangements and movements of CDR loops.

Conclusion

From the data available, it appears that protein-protein association often involves much 

less conformational change than is the case when proteins bind other types of molecules.
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1.4 Prediction of the Structures of Protein-Protein Complexes

The prediction of the structure of protein-protein complexes, known as the protein-protein 

docking problem, is usually defined as follows: given the unbound structures of two 

proteins that are known to associate, can we predict the structure of their complex? Most 

attempted solutions to this problem can be separated into two main parts: the generation 

of many different structures of the complex, and then the selection of a structure from this 

set that closely resembles the real structure. Other methods use directed searches, such as 

simulated annealing, but these are not guaranteed to include a structure close to the real 

complex amongst all of the structures analysed. The aim of this section of the thesis is to 

review methods that have been entered into two blind trials of predictive protein-protein 

docking (Strynadka et al., 1996, Dixon, 1997), along with more recent developments that 

have been tested using unbound structures of components. Methods tested only by re­

docking structures taken from the structure of a complex are not examined. Such tests do 

not give a proper assessment of the likely performance of a method when the structure of 

the complex is unknown, as would obviously be the case in a biologically useful 

prediction. For reviews of protein-nucleic acid and protein-small molecule docking 

algorithms, see Sternberg et al., 1998, and Dixon, 1997. The DAPMATCH protein- 

protein docking program (Walls and Sternberg, 1992) is reviewed in detail in Chapter 

Two, as its development was a major part of the work undertaken for this thesis.

1.4.1 Rigid-body Docking Algorithms

All of the algorithms described in this section use the rigid-body approximation, at least 

initially. This means that the conformation of each protein is kept fixed, and only the six 

degrees of freedom (three rotations and three translations) that define the orientation of 

one protein with respect to the other are sampled. This cuts down the number of different 

possible structures that need to be considered, but necessitates the use of ‘soft’ scoring 

functions to score those that are generated. Soft functions allow a certain amount of poor 

complementarity so that small conformational changes that occur on association, and 

which are not considered by the rigid-body approximation, can be tolerated.

Katchalski-Katzir et al., 1992, digitise the two starting molecules onto a regularly spaced 

three-dimensional grid. Grid points containing no atoms are given a value of zero, those
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on the surface are given the value ‘1’, those in the interior of one of the proteins are given 

large negative values, and finally those in the interior of the other protein are given small 

and positive numbers. Then all transformations of one molecule with respect to the other 

are scored by a summation of the products of the values in all grid points. Thus if the 

surfaces are just touching then the score will be positive, but if there is severe overlap the 

score will be large and negative. The algorithm is speeded up greatly by Fourier 

correlation techniques, which are used to calculate simultaneously the scores for every 

possible translation of the proteins at a fixed rotation. The algorithm is performed in two 

stages: an initial ‘scan’ stage, using a large grid size for speed, and a second 

‘discrimination’ stage at a higher grid resolution, where promising areas from the scan are 

examined in more detail. In the original paper, this method was tested on only one 

complex starting from structures of the unbound components. This was a trypsin-trypsin 

inhibitor complex, and no structure close to the real one was found. This was thought to 

be a consequence of conformational changes that occur on binding.

The Fourier correlation approach was extended from an assessment of shape 

complementarity only, as above, by the inclusion of an attempt to match hydrophobic 

surfaces (Vakser and Aflalo, 1994). The same trypsin-trypsin inhibitor as before was the 

only complex where a prediction was attempted starting with unbound components, and 

only a marginal improvement in performance was seen. The overriding problem with this 

complex appears to be the conformational differences between the bound and unbound 

structures.

Vakser, 1995, also modified the Fourier correlation approach, but in a different way: by 

using low resolution grids (with 7 A spacing), he hoped to allow for larger conformational 

changes than previously. However, this was not tested by starting with structures of 

unbound proteins.

Gabb et al., 1997, developed the approach of Katchalski-Katzir et al., 1992, and included 

an electrostatic scoring function that used the same Fourier correlation technique as the 

original score of shape complementarity. In addition, the algorithm was applied to eight 

complexes where the unbound structures of both components were available. They found 

that shape complementarity alone did not provide enough information with which to pick
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out a structure close to the real complex. The inclusion of electrostatics halved the number 

of geometries with good scores and placed a correct solution further up the ranking. 

Different levels of filtering based on biochemical knowledge, from general regions of 

surface in contact to specific residue-residue interactions, also drastically reduced the 

number of false positives, and therefore increased the rank of good solutions. Such 

information could very well be available in a real docking experiment where the structure 

of the complex is unknown. This is especially true of the types of complex tested by Gabb 

et al., 1997; the catalytic residues of serine proteases are well known, and antibodies are 

known to bind antigens on specific parts of their surface called complementarity 

determining regions.

The DOCK algorithm of Shoichet and Kuntz, 1991, uses a method that attempts to match 

grooves on the surface of one protein with ridges on the surface of the other. The surface 

of the first protein is covered with spheres, and clusters of overlapping spheres are kept. 

These overlaps occur in concave areas of the surface. The size and depth of the concave 

regions identified depends on the radius of the spheres. The same method is used to 

identify ridges on the other protein, this time by covering the inside of the surface with 

spheres. Then the two proteins are brought together by a superposition of each sphere 

cluster from the first protein onto each sphere cluster of the second. Each superposition is 

scored based on all atom-atom contacts.

For all three protease-inhibitor complexes considered, the algorithm was able to generate 

structures within 1A of the real complex. This was true even when starting from unbound 

components, although only after selective pruning of some problem side-chains. The 

challenge, then, is to select these structures from the thousands of others also produced. 

The authors used various established methods of association energy to evaluate the 

possible complexes, such as the degree of surface area burial, solvation free energy 

(which extends the measure of buried surface area through consideration of atom types), 

packing, biochemical restraints (i.e. only allowing matches which have certain residues, 

identified from experimental data, in the interface), energy minimisation, and electrostatic 

interactions (see section 1.2). None of these were found to discriminate reliably between 

the real structure and false positives, though electrostatic complementarity and energy 

minimisation performed best. The authors suggest that some of the false positives may
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represent transient complex structures that could occur on the way to formation of the 

known structure. The inability of the methods to disregard them as realistic is, however, 

more likely to be because of missing information or inaccurate representations, as the 

authors acknowledge.

Cherfils et al., 1991 simplify the structures of the proteins by representing each amino 

acid as a single sphere, the size of which is proportional to the size of the residue. Five of 

the six rigid-body degrees of freedom - those that defined the orientation of the molecules 

with respect to each other - are held fixed, and the simplified representations are brought 

together along the sixth degree, which is the separation distance of the two molecules. The 

conformation kept is that given by the smallest separation for which no spheres overlap 

more than a certain amount. This ‘certain amount’ can be varied, allowing different 

degrees of soft docking. Once this conformation has been obtained, it is scored by the 

degree of surface area burial and an approximation of the amount of atomic overlap 

(rather than the amount of overlap of spheres that was used in the generation stage). 

Surface area burial is treated as an attractive force and atomic overlap is treated as a 

repulsive force, and the two measurements are combined together into a pseudo-energy 

function. At the beginning of the docking simulation, the initial values for the first five 

degrees of freedom are chosen at random, and the energy of the best conformation, as 

defined above, is calculated. Then one or two of the angles are changed and the 

calculation is repeated. The new conformation is accepted if it has lower energy than the 

previous one. If it has higher energy it is accepted or rejected by a Boltzmann weighted 

probability that depends on the temperature - the higher the temperature, the more likely 

it is to be accepted. The cycle then repeats, with gradually decreasing temperature, until 

no new conformations are accepted. The process is then re-started from another random 

location. All minima, including the global minimum, should be explored if enough 

starting points are used. The final step, which does not use the rigid-body approximation, 

is a refinement of the side-chains of the interface residues of all the resultant 

conformations. This is done by energy minimisation using the program ‘X-PLOR’ 

(Brunger et al., 1987). The results when trying to dock unbound trypsin with unbound 

BPTI, and bound antibody with unbound lysozyme, are close to the native structures, but 

have fewer hydrogen bonds. It is difficult to compare these results with those of the other



C hapter O ne - Introduction P age 32

algorithms discussed, because no RMSD’s or numbers of correctly reproduced interface 

interactions are reported.

Webster and Rees, 1993, use an approach based on graph theory to match ‘key 

topological features’, and therefore to limit the search to more likely areas of interest. For 

each protein, an ellipsoid containing half of the atoms is generated. Large distances to 

atoms along normals from the ellipsoid surface identify potentially interesting topological 

features of the proteins, namely ridges and grooves. Then graphs that connect these 

features are generated, and the program looks for matching subgraphs between the two 

proteins. The structures corresponding to these matching subgraphs are scored on their 

van der Waals and electrostatic interaction energies. A loose constraint on the graph edges 

(i.e. the distances between features) means that the algorithm is able to generate structures 

with surfaces that do not match exactly, and so can allow for changes in shape that occur 

on binding, although with an associated increase in the number of false positives. The 

original paper did not report results when starting from the unbound structures of proteins, 

but the approach was tested in the second blind trial of predictive protein-protein docking 

(Dixon, 1997), which is discussed in section 1.4.3.

1.4.2 Energy and Flexibility Based Filtering

Other work has concentrated on more sophisticated methods of assessing putative 

complexes than is the case with the above rigid-body soft docking techniques. This has 

often included explicit allowance of molecular flexibility. Rigid body docking is less 

computationally intensive, and has been shown to be able to reject many unreasonable 

structures, and therefore the methods described below have generally been used to filter 

those structures that remain after a rigid-body search.

Jackson and Sternberg, 1995, developed a description of the thermodynamic processes 

involved in protein-protein recognition, based mainly on the hydrophobic effect caused 

by the loss of molecular surface area. This description included electrostatic free energy, 

hydrophobic free energy, and the loss of conformational entropy cause by the burial of 

side-chains that were previously accessible to solvent. Lost van der Waals contacts with 

water are assumed to be compensated for by van der Waals contacts that are gained
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between the two proteins. Thus the enthalpic contribution to association free energy is 

completely electrostatic. The electrostatic energy was calculated by the loss of interaction 

between each protein and the solvent, plus the gain in interaction between the two 

components in the presence of the solvent. Hydrophobic free energy was modelled as the 

energy required to make a cavity in the solvent with the same shape and size as the 

complex, minus that required to make cavities for the two separated proteins. Hydrogen 

bonding in the interface was optimised by placing polar hydrogen atoms (OH and SH), 

which have non-specific rotamers in solution, in conformations that gave the lowest 

energy when interacting with local atoms with hydrogen bonding ability. The loss of 

conformational entropy was calculated from the empirical scale of Pickett and 

Sternberg, 1993. This model assumes that side-chains are free to move when they are 

solvent accessible, but that their conformations are restricted when they become part of 

the interface. Small amounts of flexibility were allowed for by modifying the interaction 

energy of atoms that clashed, giving them a value dependent on their separation and that 

which they would have if their van der Waals surfaces were just touching. This method 

was used to assess putative complex structures that had previously been found to be 

indistinguishable by commonly used energy evaluation methods (Shoichet and 

Kuntz, 1991), and was able to select good structures from false positives in all cases.

Weng et al., 1996, developed a slightly different empirical method to calculate the 

thermodynamic properties involved in protein-protein association. Atomic solvation 

parameters (ASPs) were used to relate the area and chemical nature of the solvent- 

accessible surface to the solvation free energy. The ASPs were derived from experimental 

free energies of transferring individual amino acids from hydrocarbon to water. These 

were then used to calculate the transfer free energy of the complex minus the sum of the 

transfer free energies of the individual components, which gives the solvation free energy. 

Flexibility of residues that were substantially buried in the interface was modelled by the 

optimisation of side-chain torsional angles, through minimisation of their van der Waals 

and electrostatic energies. This algorithm was applied to the same complexes evaluated 

by Shoichet and Kuntz, 1991, and Jackson and Sternberg, 1995. The lowest energy 

structures always had an all-atom RMSD between lA  and 2A from the real structure of 

the complex.
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Duncan and Olson, 1993, use the electron density of every atom, represented as a 

Gaussian distribution centred on the centre of the atom. The molecular surface is then 

defined by a contour over these electron densities, which has fewer discontinuities than 

the traditional definition of molecular surface given by Richards, 1977. Normals and 

gradients at different points are calculated by integrating over surrounding points, and the 

detail described can be altered by contouring at different values of electron density. 

Complementarity is evaluated by volume overlap and the matching of gradients and 

normals. The search of conformational space is directed by simulated annealing and an 

evolutionary algorithm. The paper did not report the use of this algorithm in protein- 

protein docking, but the procedure was tested in the first blind trial (Strynadka 

et al., 1996, and see section 1.4.3).

Totrov and Abagyan, 1994, do not use the rigid-body approximation, but simulate 

molecular flexibility from the outset. Flexibility is confined to the side-chain torsional 

angles of surface residues to reduce the computational requirements. 120 initial 

orientations of one protein with respect to the other are chosen by an even sampling of the 

relevant conformational space. The simulation proceeds from each of these positions by 

a pseudo-Brownian motion Monte Carlo procedure: the orientation is altered randomly, 

within certain constraints, and then the conformations of the side-chains are optimised by 

energy minimisation. This new structure is accepted if it has lower energy than the 

previous one, or by a Boltzmann weighted probability if it is of higher energy. The 

procedure is repeated until no new structures are accepted. Thus there are now 120, 

hopefully improved, orientations. The thirty lowest energy structures are subjected to 

further local optimisation by more detailed energy minimisation, using interaction and 

desolvation energy and the loss of side-chain entropy, biased to side-chain conformations 

that have been seen to be statistically and energetically preferred. This algorithm was 

applied to the prediction of a lysozyme-antibody complex, starting from the unbound 

structure of lysozyme. The starting structure of the antibody was that seen in the complex. 

The lysozyme of the best structure from the first round of the simulation had a backbone 

RMSD of 5.5A from the real complex, with only slightly lower energy than poorer 

predictions. This energy gap, and therefore the discrimination of real from false positives, 

was improved by the more detailed refinement, in parallel with an improvement of the 

lysozyme backbone RMSD to 1.6A.



Chapter O ne - Introduction P age 35

Jackson et al., 1998, developed another method for filtering putative complex structures, 

in which rigid-body movements were refined along with side-chain torsion angles. The 

method used a microscopic treatment of thermodynamics, rather than the continuum 

description developed previously (Jackson and Sternberg, 1995). This was achieved by 

the representation of individual water molecules as dipoles. Proteins were modelled with 

rigid backbones and flexible side-chains, the latter by the use of rotamer libraries, in 

which all combinations of known possible side-chain torsion angles for each amino acid 

type are represented. The interaction between water and protein was described by 

electrostatic, van der Waals and hydrophobic energies. Of the five protease-inhibitor 

complexes on which the method was tested, a good solution was placed in the top four of 

up to 364 alternatives. Only two of the four antibody-lysozyme complexes showed 

reasonable discrimination between true and false positives. This result was attributed to 

higher conformational change in the interfaces when compared to those of enzyme- 

inhibitor complexes, and / or the lower specificity of interaction.

1.4.3 Blind Trials of Protein-Protein Docking Algorithms

The methods described above have all been tested in at least one of the two blind trials of 

predictive docking, and their performances are discussed below. The two trials were the 

Alberta challenge, Strynadka et al., 1996, and the docking section of the second Critical 

Assessment of Structure Prediction (CASP2), Dixon, 1997. While the attempt to recreate 

known structures of complexes from the unbound structures of their components is the 

only proper way of developing protein-protein docking algorithms, blind trials are vital to 

ensure that the algorithms have not been unconsciously biased by knowledge of the 

complexes used. Such trials require that the structure of a complex has been or is about to 

be solved (but is currently unpublished), and that structures of the unbound components 

are available. Unfortunately this is a rare situation, ironically because of the difficulty in 

solving structures of complexes. This explains why there have been only two such trials 

to date.

The Alberta Challenge
The Alberta challenge (Strynadka et al., 1996) was to predict the structure of the complex 

between p-lactamase and an inhibitory protein. Two criteria were used to assess the
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predictions: i) the main-chain RMSD of the whole complex when superposed on the 

structure of the real complex; and ii) the main-chain RMSD of the inhibitor only, after the 

predicted and real complex structures had been superposed using just the coordinates of 

the main-chain atoms of the enzyme.

Of the six groups that entered the challenge, some submitted several geometries that they 

had ranked by their own particular scoring function (discussed in the sections above) and 

in some cases by expert knowledge, including knowledge of the location of the active site 

of the enzyme. One group submitted only the structure that they considered to be the most 

likely structure of the complex. The best ranked structures in the multiple entries were 

always those closest to the real complex. They and the single entry all had a whole- 

complex main-chain RMSD of between 1A and 2.5 A. Measurement ii) gave higher values 

for these structures, at between 3A and 6A. This reflects the fact that the structure of the 

enzyme is relatively unchanged by binding, whilst the inhibitor undergoes a small global 

hinge-bending motion and has some conformational changes in interface loops. These 

changes were not predicted by any of the six groups, which suggests that it is not 

necessary to simulate small changes to successfully predict overall complex structure.

Additional, lower-ranked geometries had widely varying all main-chain atom RMSD’s 

(2-18A), which illustrates the difficulty in selecting real from false positives. However, 

the fact that the highest ranked structures were generally good is encouraging, as is the 

fact that four of the entries contained less than five structures each - this is a reasonable 

number of predictions to test experimentally.
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CASP2

The target for the protein-protein docking section of CASP2 (Dixon, 1997) was a 

haemagluttinin-antibody complex. The number of residues in the antigen binding domain 

of the antibody is greater than 400, and the number in the haemagluttinin is greater than 

500. This large size increases the number of different geometries to be considered, and so 

presents difficulties to predictive docking. This was offset to some extent by two things: 

i) constraints on the possible sites of interaction were available from a preliminary 

crystallographic report (Gigant et al., 1995), and from general knowledge of the location 

of complementarity determining regions on antibodies; and ii) the predictors were 

provided with the complexed structure of antibody, as no unbound form was available. 

This further illustrates problems in staging blind trials of predictive docking, namely the 

lack of suitable test structures. Haemagluttinin was, however, given in an unbound form.

Entries were given a confidence value by their submitters, so that the combined 

confidence of the structures submitted by each group was equal to one. Each entry was 

then evaluated by the RMSD of the antibody C a  atoms within 8A of the interface in the 

experimental structure, weighted by the specified confidence value. This method 

concentrates on accuracy in the interface region, and the confidence weighting prevented 

groups from being evaluated favourably if they employed a scatter-gun approach, i.e. they 

had hedged their bets by submitting several structures, only one of which was good. 

However, it could also mean that a poorer geometry could score well if submitted on its 

own. The message from this is that there is no easy and completely fair way of precisely 

comparing submissions.

None of the four groups that accepted the challenge were able to predict accurately the 

real structure of the complex (table 1-2). The best structure submitted had an RMSD of 

8.5A, but was given with several much poorer ones - the weighted RMSD of this entry 

was 20.5A. The best weighted RMSD was 9.5A, from an entry with a single structure. 

However, this entry correctly predicted less of the epitope residues of haemagluttinin, and 

none of the residue-residue contacts. Another group got half of the haemagluttinin epitope 

residues right, but with a very poor RMSD for the structure (15.1 A). This geometry 

presumably had either the correct part of haemagluttinin bound to the wrong part of the
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antibody, or bound in approximately the right place but with a severe rotation from the 

true structure.

The optimistic view from the CASP2 challenge is that even with a large and therefore 

difficult target, predictive docking can provide information about the location of binding 

regions which might be unavailable otherwise, and which can be tested experimentally.
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1.4.4 Binding Site Prediction

Docking algorithms are often able to predict correctly the structure of a protein-protein 

complex when some information about the location of the binding sites is known. 

Experimental biochemical information is not always available, and so several groups have 

looked at ways of predicting interfaces from sequence and three-dimensional structure 

alone.

Lichtarge et al., 1996, base their approach on the assumption that the functional sites of 

proteins from a particular family (i.e. a group of proteins with the same fold and function) 

will have a common location, and that their constituent residues will have lower mutation 

rates when compared to other surface regions. Furthermore, where mutations have 

occurred they indicate functional divergence. The method looks for residue conservation 

in multiple alignments, and then maps the results onto a representative three-dimensional 

structure. It was successful at identifying the ligand binding sites of SH2 and SH3 

domains, and of DNA binding domains of nuclear hormone receptors, but its general 

usefulness is limited by two possible problems: lack of multiple sequence data, and the 

potential for mutation of the interface residues of both components. The second of these 

problems has been addressed by Pazos et al., 1997.

Pazos et al., 1997, developed a method that uses the assumption that the requirement for 

specific residue-residue contacts in an interface will be reflected in the sequences of the 

two interacting proteins, and that evolutionary changes of the interface residues of one 

protein will be compensated by changes in the other. The detection of such correlated 

mutations demonstrated i) that in general more highly correlated pairs of positions were 

spatially closer in the three-dimensional structure, and ii) that by using this knowledge, 

correct structures of two interacting domains could be distinguished from randomly 

generated alternatives, and often from structures close to the real one. This method is 

promising because it can be used to provide information about interface residues in the 

absence of any three-dimensional structure. However, it is difficult to test on non- 

covalently bound protein-protein complexes (the main topic of this thesis) because of the 

lack of known complex structures where the sequences from many different species are 

also available.
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Jones and Thornton, 1997b use patch analysis to predict the locations of protein-protein 

interaction sites. An accompanying paper (Jones and Thornton, 1997a) analysed interface 

sites and similar sized patches elsewhere on the surface, looking at solvation potential, 

residue propensity, hydrophobicity, planarity, protrusion and accessible surface area. The 

results have been discussed in more detail already (see section 1.2), but in general it was 

found that these properties were different in interface and non-interface patches. The 

prediction algorithm uses these observations to assign probabilities of being part of the 

interface to areas of the protein surface, with the exact combination of properties 

dependent on the system (homo-dimer, hetero-complex or antibody-antigen complex). 

Two-thirds of the predictions were considered to be correct, with the other third mostly 

accounted for by the presence of multiple binding sites. These results are tempered 

somewhat by the use of the same data set in both the analysis and prediction stages, 

although this is offset by the patches in the predictions being generated afresh, with their 

sizes determined from average interface sizes seen in the analysis.

Russell et al., 1998, analysed the binding sites of groups of proteins with common folds 

that, because of very low sequence similarity, were assumed to be a result of convergent 

evolution. They were able to detect nine such groups of analogues where the location of 

the binding site was conserved across all members of the group, though an estimated 40% 

of such groups were thought to show no common binding site. Related work 

(Russell, 1998) looked for conserved three-dimensional patterns of side-chains, and 

identified new ones as well as those previously known, such as the Ser-His-Asp catalytic 

triad of serine proteases.

1.4.5 Conclusions

The reports on the two blind trials of predictive protein-protein docking (Strynadka 

et al., 1996, and Dixon, 1997) do not report in detail the biochemical knowledge used by 

each group to filter their results. As was seen earlier in this introduction, such knowledge 

can drastically improve the results of predictions, and therefore it is difficult to compare 

fairly the various docking algorithms. Also, table 1-1 and table 1-2 show that there is no 

general approach that is clearly better than the others. Use of methods for predicting the
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location of binding sites in future blind trials may well increase the accuracy of structures 

submitted.
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1.5 Thesis Outline

The aims of the work presented in this thesis were two-fold. Firstly, a protein-protein 

docking algorithm previously produced by this laboratory (Walls and Sternberg, 1992) 

was investigated and developed. This development took the form of a re-implementation 

of the algorithm in a more available form, and a detailed analysis of its behaviour. The 

analysis led to changes in the scoring function, and elaborations such as side-chain 

truncation and a treatment of electrostatic complementarity. This work is presented in 

Chapter Two. The problems that were encountered in allowing for conformational 

change, and the lack of a general analysis of this in the literature, were the motivating 

factor behind the work presented in the next three chapters. Methods used for measuring 

structural differences are given in Chapter Three, along with the structures to which they 

were applied. Chapter Four gives the results of the methods when applied to 

independently solved structures of identical proteins. These data act as controls for 

Chapter Five, in which structures of proteins in unbound forms are compared with their 

structures when complexed. Chapter Six discusses the implications that this work has for 

modelling, and concluding remarks are made in Chapter Seven.
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Chapter Two

Development of a Protein-Protein Docking

Algorithm
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2.1 Introduction

There are more than seven thousand protein structures currently available in the 

Brookhaven Protein Data Bank (the PDB), of which less than two hundred are of protein- 

protein complexes. Therefore the prediction of the structure of protein-protein complexes 

from the structures of their unbound components is one of the major goals of molecular 

modelling. This ‘docking problem’ is usually defined in the following way: given the 

three-dimensional structure of two proteins that are known to associate, can the structure 

of their complex be predicted? For a solution to this problem to guarantee that a structure 

close to the real structure of the complex is generated, many different structures, evenly 

spaced over the whole of the relevant conformational space must be produced. The 

problem then becomes one of picking the correct structure from the list.

This chapter presents the development and refinement of a specific docking algorithm 

known as DAPMatch, originated by a previous student in the laboratory (Walls and 

Sternberg, 1992). The use of surface complementarity to evaluate potential complexes is 

investigated.

The DAPMatch algorithm is described in the next section. It was intended to be the first 

stage in a complete docking procedure, reducing the set of millions of candidate structures 

down to just a few hundred. These few hundred would then be analysed by more 

sophisticated methods (such as a continuum model of the thermodynamic processes 

involved (Jackson and Sternberg, 1995), or a multi-copy method of side-chain 

optimisation (Jackson et al., 1998)). These are more able to pick out the correct structure, 

but are too computationally intensive to be used on the large initial set.

DAPMatch was originally developed on antibody - protein antigen complexes, and to 

exploit the specialised parallel architecture of a computer that can perform thousands of 

operations simultaneously. However, a predictive docking method for other types of 

complex is required, and the parallel computer is not widely available. It was intended that 

the algorithm would be converted to run on serial architecture machines when increases 

in their power made this practical, and the results of such a modification are described in
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this chapter, along with developments intended to improve the results. The applicability 

to other biological systems (specifically enzyme-inhibitor complexes) is investigated.



T h e  T e s s e l a t e d  I c o s a h e d r o n
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2.2 Original Algorithm

2.2.1 Methods

DAPMatch was designed to run on a 64 x 64 processor parallel architecture machine (an 

AMT DAP). It is described in detail by Walls and Sternberg, 1992, and an outline is given 

below, with particular emphasis on the details needed to explain subsequent work.

Structural Data

The algorithm was applied to three antibody - protein antigen complexes (table 2-1), and 

developed using the HyHellO system. Docking simulations were performed using the 

structures of the antibodies in their bound form, plus one modelled structure of antibody 

D1.3, and that of the antigen (lysozyme in each case) in an unbound form.

Table 2-1 - Protein Structure Data Used in the Original DAPMatch Algorithm

Protein PDB Code Resolution / A

Antibody HyHel-10 - Lysozyme Complex 3hfm (Padlan et al., 1989) 3.0

Antibody HyHel-5 - Lysozyme Complex 2hfl (Sheriff et al., 1987) 2.5

Antibody D1.3- Lysozyme Complex (from Dr. S. Phillips) 2.8

Lysozyme 61yz (Diamond, 1974) 2.0

Antibody D1.3 (model) (from Dr. A. Lesk) N/A

Summary of Algorithm

The algorithm is summarised in figure 2-1. The procedure starts with the structures of the 

components of the complex in an unbound form. These structures are treated as rigid- 

bodies, which means that no internal degrees of freedom are considered. Thus the number 

of degrees of freedom is reduced from thousands to just six. These six are sampled in the 

following way:

a) The assumption is made that the protein is roughly spherical, and that an even 

division of the surface of a sphere will give an even division of the surface of the 

protein. The surface of the sphere is divided by regular tessellation of an 

icosahedron, to produce 432 uniformly distributed points.

b) The coordinate centres of the tessellated icosahedron and of the first protein are 

superposed.
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c) Both are rotated together so that each point in turn is uppermost in the z-axis. For 

each point, a 32 x 32A slice of the protein is taken. These slices are centred on 

the relevant point, and are in a plane that is perpendicular to the z-axis. Each slice 

is divided into 64 x 64 half Angstrom squares. For each of these elements the 

maximum height to the van der Waals surface of the protein is taken. The heights 

are then discretised into 64 blocks of 0.25A each, and smoothed to reduce the 

effects of small conformational changes caused by complex formation. The 

maximum height is therefore 16A, and anything 16A or more below this is set to 

zero.

d) This slicing process is repeated for the second protein, which completes the 

sampling of four of the six degrees of freedom.

e) The fifth is sampled by, for one protein only, rotating about each surface point in 

8° steps, and slicing the surface as before. This gives 45 slices for each surface 

point.

f) Then, for all possible pairs of slices of the first and second protein, the slice of 

the second protein is turned upside down (by inversion in the z-axis), and both 

slices are brought together along the z-axis so that they are just touching. The 

surface complemetarity is scored as described in the next section, and then the 

slices are moved together in eleven 0.5A steps (giving a maximum overlap of 

5A), with surface complementarity scored at each step. Thus the sixth and final 

degree of freedom is sampled. An additional level of sampling was performed 

using small shifts in the plane of the slice at each separation, because the DAP 

provides routines that can do this quickly. Any match which had less than 2000 

pairs of elements that both contain non-zero heights was discarded. This 

corresponds to an overlap of 500A, and so the number of improbable matches is 

reduced. For each pair of slices, only one match is kept. This is the one with the 

separation and in-plane translation that give the best score.

A full search therefore involves evaluating 2,099,520,000 different possible structures of 

the complex:

= 432 slices of first protein 

x 432 slices of second protein 

x 45 rotations

x 5 in-plane translations in the x-axis
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x 5 in-plane translations in the y-axis 

x 11 separations in the z-axis

In the original work this was reduced to 342,199,000 by only making 64 slices of the 

antibodies. These were centred around the complementarity determining region.

Finally, the resulting list is reduced in size by several methods. Clustering discards 

orientations that are similar to one with a better score. Matches with good electrostatic 

complementarity are picked out by a simple function - a single sphere represents each 

side-chain, and a value o f+1, 0, or -1 on each sphere represents the charge on the residue. 

The orientations are then scored by a residue-residue interaction energy ( ‘+1’ with ‘-1’ is 

good, for example), summed over all interactions. Also, orientations that do not match 

known binding regions, or do not allow known and specific residue-residue interactions, 

are removed.

Scoring Function

A softened Lennard-Jones potential ‘Vsoft’ (see figure 2-2), which allows for 

unfavourable surface matching caused by differences between bound and unbound 

structures, is used.

where x is the distance between surfaces, and is negative when surfaces overlap, zero 

when they just touch, and positive when they are separated. The potential is summed over 

all pairs of surface elements.

Every slice contains areas with no surface mapped, particularly at the edges. These areas 

need to be corrected for, otherwise matches of slices covering more surface area would 

have worse scores simply because more elements contribute to the score. This is corrected 

for as below:

256x4

V soft(* ) = ‘ 4 x2
64

x < oA 
when 0 A < x <  4 A

* > 4 A

^total =  X ^ s o f t W - ^ o v e r l a p
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Figure 2-1 - Summary of the DAPMatch Algorithm



Chapter Two -  Development of a Protein-Protein Docking Algorithm Page 52

where N o v e rlap number of pairs of elements in the match whose elements both

contain surface information. The algorithm therefore favours burial of large amounts of 

surface.

oin

o
o

L e n n a rd -J o n e s

oin

soft

o

2-2 0 4 6

x / A

Figure 2-2 - The Original Soft Potential Compared to a Lennard-Jones Type 
Potential

v = 4 fLennard-Jones so ft

256.v4

4x2

64

when
x < oA 

oA < * < 4A
x > 4A

w here e  =  the w ell depth , r =  the d istance betw een  atom  centres, a  =  the d istan ce  at w h ich  
V  = 0, x =  the surface separation, and r =  x - 2. T he L ennard-Jones potential has been  
sca led  to range o f  the so ft potential by setting  e to the w ell depth o f  the so ft potential (6 4 )  

and by adding e .
T he soft potential is m ore tolerant o f  overlap  o f  su rfaces or sp a ces betw een  them .

2.2.2 Results

The results were varied for the different complexes. D 1.3 was predicted well, with the best 

solution found fifth in a list of twenty-five structures that remained after filtering. This 

structure had a C a  RMSD of the lysozyme equal to 1.7A. The best solution for HyHellO 

came third in a list of eighteen, but with a slightly poorer lysozyme C a  RMSD of 3.4A. 

HyHel5 and the model of D 1.3 performed the worst, with, respectively, the best solution 

thirtieth out of forty and with a C a  RMSD of 1.5k, and ninth out of fifteen with a C a  

RMSD of 11.4A. However, these structures were reasonable in the interface, with C a
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RMSD’s of 3.5A and 4.8A. All four predictions showed a tendency for more separation 

in the interface than in the real complexes, which the original authors (Walls and 

Sternberg, 1992) said indicates allowance of side-chain movement. This is true if the 

movements are towards the interface. If they are away from the interface (i.e. if the side- 

chains would clash if they did not move), then it indicates that the scoring function is not 

sufficiently soft.
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2.3 Program Development

2.3.1 Methods 

Conversion to Serial Architecture

The DAP is a specialised parallel architecture machine, and as such it is not available to 

the majority of people who might be interested in using a docking program. Because of 

this, it was decided to rewrite DAPMatch to run completely on serial architecture 

machines, which are in much wider use. The initial conversion left the algorithm 

essentially unchanged from that described above, the differences being in its 

implementation. However, clustering, electrostatic scoring, and epitope and single­

distance constraints were not applied at first, as the primary requirement was to 

investigate how well surface complementarity was measured.

Structural Data

The original program was developed on and applied to three antibody - protein antigen 

complexes (table 2-1). To test and to improve the performance with other systems, the 

data set was extended to include three enzyme-inhibitor complexes (table 2-2). No 

attempt was made to dock the modelled structure of antibody D1.3 because of the poor 

performance of the original algorithm on this system. The structure of the D 1.3-lysozyme 

complex was from the PDB rather than from Dr. S. Phillips. To reduce the amount of 

unnecessary computation, only the variable domains (chosen by eye) of the antibodies 

were used. This is reasonable because these domains contain the complementarity 

determining regions (CDR’s) where all known antigens bind. Even if the structures of the 

real complexes were unknown, it would be assumed that the antigens bind to the CDR’s.
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Table 2-2 - Structural data used in the development of DAPMatch

Structure State PDB Code
Resolution

/ A

Antibody-Antigen Complexes

D1.3 Fab - Lysozyme Complex lfdl (Fischmann et al., 1991) 2.5

HyHel5 Fab - Lysozyme Complex 2hfl (Sheriff et al., 1987) 2.5

HyHellO Fab - Lysozyme Complex 3hfm (Padlan et al., 1989) 3.0

Lysozyme Unbound 61yz (Diamond, 1974) 2.0

Enzyme-Inhibitor Complexes

Subtilisin - Chymotrypsin Inhibitor Complex 2sni (McPhalen and James, 1988) 2.1

Subtilisin Unbound lsbc (Neidhart and Petsko, 1988) 2.5

Chymotrypsin Inhibitor Unbound 2ci2 (McPhalen and James, 1987) 2.0

Chymotrypsin - Ovomucoid Complex lcho (Fujinaga et al., 1987) 1.8

Chymotrypsin Unbound 5cha (Blevins and Tulinsky, 1985) 1.7

Ovomucoid Unbound . 2ovo (Bode et al., 1985) 1.5

Trypsin - Pancreatic Trypsin Inhibitor Complex 2ptc (Marquart et al., 1983) 1.9

Trypsin Unbound 2ptn (Walter et al., 1982) 1.6

Pancreatic Trypsin Inhibitor Unbound 4pti (Marquart et al., 1983) 1.5

Root Mean Square Deviation

Differences between predicted structures and real structures were measured by 

calculating the Root Mean Square Deviation (RMSD) of their C a  atoms. The RMSD 

between a set of N  atoms from structure a and N  equivalent atoms from structure b is given 

by the following equation:

RMSD =

N
x'' / O a . 2  , , o a.z , a u.
2  ( * ,  - * ; )  + ( j ’i - y i ) + ( Z i - Z ; )
i = 1 _ _ _ _ _ _ _ _ _ _ _ _

a . 2 a. 2

N

where x, y, and z are the coordinates of the atoms.

Structural Superposition

Pairs of proteins were superposed on their C a  atoms by the least squares fitting algorithm 

of McLachlan, 1979. This algorithm takes two equivalent sets of atoms, a and b , and 

calculates the transformation matrix that minimises the RMSD between them (see “Root
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Mean Square Deviation” on page 55). The implementation of Suhail Islam (personal 

communication) was used, and pairs of proteins were superposed on their C a  atoms only.

The Best Possible Results

There are differences between the structures in their complexed and unbound forms. This 

means that it is impossible for any rigid-body docking algorithm to predict a structure for 

the complex that is exactly the same as the real one. The minimum C a RMSD that can be 

achieved is given by a superposition of the structures of the unbound proteins on to those 

in the complex (see “Structural Superposition” on page 55). The values for the data set 

used in this work are given in table 2-3.

When the complex structures are reconstructed from the transformations given by the 

DAPMatch algorithm, the largest protein is held in a fixed position (the position given by 

its superposition) and the smaller protein is oriented in a position relative to this. 

Therefore the measure used to assess the quality of the structures generated is the C a  

RMSD between the smaller protein and its real structure. In the six complexes used 

(table 2 -2), the smallest protein is the antigen or the inhibitor.

Table 2-3 - The best possible answers that can be expected from 
rigid-body docking

Complex
C a  RMSD between unbound 
and complexed structures / A

Antibody1 Antigen

D1.3 - Lysozyme 0.00 0.46

HyHel5 - Lysozyme 0.00 0.48

HyHellO - Lysozyme 0.00 0.58

Enzyme Inhibitor

Subtilisin - Chymotrypsin Inhibitor 0.54 0.46

Chymotrypsin - Ovomucoid 0.47 1.16

Trypsin - Pancreatic Trypsin Inhibitor 0.34 1.10

i. No structures o f the antibodies in an unbound form were available.
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R e s t r i c t io n  o f  S e a r c h  S p a c e

To allow the search space to be limited to regions known to be important, a program was 

written to produce a cap of the tessellated icosahedron around a specified residue and to 

a specified size (figure 2-3). This allows some epitope information to be included from 

the beginning of the procedure rather than as a filter at the end. The program therefore 

runs more quickly, which is beneficial both for prediction and for development, because 

the effect of program changes on the results can be seen more quickly.

The program takes the protein structure and the tessellated icosahedron points, 

superposed on their coordinate centres. A vector from the centre to the specified atom is 

calculated. The size of the cap is specified by a cone angle, which gives the maximum 

angle allowed between this vector and an equivalent vector to each of the icosahedron 

points. The cap contains only those points that are within the cone angle from the atom. 

These points are then used in the main algorithm to locate surface slices.

S p e c i f i e d  A t o m  

P r o t e in  
S l i c e  P o i n t s  
C o n e  A n g l e

Figure 2-3 - Restricting the Search Space
T he program  takes the protein structure and the tesse lla ted  icosahedron  points, 
and produces a cap  conta in ing  o n ly  those poin ts that are w ith in  a sp ec if ied  con e  
angle  from  a sp ec if ied  atom . T h ese  poin ts are then used in the m ain algorithm  to  

locate  surface s lice s .

In a real docking prediction, the atoms used to restrict the search space would be ones at 

the centre of a known binding region. In development, the atoms used were chosen by 

taking the unbound components superposed on to their positions in the complex. A line
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that connects their coordinate centres was drawn, and then the atom in each that was 

closest to this line was found. The cone angle was selected by starting with a small value, 

generating the appropriate structures and finding the one with the lowest C a  RMSD. The 

angle was then gradually increased until no structure with a better C a  RMSD was 

generated. The same cone angle (20°) was used for all the structures. The sizes of the caps 

produced, measured by the number of icosahedron points that they contain, can be 

different because of the differing positions of the specified atoms with respect to the 

icosahedron points.

Truncation of Side-chains.

There are differences between the structures of a protein in a complex and in its unbound 

form. These differences mean that the surfaces of the unbound components are not as 

complementary to each other as they are in the complex, and this can cause problems for 

predictive docking.

The structures of the three enzyme-inhibitor complexes in table 2-2 and the structures 

proposed by DAPMatch were examined visually. It was seen that the structure with the 

lowest C a  RMSD had more surface clash than both the real complex and the structure 

with the best score. There are two ways of dealing with this without explicitly modelling 

flexibility: use a soft scoring function, or truncate the offending side-chains. Both these 

methods reduce the detrimental effect that surface overlap has on the scores. However, 

side-chain truncation can be applied to specific side-chains. Therefore it can be equivalent 

to having a residue specific scoring function, which varies according to how likely it is 

that a particular residue has different conformations in the unbound and complexed 

structures.

Implementing this idea requires a decision as to which side-chains need truncating, and to 

what level. As a first test, a visual inspection of the structure with the lowest RMS 

identified side-chains that clash, and these side-chains were truncated to Cp. However, 

this method of side-chain selection is obviously not one that could be used in predictive 

docking as it requires knowledge of the structure of the complex. The first systematic 

approach tried was to prune all side-chains down to their C(3 atoms, and then only down 

to Cy.
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U s e  o f  M o le c u la r  S u r f a c e

Much of the van der Waals surface of a protein is buried in the interior, and it models 

atoms as spheres without considering the interactions between them. A better 

representation of molecular surface has been given by Richards, 1977, who defines it in 

two parts (figure 2-4). The first part is any portion of the van der Waals surface which 

touches a probe sphere rolled across it, and is known as the contact surface. The second 

part is called the re-entrant surface. It is produced when the probe sphere simultaneously 

touches the van der Waals surface of more than one atom, and is that part of the probe 

sphere bounded by these contacts. The algorithm of Connolly, 1983, with a probe radius 

of 1.4A, was used to calculate the molecular surface.

A c c e s s i b l e  S u r f a c e
C o n t a c t  S u r f a c e

P r o b e  S p h e r e

R e - e n t r a n t  S u r f a c e

v a n  d e r  W a a l s  S u r f a c e  M o l e c u l a r  S u r f a c e  =
C o n t a c t  S u r f a c e  +  R e - e n t r a n t  S u r f a c e

Figure 2-4 - Definition of Different Surfaces
A c ce ss ib le  surface area w as defined  by L ee and Richards, 1971, and m olecu lar  surface by 

R ichards, 1977.

DAPMatch was altered to produce slices of the molecular surface. However, the precision 

of the slices is such that the differences between a molecular surface slice and a van der 

Waals surface slice are likely to be minimal.
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Truncation Based on Side-chain Exposure

A surface related to the molecular surface, known as the solvent accessible surface, was 

defined by Lee and Richards, 1971. It is the area mapped out by the centroid of the probe 

sphere as it rolls over the van der Waals surface (figure 2-4).

The exposure of each residue was measured by the relative accessible surface area (ASA) 

of its side-chain. The ASA was calculated using the implementation of Suhail Islam 

(personal communication) and a probe radius of 1.4A. Relative ASA is the ASA 

compared to that of the residue in an extended form. The ASA of the extended form is 

defined by Miller et al., 1987. All residues, except prolines, with a relative side-chain 

ASA of 80% or more were truncated to Cp.

Further Restriction of Search Space

To speed up investigation and development of the scoring function and of side-chain 

truncation schemes, it was decided to restrict the search space still further. Thus for each 

complex, the first four rotational degrees of freedom (see figure 2 -1) were fixed at angles 

that include the best structure. These angles were chosen from the results of the work 

described above and in the results section. With these angles fixed, only the rotation and 

separation on the z-axis and the in-planes translations were varied. The number of 

orientations analysed was therefore 16,500 

= 1 slice of first protein

x 1 slice of second protein

x 60 rotations

x 5 in-plane translations in the x-axis

x 5 in-plane translations in the y-axis

x 11 separations in the z-axis 

, and the result of every orientation was stored.

Analysis of Scoring Function

The scoring function was analysed by, for each complex, comparing the match that had 

the best score with that which represented the structure with the lowest C a  RMSD. For 

each match, a count of the number of pairs of height elements at a certain distance apart 

was made. This count was done for every distance represented. In this way it can be seen
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whether the best scored match has, for example, less elements that overlap than is the case 

with the structure closest to the real complex. If this were true then it would imply that the 

scoring function was not sufficiently soft.

The results were used to suggest new scoring functions that addressed the differences 

between the best scored and the best RMSD matches.

Scoring Electrostatic Complementarity

Point charges on atoms do not model the propagation of charge through the protein and 

solvent environments, or the effect that the shape of the protein has on the electrostatic 

surface (Honig and Nicholls, 1995). Electrostatic potentials do not suffer from these 

limitations, and so the use of a measure of the complementarity of electrostatic surfaces 

in predictive docking was evaluated. A more correct method would be to measure the 

force that the charges of one protein experience in the electrostatic field of the other. 

However, studies of crystal structures of complexes have shown that they involve 

complementary electrostatic surfaces (Honig and Nicholls, 1995). This observation, 

combined with the sensitivity of point charges to local conformational changes, justifies 

the approach outlined here.

Electrostatic potentials for all atoms of each protein were calculated using the program 

‘Delphi’ (Nicholls and Honig, 1991), which gives a numerical solution to the Poisson- 

Boltzmann equation:

V»[£(r)V<|>(r)] -  £ ( r ) K 2( r ) s i n h [ ( ( ) ( r ) ]  +  47ip(r) = 0

V is the derivative with respect to spatial coordinates. £(r) is the dielectric constant at 

point r, and is a macroscopic property that represents the shielding of charges by the 

medium in which they sit. (j)(r) is the electrostatic potential at point r in units of k T / q , 

where k = the Boltzmann constant, T  = the absolute temperature, and q = the charge on a 

proton. p(r) is the charge density at point r. k  is the Debye-Huckel parameter, where 

K 2 = 8nq2I / e k T  and /  is the ionic strength.
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The first term in the equation represents the electrostatic potential when there are no free 

charges present and the dielectric constant is different at different positions in space. 

Water is a highly polarisable medium, and therefore it has a high shielding effect on 

charges. The interior of proteins have a low shielding effect. Consequently, calculations 

were performed with £ = 80 for the exterior of the protein (i.e the solvent) and £ = 2  for 

the interior, as per Nicholls and Honig, 1991. The second term represents the presence of 

mobile ions and their screening effect on the electrostatic potential, and the third term 

represents the presence of charges.

These potentials were projected onto the molecular surface. The surface was then sliced 

and grided in the manner described previously, except that each grid element had an 

electrostatic potential as well as a height associated with it. The potentials were contoured 

so that everything below -2kT is classed as negative, everything above +2kT is treated as 

positive, and everything in between is neutral. These contour values were chosen by 

visual inspection of GRASP representations of electrostatic surfaces (Nicholls 

et al., 1991) to identify values which clearly indicated complementarity, and are the same 

as those used by Honig and Nicholls, 1995. Matches are then scored by a simple function 

which gives a value of -1 to a match of a positive and a negative element, +1 to a match 

of negative with negative or positive with positive, and zero for everything else, summed 

over all elements that are 4A or closer to each other.

2.3.2 Results

Replication of Results from Original DAPMatch

One run of the initial version of serialised DAPMatch, covering the same search space as 

the original work (Walls and Sternberg, 1992), would have taken about 20 days on a 

Silicon Graphics 150MHz R4400 processor, the fastest computer available to us when 

this work was carried out. A complete search, not restricted to the CDR’s of the 

antibodies, would take over four months. This made it impractical to compare directly the 

old and new versions of DAPMatch. This is not a problem because the first instance of 

serial DAPMatch was a simple conversion, using the same parameters and scoring 

function, and so would give the same results as the original. Also, Walls and 

Sternberg, 1992 filtered the results after scoring shape complementarity (see
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section 2.2.1), which was not done here as I wanted to develop the searching and scoring 

functions. It is therefore important to get results from the simple conversion before 

making any modifications, so that the effects of these modifications can be assessed 

properly. The searches were restricted by the information given in table 2-4 (see 

“Restriction of Search Space” on page 57), and the results are given in table 2-5.

Table 2-4 - Specification of the search space used in development

Protein 1 Protein 2 Number of  
Matches 
Storedlv

Complex
Atom11 Size111 Atom11 Size111

Antibody Antigen

lfdl 2,437 13 210 12 9,360

2hfl 2,032 15 396 12 10,800

3hfm 2,437 12 728 . . 14 10,080

Enzyme Inhibitor

2sni 1,526 12 524 12 8,640

lcho 1,370 13 130 12 9,360

2ptc 1,289 16 281 14 13,440

i. The complexes are identified by the PDB code o f the structure o f the complex 
(see table 2-2).

ii. The atom used to produce the icosahedron cap, identified by the atom number 
record in the PDB file o f the unbound structure.

iii. The size of the icosahedron cap, given by the number o f points, produced by 
a 20° cone angle centred on the specified atom.

iv. The number o f orientations stored by the program = size o f cap o f protein 1 x  
number o f rotations about z x  size of cap o f protein 2. The rotations were 
performed in 6° steps, so the number o f rotations = 60.
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Table 2-5 - Structure quality and selection with and without side-chain pruning

Complex1

lfdl 2hfl 3hfm 2sni lcho 2ptc

Stage »•< »■< <x£ <*£ 0<J o<£

Q Q Q Q '~\j Q Q
2  ^  cd 2  cd d c3 ctf
a a a s  s  au  u  u  u  u  u

<u|_i<U 3
I  S  §  9,360 10,800 10,080 8,640 9,360 13,440
M S &Z  co

•c |  0.9 39 2.5 4,625 2.6 515 4.3 2,684 3.1 4,342 4.0 3,018
QJ  A .co rs

t>o
|  |  S ’ .................................................................  2.5 2,651 2.1 18 1.6 715
— 2 o
CO ^

c/i1)
•§ •gex
'g § ^  1.7 2,128 1.9 1,128 2.4 3,265 2.2 5,976 1.5 4,976 1.3 6,968
j: £  2

D3 XI ^

'jj § u  1.5 1,144 1.4 1,841 1.7 2,332 2.7 7,074 1.9 5,557 1.5 1,226
i  £  2

-  8 =
§ | 1  1.3 138 3.3 14 2.9 670 5.6 6,391 4.3 8,268 4.5 3,398
”o 3 CJ

________________________________________________________________________

i. The complexes are identified by the PDB code of the structure o f the complex (see table 2-2).
ii. The lowest C a  RMSD found between the unbound structure o f the component that is mobile 

in the simulation and its structure in the real complex. The mobile components are the 
antigens and the inhibitors.

iii. The rank with respect to the scoring function.

For the three antibody-lysozyme complexes, the results are qualitatively similar to those 

in the original work (Walls and Sternberg, 1992, and see section 2.2.2). lfdl performs 

best, with the best structure having a C a  RMSD of 0.9A and ranked 39th in a list of 9360. 

3hfm does slightly worse - the best structure has a C a  RMSD of 2.6A and is ranked 5 15th
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in a list of 10080. 2hfl performs badly, as before, with the best structure (C a RMSD = 

2.5A) ranked at position 4625 in a list of 10800.

The enzyme-inhibitor systems all perform badly, with the best structures having C a  

RMSD’s of between 3.1 and 4.3A, and ranked between a quarter and half way down the 

lists of all structures stored.

Side-chain Truncation

Table 2-5 shows the lowest C a RMSD found for each system with and without side-chain 

truncation. The position of the appropriate structure in the score-ordered list of all 

structures (the rank) is also given.

In this exploratory study, selective pruning was only performed on the three enzyme- 

inhibitor systems, as these were not predicted successfully without pruning (see above). 

The residues that were pruned are given in table 2-6. The new set of structures stored 

contained one with a better RMS than found previously. The rank of this structure was 

also improved (table 2-5).

Table 2-6 
interface

- Residues that protrude into the

Protruding Residues11
Complex1

Enzyme Inhibitor

2sni Ser221, His64 Ile56, Thr58, Met59

lcho Met 18

2ptc L ysl5, A rgl7, Arg39

i. Identified by the PDB code o f the complex.
ii. Selected by visual inspection o f the unbound 

structures superposed on to the complex.

Pruning of all side-chains was performed on all six systems, as the aim was to develop a 

generally applicable method. Table 2-5 shows that structures that had lower C a  RMSD’s 

than before were found somewhere in the lists, except for the D1.3 antibody - lysozyme 

complex (lfdl). However, these structures, with the exception of that for the HyHel5
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antibody - lysozyme complex (2hfl), all had worse rank. The differences in performance 

when pruning to Cp or Cy were neither dramatic or consistent across all six systems.

These results indicate the need for a systematic pruning method that can reliably pick out 

only those side-chains that would be picked by eye. This was attempted by pruning based 

on side-chain exposure, which was done after molecular surface matching and so the 

results are given in the section with that heading.

The Lowest Ca RMSD Structure Generated

The matching algorithm tries different separations and in-plane translations for every pair 

of surface slices, but only stores the one with the best score (see “Summary of Algorithm” 

on page 48). If the scoring function is not working accurately this structure is not 

necessarily the one with the lowest C a  RMSD. Keeping all structures revealed some with 

better C a  RMSD’s, but only by around 0.5A compared to those in table 2-5. However, 

the range of the separations and translations give a C a  RMSD of up to 1.5 A  between two 

structures described by the same two maps. This is a substantial amount, and therefore to 

see the effects of different scoring functions properly, it is necessary to store all the 

structures that are generated.

In the original algorithm the separations and translations are changed by amounts that are 

larger than the precision of the maps. Increments at that precision level did not produce 

any structures with substantially better C a  RMSD’s. In fact it is possible to have sampling 

that is more coarse than originally while still being able to generate reasonable structures. 

This gives a simple way to reduce the number of different structures that are analysed, and 

therefore the run-time of the program, without markedly affecting the quality of the 

results.

Molecular Surface Matching

When using serialised DAPMatch with no side-chain truncation and searching in the same 

areas as before, the results for molecular surface matching were worse than those for van 

der Waals matching (compare the second and last rows of table 2-5). This was particularly 

the case for the enzyme-inhibitor complexes. The exception was the HyHel5 antibody - 

lysozyme complex (PDB code: 2hfl). In this case the best C a  RMSD found was slightly
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worse than before (3.3A compared to 2.5A), but the structure with this RMSD was ranked 

fourteenth out of 10,800, rather than at position 4,625. These differences are probably 

because the original scoring function was developed for use with van der Waals surfaces.

To investigate and develop the scoring function and side-chain truncation scheme, it was 

decided to examine a very restricted area around the correct answer (see “Further 

Restriction of Search Space” on page 60). This allowed the program to run much quicker 

than before, and it also made it feasible for all orientations (i.e. including all separations 

and in-plane translations) to be stored. The program was run in this restricted area, using 

the original potential function and no side-chain truncation, and the scoring function was 

analysed. Figure 2-5 shows, for each complex, a graph of number of pairs of grid elements 

against surface separation for both the best scored match and the match that gave the best 

C a  RMSD structure. The form of the scoring function is different in three regions, which 

correspond to surface overlap, close contacts, and separation (see figure 2-2). The 

differences in the counts for each pair of matches in all three regions were examined 

(figure 2-2). These plots show that the best RMSD structures always have more surface 

overlap (separation < 0A), usually have more elements close together (0A < separation < 

4A), and always have less space > 4A between surfaces when compared to the structures 

with the best scores. This implies that the scoring function should have a broader 

minimum, allowing more clash and not quite as much separation as at present.

Two new functions were developed (figure 2-6) to give improved scoring of the best 

RMSD matches, based on the results in figure 2-5. Both of these (Vsoft#2 and Vsoft#3) 

allow more overlap of surfaces than the original scoring function (Vsoft#1). Some of the 

graphs in figure 2-5 indicate that surface separation in the region 0-4A is concentrated at 

the lower end of this range. Hence Vsoft#2 gives a slightly lower score than Vsoft#1 at this 

lower end, but rises more quickly, reaching the maximum score for separation at 3A. 

However, some of the graphs indicate the opposite. Also, it may become important to 

allow some space between surfaces when using structures with truncated side-chains. 

This would be the case especially if some of the truncated side-chains are not those that 

have positions which differ between the unbound and complexed structures. Therefore 

Vsoft#3 is more lenient for the whole of the range 0-4A, and in fact does not reach the 

maximum score for surface separation until the separation equals 5A.



Chapter Two - Development o f a Protein-Protein Docking Algorithm Page 68

I-"- CO 
CM O

CD CD 
CO CM 

CO

S JU 0 L U 0 |3  JO 

SJiBd JO JoqwriN

CD CO
co co

CO ID 
CO 1-

3 L 08 09 Of 02

S JU 0 1 U 0 |3  JO
sjjBd jo JoqiunN

CD
CL
CD

CD
CD O 

o  CD - T: D 
CD

ID 03 
CM CO 
CO CD

CO CD 
CM CD ■O"

OS Of 0€ 02 0 1 0

S JU 0 L U 0 I3  JO
sjjBd jo j0qiun|\|

<
co
CD
CD
CL
(D

CD
CDCJ
CD

3
CD

CM

00 o
CD LD
CD CM

O ID ID i-

021 08 09 Of 02 0

sju0iu0 |3  jo 
SJjBd jo JoqiunN

CD
CL
CD

CD
CD O 

» CD "t=
CD

Q_
CL

C\J

CD
CMh-
ID
CD
LD

CMh-~

09 OS Of 0£ 02 01 0

sju0LU0|3 jo 
SJiBd jo J0qiun|\|

> <

co
co
CD
CL
CD

CD
CD

o  o
-  CD

D
CD

CL

CO

CO CDT- Tj-
ID O

0 3  Tj- 
CM CO

001 08 09 Of 02 0

S JU 0 L U 0 I3  JO 
sjjBd J° -isqujnN

CD

c
Q .2 
CD o

i l
0  J?
1  I
m o

>  CD0 > E 
<D
CD 2  O

£ ^  ®
1  £  '{5

-C  -C  ‘o o  a  c
CO CD o ^  2  m

Figure 2 - 5  - Comparison of the Best Scored and the Best C a  RMSD Matches
T he p lots are id en tified  by the P D B  co d e  o f  the co m p lex , and the m atch es are from  the search restricted  
to the area about the correct an sw er  (se e  “ Further R estriction  o f  Search S p a ce ” on page 6 0 ). T he orig inal 
sco r in g  fun ction  has d ifferen t form s for  scor in g  su rface o v erlap  (separation  <  OA), c lo s e  con ta cts  (OA < 
separation  ^ 4A), and separations greater than 4A (se e  figure 2-2). T h ese  three sec tio n s  are d iv id ed  on the 
plots by the black vertical lin es. T he num bers a b o v e  each  sec tio n  g iv e  the total num ber o f  pairs o f  
e lem en ts  w ith  separations in that range. T he m atch es for the best R M S D  structures a lw a y s have  m ore  
surface o v erlap , u sually  have m ore c lo se  co n ta cts , and a lw a y s have less  sp a ce  >  4 A  w h en  com pared  to  
the b est scored  m atch es.
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Figure 2-6 - Differences Between the Old and New Soft Potentials

A ll three so ft poten tia ls a llo w  m ore o v erlap  o f  su rfaces or sp a ces b etw een  them  than the 
L ennard-Jones potential ( V Lennard.Jones). V sott#) is the potential u sed  in the original 
D A P M atch  a lgorithm  (W a lls  and Sternberg, 1992). V soft#2 and V soft # 3  are tw o  new  
p otentia ls used in an attem pt to im prove the score o f  the correct structure in d o ck in g  
p redictions. B oth a llo w  m ore overlap  o f  su rfaces than V soft#) d o e s , w ith  V s o t t # 3  the m ost 
len ient. V soft#2 has a h igh er penalty  for  sp ace  b etw een  su rfaces than V soft#j, and V soft#3 
has less.
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w h ere e =  the w e ll depth , r =  the d istan ce  b etw een  atom  cen tres, a  =  the d istan ce  at w h ich  
V  =  0 , x =  the surface separation , and r =  x - 2. T h e L ennard-Jones potential has been  
sca led  to the range o f  the so ft poten tia ls by setting  £ to  the w e ll depth  o f  the so ft potential 
(6 4 ) and by add ing  e .

In addition to the modification of the form of the scoring functions, the weight given to 

the number of overlapping elements was altered. In the original function, 100 x the 

number of overlapping elements was subtracted from the score (see “Scoring Function” 

on page 50). This was done to ensure that matches of slices covering only a small amount 

of surface did not score favourably simply because they are empty. It is equivalent to 

subtracting 100 from the score of each pair of matched elements. Since the well depth of
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the scoring function (the difference in the minimum value and the value at infinite 

separation) is 64, this means that even large separations are scored favourably. For an 

element that contains at least some height, the minimum height is 0.25A and the 

maximum is 16A (see “Summary of Algorithm” on page 48). Therefore the maximum 

separation of a pair of elements is 31.5A. It was decided that such a pair of elements 

should not score more favourably than a pair where one or both contained no surface. This 

was done by subtracting 64 x the number of overlapping elements from the score. In 

effect, the scoring functions now tend to zero at large separations, which is more 

physically realistic.

Figure 2-7 shows a comparison of the performance of the different scoring functions in 

the restricted search. The effects of three different side-chain truncation schemes are also 

shown. These were: no truncation, truncation of all side-chains to Cy, and truncation of 

exposed residues to Cp.

The ranks of the best structures for the antibody-antigen complexes, without truncation, 

were considerably better when using Vsoft#2 or Vsoft#3 instead of the original function. For 

the enzyme-inhibitor complexes, Vsoft#2 gave a slight improvement but Vsoft#3 made a 

vast difference, with the best structure in the top one to three thousand rather than in the 

bottom three thousand of sixteen thousand matches. Cy truncation of all side-chains was 

more beneficial for the enzyme-inhibitor complexes, which may indicate more induced fit 

on binding than in the antibody-antigen cases, especially since the antibody structures 

used were taken directly from the complexes. The approach that worked best overall was 

side-chain truncation of exposed residues, and scoring using Vsoft#3. All six complexes 

had their best structure in the top one thousand, with several performing much better than 

this. The different weighting of the number of overlapping elements made little 

difference. This could be because the search was done in a very narrow area about the 

correct answer, and so the number of overlapping elements does not vary substantially.

To reduce the number of matches analysed, and therefore to increase the speed of the 

program, coarser levels of sampling of the search space were tried. Rotations, separations 

and in-plane translations in increments that were twice as big as before were used. The 

total number of orientations represented in a search restricted to the area around the
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correct answer was thus 1620. Vsoft#3 was used, with side-chain truncation based on 

exposure. For each complex, there was a structure that had a C a  RMSD of 2.5A or less 

in the top one hundred scored matches. In four cases this structure was in the top ten. If 

the same sampling rates were applied to a complete search of both components of the 

complex, the procedure would take less than two weeks on a Silicon Graphics 150MHz 

R4400 processor. This compares well with the four months required at the previous levels 

of sampling, especially considering increases in speed available with more modem 

computers.

These favourable results encouraged a much wider search of conformational space, using 

the same level of coarse sampling and the same exposure-based side-chain tmncation with 

the new scoring function. These searches covered the whole of the lysozyme and the 

complete CDR region of the antibodies, and a similar area for the enzyme-inhibitor 

systems. They involved the scoring of over 40 million different orientations. Memory and 

disk limitations made it impractical to store the results for all of these. Therefore the 

matching program was altered to rank the matches as it went along, and to keep only the 

top few thousand. This is justified because if the structure closest to the real complex is 

not in the top one hundred or so, the results are unusable by any subsequent refinement 

procedures. Five of the six systems had no stmcture with a C a  RMSD lower than 8A in 

the top one thousand best scored structures. The exception was the D1.3 antibody - 

lysozyme complex (lfdl), where the best C a  RMSD in the top one thousand was 2.0A, 

ranked 805th. None of the six systems had a stmcture in the top one hundred that had a 

C a  RMSD less than 10A. In all six cases, the best scored structures had larger and flatter 

interfaces than those closest to the real complexes (figure 2 -8).

Electrostatic Surface Matching

The electrostatic scoring function was developed on the trypsin - BPTI complex (2ptc). 

This complex was chosen because Honig and Nicholls, 1995, demonstrated by visual 

inspection that its two components have complementary electrostatic potential surfaces. 

The same 40 million orientations as above were evaluated. In the best twenty thousand 

scored structures, none had a C a  RMSD less than 11 A. As with the steric score, the best 

scored stmcture had a larger and flatter interface than in that closest to the real complex 

(figure 2-9). There is considerable surface clash in this stmcture, which would not have
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Figure 2-8 - Structures of False Positives and Correct Answers
T h e structures ranked h ig h est by the sh ape scorin g  fu n ctio n  (represented  by red e llip se s )  all have larger  
and fla tter  in terfaces than the structures c lo se s t  to the real c o m p lex  (represented  by green  e llip se s). T h e  
sea rch es in v o lv ed  the w h o le  o f  the a n tigen s and inh ib itors. For the an tib o d ies , the w h o le  o f  the C D R  
reg io n s w ere covered . S im ilar ly  sized  sec tio n s  o f  the e n z y m e s , centred on the b in d ing  s ite s , w ere used . 
T h e an tib o d ies and e n z y m es  (sh o w n  as cyan m o lecu la r  su rfaces) are held  in a f ix ed  p o sition  in the  
sim u la tio n , h en ce  o n ly  on e  orientation  is sh ow n  for each . S y s tem s are id en tified  by the P D B  c o d e  o f  the  
c o m p le x  (table 2 -2 ).
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been allowed if the steric scoring function had also been applied. They were not applied 

together because it is not clear how they should be weighted with respect to each other.

R e a l  S t r u c t u r e  

F a l s e  P o s i t i v e

>%
T r y p s in

\
T

Figure 2-9 - Comparison of the False Positive from Electrostatic Surface Matching of 2ptc 
with the Real Structure
S u rfaces are sh ow n  as G R A S P  representations (N ic h o lls  et al., 1991), co lou red  by e lectrosta tic  
potential (red =  n egative , b lue =  p o sitiv e , w h ite  = neutral). For both the real structure and the fa lse  
p o s itiv e , PTI has been separated from  trypsin by translating a long  the line that co n n ec ts  the tw o  
coord in ate  cen tres. T h is has been  done to  g iv e  a better v iew  o f  the in teracting su rfaces. T h e  fa lse  
p o s itiv e  has a larger and flatter interface than the real c o m p lex .
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2.4 Discussion and Conclusions

The DAPMatch algorithm of Walls and Sternberg, 1992 has been re-written to run on 

serial architecture computers. Reduced levels of sampling of search space have enabled a 

complete search to be performed in under two weeks, as opposed to the four months or 

more required by the first serialised version. Other such reductions of search space, 

together with the increased speed of modem computers, are likely to reduce the 

computational time still further.

The program now uses molecular surface (Richards, 1977) rather than van der Waals 

surface. Exposed side-chains are tmncated, and the scoring function has been softened. 

All three developments improve the results when looking in a narrow region of search- 

space centred on the correct answer. However, they do not significantly improve the 

results in a complete search, and it is likely that other information, such as electrostatic 

complementarity and knowledge of the epitope, will still be necessary to select the correct 

structure from thousands of possibilities suggested by the program.

A visual analysis of the false positives indicated that their interfaces were larger and 

flatter than those of the real complexes. This suggests two things: that the representation 

of the shape of the surface is poor, and / or that shape complementarity is not sufficient to 

predict the structure of protein-protein complexes. The projection of surfaces onto slices 

and the scoring of matches of these slices has two problems (figure 2-10). Both are caused 

by the loss of information in directions perpendicular to that of the projection. Highly- 

complementary invaginated interfaces score the same as flat interfaces (figure 2 - 10a), 

which explains why the false-positives have larger and flatter interfaces. Also, insertions 

with overhang can show steric clash when there is none (figure 2-10b). This second point 

may explain some of the beneficial effects of side-chain truncation that were seen, as it is 

likely that truncation removes such insertions. It may also explain why side-chain 

truncation does not always help with docking algorithms that do not use surface 

projection (Gabb et al., 1997).

The results suggest that methods which use surface projection, such as DAPMatch (Walls 

and Sternberg, 1992) and PUZZLE (Helmer-Citterich and Tramontano, 1994), lose
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C l a s h

Figure 2-10 - Problems with DAPMatch Surface Representation
a) D A P M atch  o n ly  sco res  su rfaces in the z -d irection , and any contact perpendicu lar to this is ignored . 

T herefore the seco n d  s lic e  in this diagram  w o u ld  have e x a ctly  the sam e score  as the first, d esp ite  
o b v io u s ly  being  a better fit.

b) D A P M atch  surface s l ic e s  are a projection  o f  the m o lecu lar  surface in the z -d irection . In terfaces w ith  
invaginated  su rfaces m ay be g iven  an unfavourable score  b eca u se  the su rface s l ic e s  fa lse ly  ind icate  
c lash .

—  C o n t r i b u t e s  t o  S c o r e  
D o e s  N o t  C o n t r i b u t e M o l e c u l a r  S u r f a c e s  S u r f a c e  S l i c e s

information necessary to evaluate shape complemetarity properly. Indeed, the PUZZLE 

algorithm has been substantially modified (Ausiello et al., 1997), and now uses a different 

surface representation. Several protein-protein docking algorithms that do not use a 

projected view of the surface had been published at the time that the work described here 

was done (see Chapter One). The method of Katchalski-Katzir et al., 1992 performed 

best in a blind prediction of the binding of |3-lactamase inhibitory protein to TEM-1 13- 

lactamase (Strynadka e ta l., 1996), and it does not suffer from the problems discussed 

here. Hence it was developed in this laboratory by Gabb et al., 1997. Side-chain 

truncation was also investigated, as it proved useful in the development of DAPMatch.



Chapter Three 

Data and Methods



C hapter Three - Data an d  M ethods P age  78

3.1 Introduction

In the previous chapter it was demonstrated that predictive docking of proteins by shape 

complementarity and by using the rigid-body approximation is aided by soft potential 

functions and side-chain truncation. Both of these approaches allow for conformational 

changes that occur on association. However, there has been no large scale analysis of the 

nature of these conformational changes (see Chapter One); the methods are being 

developed without reference to a general analysis. This was the case because until 

recently there were few proteins whose structures had been solved in both complexed and 

unbound forms, from which comparisons could be made. This chapter presents data and 

methods used to address this problem.

An important additional analysis is that of the extent of conformational difference that 

exists simply because of experimental differences in structure determination. This gives 

a measure of the importance of the results from the main investigation. It also gives values 

for the likely precision with which structural predictions can be made. A data set of pairs 

of independently solved structures of identical proteins is given, on which this analysis 

can be performed.
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3.2 Structural Data

3.2.1 Structure Quality

All of the structures used were solved by X-ray crystallography and were available in the 

April 1996 release of the Brookhaven Protein Data Bank (PDB). All had a resolution of 

2.8A or better, and had been refined to an R-factor of approximately 0.2. These conditions 

were chosen because they mean that the structures are defined to a precision that allows 

conformational differences between structures to be observed (see Chapter One). 

Resolution and refinement were identified automatically from PDB files. However, there 

is no fixed format for their specification in these files, meaning that some structures may 

have been missed. The large number of structures in the PDB meant that examination of 

the files by hand was impractical.

Residues identified in a comment in the relevant paper or PDB file as having poor electron 

density were excluded from calculations of conformational change, as were those residues 

containing one or more atoms with a B-value greater than or equal to 50A2. A B-value of 

50A2 corresponds to an RMSD of 0.8 A (see figure 1-1), which is approximately half the 

length of a carbon-carbon bond (Engh and Huber, 1991). The conformation of these 

residues is expected to differ more than that of others because of uncertainty in their 

position, or high mobility (see Chapter One).

3.2.2 Use of SCOP Classifications to Identify Identical Proteins

The Structural Classification Of Proteins (SCOP) database (Murzin et al., 1995) classifies 

proteins on the basis of their structural and evolutionary relationships. The hierarchy of 

the classification system is as follows:

a) The Class level is based on secondary structure content, and is divided into four 

sections: all a , all p, mixed a  and P, or a  + p.

b) The Fold level clusters proteins with the same topological connections and three- 

dimensional arrangement of their secondary structure elements.

c) The Superfamily level clusters proteins with low sequence identities, but whose 

structural and functional features suggest a common evolutionary origin.

d) The Family level clusters proteins whose structures and functions indicate clear 

evolutionary relationships.
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e) The Protein level gives the specific name, and therefore function, of a protein.

f) The Species level indicates the organism in which the protein was found.

In this thesis, proteins were considered to be different if their classifications from the 

April 1996 release of SCOP differed at any of these levels.

This approach was taken because the information contained in PDB files does not, on its 

own, allow identical proteins to be easily identified by computer. This is because the PDB 

format has no fixed way of naming the proteins. The SCOP authors have used a 

combination of expert knowledge and use of computers where appropriate (such as for 

comparing sequences), the results of which have greatly simplified the task of identifying 

identical proteins.

3.2.3 Independently Solved Structures of Identical Proteins

As a control for analysing conformational change, it is necessary to obtain a value for the 

differences in structure caused by experimental differences in the determination of crystal 

structures. To this end, pairs of independently solved crystal structures of identical 

proteins were investigated. A similar analysis has been performed by another group 

(Flores et al., 1993). Their work was not used here because it was desirable to take 

advantage of the structures deposited in the database since that work was done, and also 

because additional information that they did not give was required. For example the 

differences in the structures of exposed residues, and the differences of individual 

residues grouped by their amino acid type.

The April 1996 release of the SCOP database (Murzin et al., 1995) was searched for sets 

of non-complexed structures with 100% identical sequence, and no insertions or 

deletions. This was done to ensure that any structural differences seen were not due to 

differences at the sequence level. In addition to the basic structural criteria (see 

section 3.2.1), only structures with no heteroatoms (except waters) were considered. 

These will be missed by the sequence checks, and could cause structural differences if 

present in only one member of a pair. However, pairs of structures with the same 

heteroatom bound in the same place will also be excluded. It would be difficult to
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precisely compare the location of heteroatoms in two structures, and small differences 

could cause potentially large differences in protein conformation.

One SCOP class occasionally gave more than one set of structures that agreed with the 

conditions above. These corresponded to sets of mutants as well as a set for the wild-type 

protein. In these cases the native set was chosen, although it could just as easily have been 

one of the others. If any of these sets contained more than two structures, then the two 

structures with the best resolution were used. If there were still more than two structures 

in any set, the two most recently solved structures were chosen. Also, the PDB files of the 

structures were examined to ensure, as far as possible, that the members of each pair were 

solved independently.

Twelve pairs were found (table 3-1). Members of each pair were solved in the same space 

group as each other, except turkey lysozyme (PDB codes 1351 and 21z2). This was also 

the only pair whose resolutions were not very similar (1.3A and 2.2A). Refinement 

procedures were not always the same for members of each pair. This means that any 

different systematic errors caused by the different procedures will show up in this 

analysis. In addition, experimental conditions such as pH and concentration were not 

always the same. These differences are justified in the context of the comparisons made 

with pairs of complexed and unbound structures, where the space groups, resolutions, 

refinement methods and conditions often differ.
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3.2.4 Complexed and Unbound Structures

The PDB format has no standard way of specifying that a structure is of a protein-protein 

complex, and so the following strategy was used to identify such structures. A file 

containing the sequences of everything in the April 1996 PDB, except DNA / RNA, short 

chains, or multiple copies of NMR structures, was produced by parsing each coordinate 

entry (Rob Russell, personal communication). Entries for structures containing only one 

chain were removed, leaving information from 1447 different PDB files. The percentage 

identities of different chains of each of these structures were calculated using the program 

‘multalign’ (Barton and Sternberg, 1987). Structures were removed from this file when 

all their chains had greater than 95% sequence identity to each other. In such cases it is 

unlikely that the components are able to exist individually. This left 508 structures. Any 

structures that did not conform to the structural requirements mentioned before (see 

section 3.2.1) were removed from the list, and the PDB files of those remaining were 

examined by hand. Theoretical models and structures with only Coc coordinates were 

removed, together with multi-chain structures that were not complexes, such as insulin, 

viral coat proteins, proteins cleaved into several chains, and antibodies. After this, ninety- 

three structures of protein-protein complexes remained. These ninety-three structures 

represented sixty different complexes. Two complexes were judged to be different when 

the SCOP classifications of either of their components differed at any level (see 

section 3.2.2). When more than one structure was available for a particular complex, the 

one with the best resolution was chosen. If more than one structure had this resolution, the 

most recently solved was used.

For each component of the complexes, SCOP classifications were used to identify 

structures of unbound forms with identical classifications (see section 3.2.2). For eight of 

the complexes the structures of both components in unbound forms were also available. 

Another twenty-three had one unbound component available, giving a total of thirty-nine 

proteins whose structures had been solved in both complexed and unbound forms 

(table 3-2).

Eighteen of the complexes are enzyme-inhibitors, seven are antibody-antigens, and the 

remaining six are of other types. One of these six is a methylamine dehydrogenase
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heterotetramer, H2L2, bound to two molecules of amicyanin. However, each amicyanin 

molecule is in contact with the H and L subunits of only one HL dimer (Chen et al., 1992), 

and so it is justified for us to look at only the interactions between one of these dimers and 

one amicyanin.



Ta
ble

 
3-2

 
- 

St
ru

ctu
re

s 
of 

Co
m

ple
xe

d 
an

d 
Un

bo
un

d 
Pr

ot
ei

ns

Chapter Three - Data and M ethods  _________________________________________  P age  8 6

y  / uopn[os9>i cn
CN

P
CN

o
cn

uimo
soOn
Os

CNOS
Os

vo
Os
Os

SO
OS
OS

OOO
Os

CN
C

‘53■4—*oi-
O h

Q o
Ph U O hXI

<u
c
a
c3

Oh

X
ou
ffl

o
a
c3cu O h

X

o
c3cu CN

£o
•4-^
300

T3
3
3o

X
3
D

cBo
&

y  / uoijnps9)j

ureq3

Q O 
Oh U

CN
CN

in
cn

0 3l-H
X

cn
Os
Os

<U03
3
OI-<u

Oh

ot-'
Os

Oh

X
03

3

O h
CN

co00
OS

<D1)X
O
03

>»-4-H
X

m
o s
Os

O h3

Oh
03H

o
X00
rS
13
O

O h3

O h

03H

o
X
CO

hS
*3
O

ureq3

(N
3

'53H-Hot-H
O h

U
X

J h

i*oU

x3
<L>
6
N
CW £

t3 £
*
£

X
300

&
a

03

O h

Xos
XU

ureq3 x
of

3
'53H-HoVH
Oh

O,<xr
D
6
3
£

Q
C<

O h>>

"d<ux

oU

Y / uoprqosa-̂

ffl xQ o
Oh U

CO
OV
OV

03cof-H
(U

O h

*
<3
3
<U
COo

_ s
t/3
O h

>4
X
O

CO
O

Os
Os

3
O

-4-H
Xoo
ffi

Co

£
I

<
3

1
1 3

in
CN

3M
CN

cn
00
Os

<0
t3
O

PQ
T3
33
3
U

XU

O h
>4XI

CO.

OV

oH-H
O h

cn
00
Ov

3
O'

e
• 2‘53
s

CQ

X
3

00

ON
Ov

Xo
3

0

s
•2 s
2 1In

OQ

X
300

0000
OS

I3i—>
"3
33
3

13
X
Oho

CN



Ta
bl

e 
3-2

 
- 

St
ru

ct
ur

es
 

of 
C

om
pl

ex
ed

 
an

d 
Un

bo
un

d 
Pr

ot
ei

ns
 

(C
on

tin
ue

d)

Chapter Three - Data an d  M ethods P age  8 7

V  /  u o p t q o s a ^

ureiQ

CN
G
Bot-
O h

£  $Q o
Cl, ( J

*3
G3
O

X
G
D

C
'53
o»hOh

y  / uoijnjos9>[

ureqo

§ 1  cu u

oo
os

£on
C

£
T3
G3

PQ

CN
CN

GlH
X

cn
Os
OS

O
Gco
<D

CL,

G
X!o
«n

in
oo
Os

£
C/5.s
£
T3
G
G

pq

cn
CN 3"On

On

3
M0
1  &,

pu

1

in
Os
Os

■

G
g

>s
X

N
G

lsu
p

Ph
PQ
H

o
X00d
'g
o

Ga,a,

CN
Os
Os

00
1/3
lH

&o

ureqo

&

CN
G

'53
h-ho
l-H

Ph

£
I

<D
6
G
£

CJ

U

00
W

i
•3
'oo
3
6o>
O

X0 <u3
hJ

1
u

oopq

•Ss
Cj

Cj

G h>3

CJ

u
_G
To
pq

cQs
l

PQ
Gx
•<-»00

ureqo

X
Co

G
'53
O
l-H

PL

CJ3̂G,

3
B
G
£

£
O
O

O h
On
Bo
B>>xo

CN
On
Os

aPC

Q h cn
Os
OS

a
Bo
B
On

Xo
r-~
00
Os

oq

no
X

U
G

X
300 r"

oo
OS

<3

X ,>3 OS00
OS

Xon
cq

x
3on Os

os

Q
£
Oh

G
£

PL,

O
OS
Os

*33
X
Jh

Io
U

y  / uopniosa^

PQ •§ 
Q o
Ph U

o
CN

Xo
G

3
00

Ph

in
CN 3

G
G
OIh1)

Ph

O
Xo

3
G
00
G
G

Ph

3
o

-3o
m

q
CN

&

3
3

"3
O
PQ

CN

G
X

3
N

_G
"53
X

3" G
<n -g

C/5
X
X

<+H 3
to  QO



Ta
bl

e 
3-2

 
- 

St
ru

ct
ur

es
 

of 
C

om
pl

ex
ed

 
an

d 
Un

bo
un

d 
Pr

ot
ei

ns
 

(C
on

tin
ue

d)

Chapter Three - Data and M ethods P age  88

y  / uopnjosffH

CO
.5 r\ ^<u Q o
o ^  UI-HOh

T3
B3
O

X>
B
D

_B
'S
o1-

CL,

y  / uoijnpsa^j

W T3
Q o 
Oh U

m
ON
ON

CM
OO
ON

3
«
t-i<D

I g
33

O
ON
ON

3
o
>

3

£

in
co

B33
CO

■'t
ON
ON

<D
'O

04
33T3
3

uinio

CM
B
'S
Oi_

CL,

£
Ito
g
3
z

00I
C

g
£o

00

I

u
.E

To
W

-s;o

_B
T3
2

Co
CQ

too

§■

<DC5OQ

ureqo

B
'<3■HHo
lH

O h

<L>
g
3
£

T3
<U
Xo
a
go
U

Y / uoqniosa^

CO £  
Q o
O h U

C l.3n

CO

CO

VO
00
ON

<D
<D
300O
B
3

*
<3

<DOOO
_E

C/3£X

1=
l2

COoo
On

<D
B
00o
'o
00

I)
33
H

p
co

<Ovoo
O n

3
H—*
4)
C/3o
Lh
o

ca
B

,

B

£
gO

M

p
CM

33■3"

O n
ON

<L>T3
04

EC!

o0

a
s§a

1
D

p
CM

’a
3 (S

av
va

 
an

d 
Pe

ar
l, 

19
95

) 
(S

av
va

 
et 

al
., 

19
95

)



Ta
bl

e 
3-2

 
- 

St
ru

ct
ur

es
 

of 
C

om
pl

ex
ed

 
an

d 
Un

bo
un

d 
Pr

ot
ei

ns
 

(C
on

tin
ue

d)

Chapter Three - Data an d  M ethods

CN
_S
‘5
■4—*oI-
CL

y  / uoijnpss^j

ureio

Q o
EL u

VO VO

in
Ov
OV

toOv
ON

<D03
03£
D
03

o
cn

Ovccr-~

m
ovov

<D
X
W>

l

o
CN

Ov3co

in
Ov
Ov

OJO
bJQ

I
"O
bO

i t
Ov
Ov

^v
<U

T3
b
03

o
'S<u
Q

xo
cl

co
Ov
Ov

TJ33
O

X3
D

_B
'53
o
l-H

Oh

y  / uoijnjosa î
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3.2.5 Identical Proteins in Different Complexes

We wished to investigate whether different complexed structures of a protein, taken from 

complexes formed with different proteins, are more similar to each other than to the 

structure of the protein when unbound. If this were true it could have important 

implications for docking experiments - starting with a complexed structure could improve 

the prediction of the structure of a complex with another protein.

The set of bound and unbound proteins (table 3-2) was searched for cases where the same 

protein was present in different complexes, as well as in an unbound form. SCOP 

classifications were used to identify identical proteins (see section 3.2.2). Five different 

proteins were found to have this data available (table 3-3). The lysozyme and 

neuraminidase complexes were ignored because their partners in the complexes are 

antibodies. These do not necessarily bind in the same place, and so one would not expect 

changes in the interface to be common to all the complexes. Three of the five proteins are 

from the same family (eukaryotic proteases), and two of these are trypsins. All three of 

these proteins were examined because to ignore them would reduce the size of the data 

set to an unacceptably small size. However, no attempt was made to distinguish between 

the movements seen with each of the five proteins based on protein type. Also any 

conclusions drawn from the five as a whole must be used cautiously, as they will be biased 

towards the eukaryotic protease family.
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Table 3-3 - Structures of Proteins in Several Different Complexes

Unbound Complexed Forms
Form -------------------------------------------------------

Protein 1 2  3 4
- S p e c i e s ----------------------------------------------------------------------------------------------------

c  c  c  c  c
PDB 2  PDB 'J PDB '2 PDB 2  PDB 1

u  u  u  u  u

Subtilisin lsup - lsbn e lspb s 2sic e 2sni e
- Bacillus Amyloliquifaciens

Trypsin lbty - ltab e 2ptc e lppe e
- Cow

Trypsin lbra - lbrc e lbrb e
- Rat

Chymotrypsin 5cha a lacb e lcho e
- Cow

PTI lbpi - 2kai i 2ptc i lbrb i
- Cow
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3.3 Methods

3.3.1 Definitions of Different Regions of Protein Structures 

Exposed Residues

In common with Flores et al., 1993, residues were defined as exposed if their total relative 

side-chain surface area (or total relative main-chain surface area in the case of glycine) 

was greater than 15%. All others were defined as buried. Surface area was calculated by 

the algorithm of Lee and Richards, 1971, implemented in the program ‘pdbarea’ (Suhail 

Islam, personal communication), with a probe radius of 1.4A. ‘Relative areas’ are relative 

to that of the particular residue in its extended conformation (Miller et al., 1987). see 

“Truncation Based on Side-chain Exposure”, Chapter Two, page 60 for a more detailed 

explanation.

Interface Residues

Interface residues for each component of every complex (table 3-2) were defined as those 

where an atom centre was 4A or nearer to the centre of any atom in the other component. 

This definition was chosen because the maximum separation between the centres of two 

side-chain substituents whose van der Waals surfaces are just touching is 4A. This value 

equals twice the van der Waals radii of a side-chain methyl group, which has the 

maximum van der Waals radius of any side-chain substituent (Gellatly and Finney, 1982).

Jones and Thornton, 1996, define interface residues as those whose accessible surface 

area (figure 2-4) decreases by more than lA 2 from that when the structure of the 

component of interest is separated from the structure of the complex to that when the 

component is not separated from the complex. This definition tends to include slightly 

more residues at the edges of the interfaces. However, the differences are small and 

obviously dependent on the cut-offs and van der Waals radii used in both cases.

3.3.2 Structural Superposition

Pairs of proteins were superposed by the least squares fitting algorithm of 

McLachlan, 1979 (see “Structural Superposition”, Chapter Two, page 55). The pairs of 

independently solved structures of identical proteins (table 3-1), and the instances of 

identical proteins in different complexes (table 3-3) were superposed on all equivalent C a



Chapter Three - Data an d  M ethods P age 95

atoms by the implementation of this algorithm in the Structural Alignment of Multiple 

Proteins (STAMP) program of Russell and Barton, 1992. The pairs of complexed and 

unbound proteins were superposed on the C a  atoms of their non-interface residues (see 

“Interface Residues” on page 94) using the program ‘lsqfit’ (Suhail Islam, personal 

communication).

3.3.3 Calculations of Conformational Change 

Regions in Which the Calculations Were Applied

Conformational differences between pairs of superposed structures (see section 3.3.2), 

were calculated as described below. For the pairs of independently solved structures of 

identical proteins (table 3-1), the calculations were performed separately for all residues 

and for exposed residues (see “Exposed Residues” on page 94). For the pairs of structures 

of complexed and unbound proteins (table 3-2), the calculations were performed 

separately for all residues, exposed residues, and interface residues (see “Interface 

Residues” on page 94). For the structures of identical proteins in different complexes 

(table 3-3), the calculations were performed only on those residues common to the 

interfaces of all the complexes. The pairs of complexed and unbound structures did not in 

general show movements away from the interface that could be attributed to association 

(see section 5.4), and therefore the only differences in the structures of identical proteins 

in different complexes will be in the interfaces.

Root Mean Square Deviation

The first measures of conformational change calculated were Root Mean Square 

Deviations (RMSD’s, described in Chapter Two) of all C a  and side-chain atoms in each 

region described above. In addition, for each region the C a  and side-chain RMSD’s of 

individual residues were calculated.

Torsion Angle Change

As well as measuring side-chain RMSD’s as above, changes in side-chain conformations 

were analysed by measuring the changes in the class of their X\ and Xi t° rsi°n angles. 

Figure 3-1 shows the definition of these torsion angles and of their different classes. The 

X\ torsion angle is that around the Ca-Cp bond, and %2 is that around the CP~Cy bond.
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Both torsion angles have three classes, corresponding to positions of energy minima. 

These energy minima arise from steric hindrance of overlapping atoms at other positions 

(Janin et al., 1978), and their idealised positions are given in figure 3-lb  and figure 3-lc. 

Torsion angles were considered to be of a particular class if they were 60° or less from the 

position of minimum energy of that class (Flores et al., 1993). This implicitly allows for 

the fact that different residue types have differing patterns of steric hindrance, and 

therefore have their energy minima in different positions. This is especially important for 

%2 minima when Cy is trigonal, not tetrahedral as shown in figure 3-lc. Counting changes 

of class rather than absolute changes of torsion angles ensures that only changes which 

cross an energy maximum, and are therefore considered to be more important, are 

counted. %2 angles were only examined for change if the related %i angle did not change 

minima, as changes in can be coupled with changes in %2 because of alterations in the 

pattern of steric hindrance (Janin et al., 1978).

Symmetrical and Ambiguously Defined Residues

Figure 3-2 shows that certain residue types (aspartic acid, glutamic acid,

phenylalanine, and tyrosine) have portions of their side-chains that are symmetrical, and 

others (asparagine, glutamine, and histidine) can be considered to have symmetry due to 

difficulties in distinguishing some atom types in the electron density (Abola et al., 1996). 

For example, a rotation of 180° of the benzene ring of phenylalanine (around the Cp-Cy 

bond) gives two identical conformations. Differences of this type between all pairs of 

structures were corrected for by changing the atom labels in one PDB file to match those 

in the other, to ensure that they did not show up as conformational changes. They were 

not corrected by simply adding or subtracting 180° to the torsion angle because this would 

not correct the associated RMSD. Leucine is a special case: it has no such symmetry but 

has two different conformations, corresponding to a rotation of 180° about %2, that are 

difficult to distinguish in electron density maps (Janin et al., 1978, and see figure 3-3). 

Re-labelling or rotating by 180° would not make the structures identical, and therefore %2 

torsion angles of leucines were ignored.
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-60° Ca= +60° g+ = - 6 0

RS

HP

t = ±180 t = ±180°

Figure 3-1 - Definition of x̂ and X2 side-chain torsion angles
a) A  three-d im ension al representation o f  a s id e-ch a in  o f  un sp ecified  type, ind icating the bon ds that 

sp ec ify  the X \  and X i  torsion a n g les (N -C a -C fJ -C y  and C a-C (3-C y-R 5, resp ectiv e ly ).

b) A  N ew m an projection dow n the C (3-C a bond, sh o w in g  the geom etry  o f  the X \  torsion angle .

c ) A N ew m an projection  dow n the Cy-C(3 bond, sh o w in g  the geom etry  o f  the X i  torsion angle.

‘R' ind icates the branch w ith the h ighest m olecu lar w eigh t at the relevant branch point. ‘Z' ind icates any  
other substituent. Id ea lised  p o sitio n s o f  the energy  m in im a are sh ow n , together w ith their c lass: gauche  
m inus (g -), gauche p lus (g + ) or trans (t).
S ec tio n s b) and c) adapted from  Janin et al., 1978.
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A s p a r a g i n e A s p a r t i c  A c i d

cp —  Cy

061

N62
C p  —  C y

061

062

G l u t a m i n e G l u t a m i c  A c i d

cp— Cy— C6
0 e 1

Ne2
c p — Cy— C6

O e1

Oe2

H is t i d i n e

C p  —  C y

N 6 1 -  C e1

C62 -  N e2

P h e n y l a l a n i n e
^ C 6 1  -  C e 1

 cp —  Cy  ̂ ^C£
^ C 6 2 -C e2^

T y r o s i n e

^ C 6 1  -  Ce1  

cp —  Cy^  OH
^ C 6 2 -C e2^

Figure 3-2 - Amino Acid Side-chainsthat have Symmetry
T h e sym m etry  is ca u sed  by  structurally  eq u iv a len t p o sitio n s o ccu p ied  by a to m s o f  id en tica l typ es, or o f  
types that are d iff icu lt  to  d istin g u ish  in e lectron  d en sity  m aps (A b o la  et a l., 19 9 6 ). T h e se  are ind icated  by  
atom  nam es o f  the sa m e co lo u r  (red or green) as each  other. T h e  red b on ds are those that the sym m etry  
o ccu rs around. F igure adapted  from  an earlier and n ow  un availab le  v ers io n  o f  A b o la  e t a l., 1996.

C61 C62
C61C62

Figure 3-3 - Structural Ambiguity in 
Leucine Side-chains
A sch em a tic  diagram  o f  the tw o  
co n fo rm a tio n s o f  L eu cin e  s id e -ch a in s (o n e  
in red and o n e  in green) that d iffer  by a  
rotation  o f  180° about the C p -C y  bond and  
are d iff icu lt  to  d istin g u ish  in e lectron  
d en sity  m aps (Janin et a l., 1978).
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3.4 Discussion and Conclusions

This chapter has presented a data set of thirty-nine pairs of complexed and unbound 

structures of proteins, from which an analysis of the conformational changes that occur 

on protein-protein association can be ' made. The structures were selected using criteria 

that ensured that, as far as possible, the structures were of good quality. A data set of 

twelve pairs of independently solved structures of identical proteins has also been given. 

These can be compared to find the extent of conformational differences that are caused by 

experimental differences in structure, which will be used to assess the importance of 

differences seen in the complexed-unbound data set. Methods for calculating the 

conformational change have been detailed, with attention to ensuring that ambiguities 

caused by the format in which the structures are specified are not carried through into the 

final measurements.
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Chapter Four

Differences of Independently Solved Structures of

Identical Proteins
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Comparisons of independently solved structures of identical proteins give an indication 

of the differences in structure that can be expected from differences in their experimental 

determination. Twelve such pairs of crystal structures (table 3-1) were found in the 

Brookhaven Protein Data Bank (PDB).

Chapter Five examines conformational changes on protein-protein association, and any 

conformational changes that have magnitudes that are equal to or smaller than the 

differences found here cannot be distinguished from differences in the experimental 

determination of structures. The word ‘control’ is used to refer to the appropriate value.
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4.1 Overall Measures

Several measures were used to analyse the overall conformational differences between 

the members of each pair (see section 3.3.3): C a  root mean square deviation (RMSD), 

side-chain RMSD, and the percentage of %i and %2 angles that occupy different minima. 

These were calculated separately for both exposed residues and all residues (table 4-1). 

The data often have non-normal distributions (see figure 4-1), which make means and 

standard deviations inappropriate measures for comparisons with the other data sets 

examined in this thesis. Therefore a cut-off was chosen for each measure such that 95% 

of all the control pairs have values below it.

The differences between the means, maximums and 95% cut-offs are illustrated in 

figure 4-1. This shows histograms of the number of pairs of structures that have a 

particular value of conformational change, using three different measures as examples. 

The all residue C a  RMSD’s have a roughly normal distribution, and in this case the 95% 

cut-off is equal to the mean plus one standard deviation (figure 4 -la). With non-normal 

distributions, such as shown by exposed residue side-chain RMSD (figure 4 -lb) and the 

percentage of angles of exposed residues that change minima (figure 4-lc), the mean 

plus one standard deviation excludes several pairs of structures. In these cases the 95% 

cut-offs give a better representation of the amount of conformational change.

The cut-offs are given in the last row of table 4-1, and summarised below. The values for 

all residues are useful for comparisons with studies by other groups, such as Flores 

et al., 1993, because they also use this measure. The values for exposed residues are 

particularly relevant to the work presented in this thesis because the differences in the 

conformation of interface residues between bound and unbound structures are compared 

with them. This is because the interface residues are exposed when the components of the 

complexes are unbound.

The 95% cut-off for RMS deviation of C a  atoms is 0.6A over exposed residues and 0.4A 

over all residues. The C a  RMS deviation over all residues from a similar analysis (Flores 

et al., 1993) is higher at l.oA. This reflects both the differences in the two data sets - this 

work was done on a newer data set, with a stricter definition of identical proteins (see
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Figure 4-1 - Comparisons of Means, Maximums and 95% Cut-offs for Overall Measures of 
Conformational Change
Sh o w n  by h istogram s o f  the num ber o f  pairs o f  contro l structures (se e  table 3 -1 ) that have a particular  
value o f  con form ation a l ch a n g e , w ith the fo llo w in g  three m easu res as exam p les:
a) C a  R M S D  o f  all resid ues.
b) S id e-ch a in  R M S D  o f  e x p o se d  residues.
c) P ercentage o f  X \  a n g les  o f  e x p o se d  resid ues that ch a n g e  m in im a.

Red lin es - m axim um  va lu es seen; green line - the 95%  cu t-o ff; vertical b lue lin e  - m ean; horizontal blue  
line - on e  standard d ev ia tio n  e ith er sid e  o f  the m ean. S ee  table 4 -1 .
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section 3.2.3) - and the fact that Flores et al., 1993, did not ignore poorly defined residues 

as was done here (see section 3.2.1). The conformation of these residues is expected to 

differ more than that of others because of uncertainty in their position, or high mobility. 

The 95% cut-off for side-chain RMSD is 1.7A over exposed residues and 1.6A over all 

residues. Side-chain RMSD’s were not given by Flores et al., 1993.

Changes in side-chain torsion angles were also calculated for exposed residues and for all 

residues. For structure comparison, a particularly useful measure of torsion angle change 

is the percentage of side-chain torsion angles that occupy different minima (see “Torsion 

Angle Change”, Chapter Three, page 95). %2 angles are only examined for change when 

their related Xi angles does not change. The 95% cut-offs are 31% of angles and 23% 

of %2 angles for exposed residues, and 24% and 21% for all residues. Flores et al., 1993 

also calculated percentages over all the pairs of structures that they compared, and found 

that 81.7% of Xi angles and 86.7% of %2 angles (where did not change) occupy the 

same minima in each structure. Our values are 87.1% for %i and 90.1% for suggesting 

that torsion angle are more conserved in this data set than in that of Flores et al., 1993. For 

exposed residues, our values are 83.1% for %\ and 87.9% for %2. Flores et al., 1993 did 

not calculate values separately for exposed residues.

The two structures of transforming growth factor p (TGF-p) in the data set (table 3-1) 

have already been compared in detail by Daopin and Davies, 1994, and our results 

confirm theirs. They also present four different methods for estimating the coordinate 

errors. Three of these methods require knowledge of the diffraction data, which is not 

generally available in the public domain. Hence they are not discussed further, except to 

say that they cannot give a value for systematic differences in the determination of 

structures; these can be found only by comparing independently solved structures, as 

presented in this thesis. The fourth method was based on such a comparison, but of only 

one pair of structures. Another method of estimating coordinate error was given by Tickle 

et al., 1998, who calculated standard uncertainties for two crystallin structures from full- 

matrix least-squares refinement. This also requires generally unavailable data and can not 

quantify systematic differences.
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Table 4-1 - Overall Differences in Control Pairs

Structure
Number

'} o f
Residues11

RMSD of 
C a atoms

/ A

RMSD of  
side-chain 

atoms
/ A

% Xl
change

% * 2 ...
change111

1 All Exposed All Exposed All Exposed All Exposed All Exposed

1351 47 16 0.4 0.6 0.9 1.1 14 10 6 16

lbfg 123 82 0.2 0.2 0.7 0.8 10 14 7 9

lbpb 130 69 0.2 0.2 0.8 0.8 14 14 8 9

lhhp 83 57 0.5 0.6 1.6 1.6 35 39 29 23

llza 129 83 0.4 0.5 1.4 1.7 . 10 13 15 18

lrcb 90 52 0.3 0.3 1.6 1.7 17 19 15 20

lrhb 104 63 0.2 0.3 0.5 0.6 7 12 4 3

2 ilb 79 29 0.2 0.2 0.6 0.6 6 11 0 0

2tgi 77 55 0.1 0.1 0.5 0.4 1 2 0 0

3cd4 109 63 0.4 0.4 1.4 1.6 22 30 21 25

3psg 282 120 0.2 0.2 0.4 0.4 5 6 5 8

4cms 281 141 0.3 0.3 0.9 1.1 14 23 9 14

Mean 0.3 0.3 0.9 1.0 12 16 10 12

Standard Deviation 0.1 0.2 0.4 0.5 9 10 9 9

Maximum 0.5 0.6 1.6 1.7 35 39 29 25

95% Cut-off'' 0.4 0.6 1.6 1.7 22 30 21 23

i. Identified by PDB code of the first structure in the pair (table 3-1).
ii. This only includes well defined residues (see section 3.2.1) common to both members of the 

pair.
iii. Changes in %2 minima calculated only when the corresponding Xi does not change minima.
iv. 95% of all the pairs have values less than or equal to this cut-off. In practice this means that one 

outlier (from twelve pairs) is ignored.
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4.1.1 The Effects of Resolution

Resolution is a measure of the global precision of a structure (see section 1.1). A 

resolution cut-off has already been used in selecting the structures to be examined 

(section 3.2.1), but it is desirable to see how resolutions better than this cut-off affect the 

measurements made.

Figure 4-2 shows C a  RMSD’s, side-chain RMSD’s, and percentages of torsion angles 

that change minima for all residues and for exposed residues of each pair of structures 

(table 4-1), plotted against the resolutions of both members of each pair (table 3-1). The 

general trend seen in each of the plots is for structural differences to decrease with better 

resolution. The pair of aspartic proteinase structures (identified on figure 4-2 by PDB 

code lhhp) have the worst resolutions of any of the structures in table 3-1, at 2.7A for 

both. Figure 4-2 shows that they also have the largest conformational differences by any 

of the measures mentioned, except for the side-chain RMSD of exposed residues 

(figure 4-2b). In this case the pair of hen egg white lysozyme structures (identified on 

figure 4-2 by PDB code llza) have the largest value. However, at 1.6A and 1.7A 

respectively, they are two of the better resolved structures. They were also solved in the 

same space group and with the same refinement program as each other, which reduces any 

differences in their structures caused by systematic differences in the way that they were 

solved (see section 1.1)

The pair of turkey egg white lysozyme structures (identified on figure 4-2 by PDB code 

1351) have resolutions that are quite different from one another. 1351 has a resolution of 

1.3A - the best of any of the structures in table 3-1. In contrast, 21z2 has a resolution of 

2.2A, which is slightly higher than the mean resolution of the structures (2.0A). The 

measurements of conformational differences between the two structures sometimes give 

large values - C a  RMSD’s for all residues and for exposed residues are both as high as 

the 95% cut-offs calculated from all twelve pairs (see table 4-1) - and for all the measures 

except the percentages of %i angles of exposed residues and of %2 angles of all residues 

that change minima, the value calculated is above the mean (also shown in table 4-1).
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The pair of DNA polymerase (3 structures (identified on figure 4-2 by PDB code lbpb) 

are both resolved to 2.3A, which is towards the poor end of the range seen in table 3-1. 

However, they have relatively low levels of conformational difference by all the measures 

of conformational change (see table 4-1 and figure 4-2).

These results show that, in general, overall conformational differences between structures 

are proportional to their resolutions. However, it is still possible for structures with poor 

resolutions to have only small differences and for those with good resolutions to have 

larger differences. These large differences are either genuine or caused by systematic 

differences in the experimental procedures.
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Figure 4-2 - The Relationship Between Resolution and Overall Structural Precision.
a) All residues.
b) Exposed residues.
‘Resolution 1’ and ‘Resolution 2 ’ refer to the resolutions of the first and second structure in each pair 
respectively (see table 3-1). Specific points that are discussed in the main text (section 4.1.1) are labelled 
with the PDB code o f the first structure in the pair (table 3-1).
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4.2 Movements of Individual Residues

For each of the twenty commonly occurring amino acids, the C a  displacements and side- 

chain RMSD’s of every exposed residue of that type were calculated. As was observed 

with the overall measures (section 4.1), the data have non-normal distributions. This 

makes means and standard deviations inappropriate measures of the amount of 

conformational change that can be expected in other structures. Figure 4-3 demonstrates 

this, using the side-chain RMSD’s of exposed arginine residues as an example. The 

distribution is heavy tailed, with seven of the total of forty-nine residues having side-chain 

RMSD’s that are significantly above (more than one standard deviation) the mean. 

Therefore the results are given as ‘95% cut-offs’ (table 4-2), rounded to the nearest 0.5A. 

95% of all the measurements have values less than or equal to this cut-off. Figure 4-4 

shows that these 95% cut-offs include most residues, but exclude those with large 

outlying values. These are for N or C terminal residues, which are generally on the surface 

of proteins and have less constraints on their conformations than other residues, therefore 

making them more flexible (Thornton and Sibanda, 1983), and for those residues that are 

adjacent to ones poorly defined in the electron density (the poorly defined ones 

themselves are excluded from the calculations - see section 3.2.1).

As expected, C a  displacements are largely unaffected by residue type, reflected in equal 

values of 0.5A for all types except glycine, where the value is 1.0A. The larger value for 

glycine is reasonable when considering that the backbone will be more flexible because 

of a lack of steric hindrance caused by a side-chain. The values of side-chain RMSD are 

also sensible. They range from 0.5 A for small residues, such as alanine, and large residues 

with inflexible rings, such as phenylalanine, through 2.5A for long and flexible residues, 

for example lysine and glutamine, up to a maximum of 4.5A. Only arginine, which has a 

long and potentially flexible side-chain, has this high a value.
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Figure 4-3 - Comparison of the Mean, Maximum and 95% Cut-off for Side-chain RMSD’s of 
Exposed Arginine Residues
Sh ow n  by a h istogram  o f  the num ber o f  pairs o f  e x p o se d  resid ues from  the control structures (s e e  table 3- 
l )  that have a particular va lu e  o f  con form ation a l ch a n ge. R ed line - m ax im u m  v a lu e  seen; green  line - 
95%  cu t-o ff; vertical b lu e line - m ean; horizontal b lue line - o n e  standard d ev ia tio n  e ith er s id e  o f  the 
m ean. S e e  table 4 -2 .
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Figure 4-4 - Individual Residues with Ca Displacements and Side-chain RMSD’s Above the 
95% Cut-offs
Each point represents a pair of equivalent residues from the control structures (table 3-1). Each pair is o f 
a particular amino acid type and has a specific C a  displacement or side-chain RMSD, indicated by the 
position of the dot along the y-axis. The short solid horizontal lines indicate the 95% cut-off, the value 
o f which is given at the bottom o f each plot (also see table 4-2). Anything below the top o f the dotted box 
is deemed to be at or below the cut-off. These boxes are necessary because the cut-offs are given to the 
nearest 0.5A, whereas the values for each residue are given to the nearest 0.1 A. Specific residues are 
identified when their measurements are above the 95% cut-off and the residue is at the N or C terminus 
(labelled ‘N-term’ and ‘C-term’), or is adjacent to residues poorly defined in the electron density 
(labelled ‘e ’)
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Table 4-2 - Conformational Differences Between Exposed Residues of the Control 
Pairs, by Residue Type.

Residue Type
C a  Displacement / A Side-chain RMSD / A

<j“ Max 95% Cut-off” Gji Max 95% Cut-off u

Alanine 0.2 0.1 0.6 0.5 0.3 0.2 0.7 0.5

Cysteine 0.2 0.2 0.5 0.5 0.3 0.2 0.6 0.5

Aspartic Acid 0.3 0.2 1.1 0.5 0.5 0.6 3.3 1.5

Glutamic Acid 0.2 0.7 0.9 0.5 0.8 0.8 3.7 2.5

Phenylalanine 0.2 0.1 0.6 0.5 0.5 0.8 3.4 0.5

Glycine 0.4 0.3 1.5 1.0 N/A N/A N/A N/A

Histidine 0.2 0.1 0.4 0.5 0.6 1.1 4.4 0.5

Isoleucine 0.2 0.2 0.6 0.5 1.0 1.0 2.9 2.5

Lysine 0.3 0.2 1.1 0.5 1.1 1.0 5.9 2.5

Leucine 0.3 0.5 3.2 0.5 1.0 1.0 5.0 2.0

Methionine 0.2 0.1 0.4 0.5 0.8 0.8 2.5 2.5

Asparagine 0.2 0.2 0.9 0.5 0.5 0.4 2.1 1.5

Proline 0.3 0.2 1.0 0.5iv 0.4 0.3 1.6 1.0

Glutamine 0.3 0.2 1.1 0.5 0.9 0.9 3.8 2.5

Arginine 0.2 0.1 0.6 0.5 1.4 1.3 5.1 4.5

Serine 0.3 0.2 0.9 0.5 0.6 0.4 1.6 1.5

Threonine 0.3 0.2 1.1 0.5 0.6 0.6 2.2 2.0

Valine 0.2 0.1 0.7 0.5 0.8 0.8 2.3 2.0

Tryptophan 0.2 0.1 0.3 0.5 0.5 0.7 2.7 1.0

Tyrosine 0.2 0.2 0.6 0.5 0.3 0.2 0.7 0.5

i. Mean
ii. Standard deviation
iii. 95% of all residues o f the relevant type have values less than or equal to this cut-off. 

Calculated to the nearest 0.5A.
iv. 94% cut-off given for proline C a  displacement, to simplify analysis. This includes only 

one less residue.
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4.2.1 The Effects of Temperature Factors

Temperature factors (or ‘B-values’) are measures of the precision of the coordinates of 

specific atoms in a structure (see section 1.1). A B-value cut-off has already been used in 

selecting the residues to be included in the calculations (section 3.2.1). The value of this 

cut-off was chosen so that those residues whose conformational changes were obviously 

a direct result of large B-values were excluded (see section 3.2.1). However, as with 

resolution (see section 4.1.1), it is desirable to observe how B-values better than this cut­

off relate to the measurements made.

Daopin and Davies, 1994, showed that the displacements between equivalent C a  atoms 

from the two transforming growth factor P structures given in table 3-1 were correlated 

with their B-values. This was especially true for those atoms with the largest B-values, i.e. 

above approximately 50A2 - the cut-off used in section 3.2.1. The correlation with B- 

values below this limit was not as clear.

In figure 4-5, C a  displacements and side-chain RMSD’s of equivalent pairs of residues 

from the structures listed in table 3-1 are plotted against their B-values. The B-value used 

for each pair of equivalent residues was that which was the highest of any atom in the pair. 

It would be more intuitive to plot C a  displacement against C a  B-values. In practice, 

however, it was simpler to use the same B-value as used with the side-chain RMSD, and 

in fact the C a  displacement does show a marked correlation with the B-value used.

Figure 4-5 shows that the C a  displacements and side-chain RMSD’s increase with 

increasing B-value. The rate of the increase in C a  displacement is higher at B-values 

greater than 50A2, especially for exposed residues. This provides further justification for 

the cut-off used in section 3.2.1. This tendency is not as obvious with side-chain RMSD’s, 

although they are generally higher at B-values above 50A2 than they are below.

Thus B-values must be taken into account when examining local conformational 

differences between proteins. With larger B-values the conformational differences are 

more likely to be an artifact of the larger potential for movement. This follows from the 

definition of B-value. However, side-chain RMSD’s in particular can still be large even
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for residues with low B-values, suggesting that the movements are genuine or are caused 

by differences in experimental structure determination.
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Figure 4-5 - The Relationship Between the Conformational Differences and B-values of 
Individual Residues
T he B -v a lu es p lotted  for ea ch  pair o f  eq u iv a len t resid ues from  the pairs o f  structures that w ere  
com pared  (tab le 3 -1 )  is that w h ich  is the h ig h est o f  any atom  in the pair. T h e  dotted  line ind icates the  
c u t-o ff  o f  5 0 A2 - any res id u es w ith  B -v a lu e s  ab o v e  th is w ere  not inc lu d ed  in the m ain ca lcu la tio n s  
(sectio n  3 .2 .1 ) . B lack  d ots are for  n o n -ex p o se d  (i.e . buried) resid ues. R ed dots are for  ex p o sed  
resid ues. R ed dots w ere p lo tted  se c o n d , and so  so m e b lack  d ots are obscu red .

B-value / A‘

B-value / A'
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4.3 Discussion and Conclusions

In this chapter, the conformational differences in twelve pairs of independently solved 

structures of identical proteins, presented in table 3-1, have been analysed using the 

calculations described in Chapter Three. This analysis provides control values with which 

conformational changes on protein-protein association can be evaluated; only 

conformational changes above the controls can be said to be substantial. The most 

important controls for this evaluation are those calculated using exposed residues, as it is 

exposed residues of unbound structures that form the interfaces when the proteins 

associate. These controls are an overall C a  RMSD of 0.6A, overall side-chain RMSD of 

1.7A, and percentages of %i and %2 torsion angles that change minima equal to 30% and 

23% respectively. Controls were also established for movements of individual residues, 

with C a  displacements being the same (0.5A) for all amino acids types, except for glycine 

which was more flexible (l.oA). This makes sense because glycine has no side-chain to 

restrict allowed main-chain conformational space. The side-chain RMSD controls varied 

by amino acid type, reflecting the differing flexibility of different substituents.

In general, the control values for overall differences were seen to be proportional to the 

resolutions of the structures being compared: the worse the resolution, the larger the 

differences. Thus when more structures become available in the future, it will be possible 

to refine control values and thus better evaluate the conformational difference to be 

expected at different resolutions. Because the data set is small (only twelve pairs of 

structures), and because the differences of the pairs were not normally distributed, the 

controls were calculated such that 95% of the pairs had a measurement at or below the 

control. With the measurements of individual residue differences, the non-normality of 

the distributions was even more pronounced, and so the controls were also calculated as 

95% controls. These controls tended to exclude residues that were flexible because they 

were at chain ends or because residues adjacent to them were poorly defined. The 

individual residue differences were proportional to the temperature factors of the residues, 

but the temperature factor cut-off employed in selecting those residues to analyse (see 

section 3.2.1) removed most of the residues with large differences.
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Chapter Five

Conformational Changes on Protein-Protein

Association
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5.1 Introduction

Comparisons of structures of proteins in complexed and unbound forms allow the amount 

of conformational change on protein-protein association to be quantified. Thirty-nine 

such pairs of crystal structures (table 3-2), from thirty-one protein-protein complexes, 

were found in the Brookhaven Protein Data Bank (PDB). Eighteen of the complexes were 

enzyme-inhibitors, seven were antibody-antigens, and the remaining six were of other 

types.

Chapter Three presented calculations by which structural differences can be measured, 

and Chapter Four applied these calculations to twelve pairs of independently solved 

structures of identical proteins. The values obtained gave the amount of conformational 

change that can be expected from differences in the experimental determination of 

structures. This chapter presents the results of the calculations described in Chapter Three 

when applied to the pairs of complexed and unbound structures. The importance of the 

values obtained is considered by comparison with the values expected from differences in 

experimental structure determination. The levels of structural difference in interface and 

in exposed non-interface regions are compared, as are the levels in the different types of 

complex. An additional analysis compares the structures of proteins that are available in 

several different complexes as well as in an unbound form.
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5.2 Overall measures

The overall conformational changes in different regions of the protein structures were 

analysed for all of the pairs of complexed and unbound structures listed in table 3-2. The 

analysis was applied to three regions of the proteins: all residues, interface residues only 

and exposed non-interface residues only (see section 3.3.1). The following calculations 

were performed on these regions: C a  and side-chain RMSD’s over all residues in the 

regions, and the percentages of X\ and %2 torsion angles in the regions that change minima 

(see section 3.3.3). The results are given in figure 5-1, figure 5-2, and table 5-1, and 

described in the following sections. In each section, the word ‘control’ refers to the 

amount of conformational change that is expected from experimental differences in the 

determination of the structures (see Chapter Four, especially table 4-1).

5.2.1 All Residues

Figure 5 -la  shows that just over half of all the pairs of structures (twenty of thirty-nine) 

have all-Ca RMSD’s that are more substantial than the control. This is also shown by red 

shading in the relevant column of table 5-1. However, for the three measures of 

conformational change of all side-chains (side-chain RMSD’s, figure 5 -lb, and 

percentages of x f s ,  figure 5-2a, and of %2 s, figure 5-2b, that change minima) more than 

thirty of the thirty-nine pairs have values that are less than the controls. Nineteen of the 

thirty-nine pairs have values for all four of these measures that are less than or equal to 

the controls. These pairs are indicated by yellow shading across the ‘All Residues / 

Overall Measures’ column of table 5-1.

5.2.2 Interface Residues

In the interface regions, substantial C a  RMSD’s occur in fewer of the pairs than they do 

when calculated using all residues (table 5-2), with only ten of the thirty-nine pairs having 

values that are greater than the controls (see figure 5-lc, and the red shading in the 

relevant column of table 5-1). Substantial movements of side-chains occur more often for 

interfaces than they do for all residues - more of the pairs of structures have values above 

the controls for side-chain RMSD (figure 5-ld) and percentages of and %2 s that 

change minima (figure 5-2c and figure 5-2d) than they do in the equivalent figures for all 

residues (figure 5-lb, figure 5-2a, and figure 5-2b respectively), with changes more
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common at %2 than at - These differences are seen more clearly in table 5-2. Nineteen 

of the thirty-nine pairs have values for all four measures that are less than or equal to the 

controls, shown by yellow shading of the ‘Interface Residues / Overall Measures’ column 

of table 5-1.

5.2.3 Exposed Non-interface Residues

The exposed non-interface regions show substantial main-chain movement (measured by 

C a  RMSD and presented in figure 5-le), more often than is seen with the interface 

regions (see table 5-2). Table 5-2 shows that all three measures of side-chain 

conformational change (side-chain RMSD, figure 5 -If, and percentages of Xj’s and of 

%2 s that change minima, figure 5-2e and figure 5-2f) have similar numbers of pairs of 

structures with substantial movements as each other. They also have numbers of pairs 

with substantial movements that are similar to those measured using all residues, but less 

than is seen with the interface residues (see table 5-2). Twenty-four of the thirty-nine pairs 

have values for all four measures that are less than or equal to the controls, shown by 

yellow shading of the ‘Exposed Non-interface Residues / Overall Measures’ column of 

table 5-1.

5.2.4 Summary

Almost half of the structures do not undergo substantial movement on association. Side- 

chain movement is seen more often in interface residues than in exposed non-interface 

residues, and the reverse is true for C a  movement. These results give a general picture of 

the levels of conformational change and of the differences in different regions. To 

understand the reasons behind them it is necessary to look at the movements of individual 

residues.
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Figure 5-1 - RMSD’s Between Structures of Complexed and Unbound Proteins
T he dotted  lin es sh o w  the con tro ls  - va lu es ex p e cte d  from  experim en ta l d iffe re n c es  in the determ ination  
o f  the structures (tab le  4 - 1). P roteins are id en tified  by the P D B  c o d e  o f  the c o m p lex e d  structure, fo llo w e d  
by the chain  id en tifier (s) o f  the relevan t ch a in (s).
a) C a  R M S D ’s o f  a ll resid ues.
b) S id e-ch a in  R M S D ’s o f  all resid ues.
c ) C a  R M S D ’s o f  in terface resid ues.
d) S id e-ch a in  R M S D ’s o f  in terface resid ues.
e )  C a  R M S D ’s o f  ex p o se d  non -in terface  resid ues.
f) S id e-ch a in  R M S D ’s o f  ex p o se d  non -in terface  residues.
T he num bers ab o v e  the bars in c ) , d ), e )  and f) are the num bers o f  resid ues that have a C a  d isp la cem en t  
or s id e-ch a in  R M S D  (as appropriate) that is a b o v e  the control for  that am in o  acid  type (tab le  4 -2 ) . T here  
are no such num bers on  a) or b) b eca u se  ind iv idu al residue m o v em en ts  w ere o n ly  ex a m in ed  if  the residue  
w as e x p o se d  or in the interface.
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Figure 5-2 - Torsion Angle Change Between Structures of Complexed and Unbound Proteins
T he dotted  line sh o w  the co n tro ls - v a lu es e x p ected  from  experim en ta l d ifferen ces  in the determ ination  o f  
the structures (tab le 4 -1 ) . Proteins are iden tified  by the P D B  co d e  o f  the co m p lex e d  structure, fo llo w e d  by  
the chain  id en tifier (s) o f  the relevant ch a in (s).
a) P ercen tages o f  X i ’s o f  all resid u es that ch a n g e  m inim a.

b) P ercen tages o f  X i ' s  ° f  resid u es that ch a n g e  m inim a.

c) P ercen tages o f  X i ’s o f  in terface resid ues that ch a n g e  m inim a.

d) P ercentages o f  X2  S ° f  interface resid ues that ch a n g e  m inim a.

e) P ercentages o f  X i ’s o f  e x p o se d  non -in terface  resid ues that ch an ge m inim a.

f) P ercentages o f  X2  S ° f  e x p o se d  non -in terface  resid ues that ch a n g e  m inim a.
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Table 5-2 - Number of Pairs of Complexed and Unbound Structures with Overall 
Measurements that are Greater than the Control Values

Region

Number o f Pairs > Control Values1

C a RMSD / A Side-chain 
RMSD / A % Xi  change % %2 change

All Residues 20 8 5 7

Interface Residues 10 12 8 14

Exposed Non-interface Residues 13 8 6 5

i. Control values given in table 4-1.
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5.3 Large Individual Residue Movements

The C a  displacements and side-chain RMSD’s of individual residues were compared to 

the 95% control values for the relevant amino acid type (table 4-2), and those that had 

values greater than the controls are described here and in section 5.3.2. Figure 5-1 shows 

counts of these residues for each pair of complexed and unbound structures, alongside the 

overall C a  and side-chain RMSD’s of interface and exposed non-interface residues. 

These counts are also given in table 5-1. They vary widely for pairs with an overall 

measure above the appropriate control limit. Some of those pairs have counts of zero, for 

example the interface side-chains of pancreatic trypsin inhibitor in the complex with 13- 

trypsin (2ptci_i on figure 5-Id). This shows that individual residue movements below the 

individual controls can amount to a substantial measure for the whole region. Other pairs 

have one or two individual residues with substantial movements, for example the 

interface side-chains of pancreatic trypsin inhibitor in the complex with kallikrein (2kai_i 

on figure 5-Id). This demonstrates that movements of a few residues in a region can 

dominate measures of overall change of those regions, especially when the total number 

of residues in those regions is small (in both of the examples described there are only 

thirteen interface residues - see table 3-2). At the other end of the scale are cases such as 

the interface side-chains of pancreatic trypsin inhibitor in the complex with a -  

chymotrypsinogen (lcgi_i on figi 5-ld), where a high proportion of the residues have 

substantial individual movements. The wide variation in the counts indicates that in 

addition to looking at overall measures, it is important to look at the number and causes 

of substantial individual movements.

5.3.1 Exposed Non-interface Residues

All of the largest C a  displacements (above 3A) and side-chain RMSD’s (above 5.6A) of 

exposed non-interface residues can be explained by one of the causes given below. These 

limits are greater than the control limits given in table 4-2. Conformational differences 

with values between the two sets of limits may be a sign of additional experimental 

differences, caused by different crystal packing, in the determination of complexed and 

unbound structures. The causes are listed here, together with examples of movements that 

can be explained by them. Full lists of such movements are provided in table 5-3 for C a  

displacements, and table 5-4 for side-chain RMSD’s.
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a) The residue is adjacent to an interface residue that moves, and therefore is part 

of a loop movement in the interface. For example Aspartic Acid 101 and 

Asparagine 103 on either side of Glycine 102, which is in the interface of 

lysozyme complexed to antibody D1.3 (see section 5.3.2 and figure 5-3b). These 

two residues have C a  displacements of 6.3A and 4.4A and side-chain RMSD’s 

of 8.1 A and 7.3A respectively. In such cases the whole loop has not been 

classified as interface, because not all the residues that make up the loop have at 

least one atom 4A or less from the other component of the complex (see 

“Interface Residues”, Chapter Three, page 94).

b) The residue is at the end of a chain, or only one to three residues away. For 

example the N-terminal Alanine of (3-actin complexed to profilin, which has a 

C a  displacement of 6.6A and a side-chain RMSD of 1.1 A, and the C-terminal 

Glutamine of a-thrombin complexed to hirudin, which has a C a  displacement of 

5.9A and a side-chain RMSD of 10.7A.

c) The residue is at the end of a cleavage fragment, or only one to three residues 

away. For example Aspartic Acid 141 of a-thrombin complexed to hirudin, 

which has a C a  displacement of 10.6A and a side-chain RMSD of the same size. 

The unbound structure of this protein used in the comparison was actually y- 

thrombin, which is cleaved in several places by autolysis (Rydel et al., 1994).

d) The residue is adjacent to a region missing from or poorly defined in the electron 

density map. A good example of this is amicyanin complexed with methylamine 

dehydrogenase. In this protein the first fifteen N-terminal residues form an 

irregular outer P-strand connected to a loop of six residues that are poorly 

defined in the electron density (Durley et al., 1993). These fifteen residues have 

C a  displacements that vary between 3.2 and 8.3A, and side-chain RMSD’s 

between 3.8 and 10.8A.

Hence the largest movements of exposed residues that are not in the interface can be 

explained by either their close proximity to the interface (point ‘a’ in the list), or by 

structural disorder and flexibility (points ‘b ’, ‘c’, and ‘d’). Structural disorder and 

flexibility are also the causes of differences greater than the controls in the pairs of 

structures from which the controls were calculated (see section 4.2). They are not due to 

hinge-bending or shear movements between domains as sometimes seen when small 

molecules bind (Gerstein et al., 1994). An exception to these generalities is human growth
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hormone complexed with its receptor (and thus table 5-3 and table 5-4 do not contain 

information for this protein). This is a four helix bundle with two long crossovers 

connecting the first two and last two helices, and a short loop that connects the middle 

two. The main changes occur in these connections and involve many interface residues 

(Chantalat et al., 1995) - see section 5.3.2 - but also extend outside the interface regions.
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Table 5-3 - Explanations for all Exposed Non-interface C a  Displacements that are 
Greater than 3A

Protein1 Residue11 Ca Displacement / A Explanation of Difference

4htc_lh D14L (L) 10.6 Fragment end.

2ptc_i A58 8.4 C-terminus.

lmda_a 15 8.3 Connected to poorly defined region.

1 mda_a A3 8.3 Connected to poorly defined region.

lmda_a S7 8.0 Connected to poorly defined region.

1 mda_a S9 7.6 Connected to poorly defined region.

1 mda_a T4 6.9 Connected to poorly defined region.

2btf_p Al 6.6 N-terminus.

lvfb_c D101 6.3 Adjacent to interface mover.

4htc_lh Q244 (H) 5.9 C-terminus.

1 mda_a E8 5.5 Connected to poorly defined region.

lmda_a P10 5.1 Connected to poorly defined region.

1 mda_a A13 5.1 Connected to poorly defined region.

2kai_ab A171(B) 5.0 Adjacent to region missing from e-density.

4htc_lh I14K (L) 4.3 Fragment end.

lvfb_c N103 4.2 Adjacent to interface mover.

2kai_ab HI 72 (B) 4.2 Adjacent to region missing from e' density.

lmlc_ab E213 (A) 3.9 Adjacent to C-terminus (which is poorly defined).

lmda_a A14 3.7 Connected to poorly defined region.

1 mda_a F ll 3.7 Connected to poorly defined region.

lmda_a A17 3.7 Connected to poorly defined region.

lcgi_e E78 3.7 Adjacent to region not located in e" density.

lmda_a A20 3.5 Connected to poorly defined region.

lmda_a M72 3.5 Between two interface movers.

1 mlc_ab N212 (A) 3.4 Two residues away from C-terminus.

ljel_p L84 3.3 Adjacent to C-terminus (which has high B-factor).

1 mda_a E15 3.2 Connected to poorly defined region.

lmda_a V16 3.1 Connected to poorly defined region.

1 mda_a A50 3.1 Adjacent to interface mover.

i. Identified by the PDB code o f the complex, followed by the chain indentifier(s) o f the 
component. Human growth hormone (3hhr_a) is excluded as many o f its exposed non­
interface residues move as a direct result o f receptor binding (see section 5.3.1).

ii. Identified by one letter amino acid code, number, and insertion code (if any). If the 
component has more than one chain, the chain identifier for the residue is given in 
brackets.
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Table 5-4 - Explanations for all Exposed Non-interface Side-chain RMSD’s that are 
Greater than 5.6A

Protein1 Residue" Side-chain RMSD / A Explanation

1 mda_a 15 10.8 Connected to poorly defined region.

4htc_lh Q244 (H) 10.7 C-terminus.

4htc_lh D14L (L) 10.6 Fragment end.

1 mda_a S7 10.3 Connected to poorly defined region.

2ptc_i A58 10.0 C-terminus.

1 mda_a S9 9.9 Connected to poorly defined region.

lcgi_e E78 9.4 Adjacent to region not located in e" density.

1 mda_a T4 9.1 Connected to poorly defined region.

1 mda_a M72 9.0 Between two interface movers.

2kai_ab H172 (B) 8.4 Adjacent to region missing from e' density.

1 mda_a P10 8.3 Connected to poorly defined region.

lvfb_c D101 8.1 Adjacent to interface mover.

1 mda_a K74 7.8 Adjacent to interface mover.

1 mda_a A3 7.8 Connected to poorly defined region.

2btf_p Al 7.7 N-terminus.

lnmb_n R82 7.7 N-terminus.

1 mda_a F ll 7.6 Connected to poorly defined region.

IjeLp L84 7.6 Adjacent to C-terminus (which has high B-factor).

lvfb_c N103 7.3 Adjacent to interface mover.

4htc_lh I14K (L) 7.0 Fragment end.

1 mda_a A13 6.8 Connected to poorly defined region.

2kai_ab A171(B) 6.7 Adjacent to region missing from e" density.

lstf_e R59 6.7 Adjacent to poorly defined region.

lvfb_c R73 5.7 Adjacent to poorly defined region.

4htc_lh D243 (H) 5.6 Adjacent to C-terminus.

i. Identified by the PDB code o f the complex, followed by the chain indentifier(s) o f the 
component. Human growth hormone (3hhr_a) is excluded as many o f its exposed non­
interface residues move as a direct result o f receptor binding (see section 5.3.1).

ii. Identified by one letter amino acid code, number, and insertion code (if any). If the 
component has more than one chain, the chain identifier for the residue is given in 
brackets.
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5.3.2 Interface Residues

Changes in interfaces occur for a variety of reasons: to form specific interactions required 

for the action of the protein, to avoid steric clash, or to improve shape complementarity 

and allow hydrogen bonding (Janin and Chothia, 1990). The largest changes of interface 

residues, i.e. those above 3A G* displacement and 5.6A side-chain RMSD (above which 

movements of exposed non-interface residues could be explained by flexibility or 

structural disorder - see section 5.3.1) are discussed below.

Changes that allow the formation of specifically required interactions are the largest and 

most extensive seen in the structures examined. When chymotrypsinogen binds to human 

pancreatic secretory trypsin inhibitor (PDB code lcgi), the specificity pocket and 

oxyanion hole necessary for inhibitor binding are formed by large movements of loops 

serine 189 - serine 195 and valine 213 - cystine 220 towards the inhibitor (figure 5-3a). 

This change is the same as occurs when the zymogen is activated by hydrolysis. Smaller 

C a  shifts of inhibitor loop tyrosine 10 - arginine 21, along with side-chain movements 

towards the enzyme of some of these residues, alter the pattern of hydrogen bonding and 

allow binding to chymotrypsinogen. The changes are largely the same as those noted by 

Hecht et al., 1991 and Hecht et al., 1992.

Specifically required interactions in the interface between human growth hormone and its 

receptor (PDB code 3hhr) are also formed by large changes. This complex involves one 

hormone molecule binding to a dimer of receptors, and it is thought that this dimerisation 

is caused by hormone binding and that it is the mechanism of signal transduction 

(Chantalat et al., 1995). Large changes are required for different parts of the hormone to 

bind to structurally identical parts of each receptor molecule. The biggest occur mainly in 

the long crossover loop between helices one and two and the short loop between helices 

two and three (figure 5-3e). Tyrosine 103 on the short loop is involved in receptor binding 

(Chantalat et al., 1995), and moves by a side-chain RMSD of 8.5A towards the interface. 

This change is accommodated by large associated movements of glycine 104 - asparagine 

109 away from the interface (C a displacements up to 11.5A, and side-chain RMSD’s up 

to 14.7A). Other smaller but still extensive changes (C a displacements up to 5.4A and 

side-chain RMSD’s up to 1.1 A)  occur in the long crossover loop. They improve surface
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complementarity by moving away from the interface and forming mini-helices, rather 

than hydrogen bonding to helix four in a position that would clash with the receptor.

Interactions that appear to be less necessary for function, because they simply alleviate 

minor steric clash or improve hydrogen bonding and van der Waals contacts, are 

noticeably less extensive. However, they can still involve large changes of a few residues. 

Figure 5-3b shows changes of this nature that occur when the interface between hen egg 

white lysozyme and the variable domain of antibody D1.3 (PDB code lvfb) is formed. 

Glycine 102 of lysozyme moves with a C a  displacement of 7.5A, which brings it to 

within 2.1 A of arginine 99 on the heavy chain of the antibody. Movement of arginine 99 

was noted in a comparison of complexed and unbound antibody (Bhat et al., 1994), along 

with a decrease in its mobility as shown by a decrease in temperature factor. The two 

residues either side of lysozyme glycine 102 (aspartic acid 101 and asparagine 103) are 

not classified as interface but also move significantly - they are part of a loop movement. 

Another large but isolated discrete change occurs with arginine 125 of lysozyme (side- 

chain RMSD = 6.3A), with the possible creation of a hydrogen bond to serine 93 on the 

light chain of the antibody. In other complexes, discrete changes not directly related to 

function occur to improve electrostatic complementarity, for example the movement of 

lysine 73 of amicyanin on binding to methylamine dehydrogenase (PDB code lmda, 

figure 5-3c), or to positions that would be highly exposed to solvent if adopted in the 

unbound structure, for example phenylalanine 39 of a-chymotrypsin (PDB code lcho, 

figure 5-3d).
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Figure 5-3 - Examples of Large Changes in Interfaces.
a) Chymotrypsinogen (yellow = complex, mauve = unbound) complexed with human pancreatic 

trypsin inhibitor (green = complex, cyan = unbound).
b) Antibody D1.3 (yellow = complex, mauve = unbound) complexed with lysozyme (green = complex, 

cyan = unbound).
c) Amicyanin (yellow = complex, mauve = unbound) complexed with methylamine dehydrogenase 

(molecular surface coloured by potential = complex).
d) Chymotrypsin (yellow = complex, mauve = unbound) complexed with ovomucoid (cyan coloured 

molecular surface = complex).
e) Human growth hormone (yellow = complex, mauve = unbound) complexed with human growth 

hormone receptor (cyan coloured molecular surface = complex).



Chapter Five - Conformational Changes on Protein-Protein Association Page 140



Chapter Five - Conformational Changes on Protein-Protein Association Page 141



C hapter Five  -  Conformational C hanges on Protein-Protein A ssociation P a g e  142

5.4 Do Interface Regions Move More Than Exposed Non­

interface Regions?

To answer this question, it is only meaningful to look at those systems where the 

measurements of movements (defined in section 3.3.3) of the interface and / or the 

exposed non-interface regions are greater than the movements of exposed residues in the 

controls (table 4-1). Figure 5-4 shows four plots of interface measurements against 

exposed non-interface measurements, one for each of C a  RMSD, side-chain RMSD, and 

percentages of ^ ’s and of %2S that change minima. On each plot the control value from 

table 4-1 that is appropriate to the measurement is indicated by two solid lines. One is in 

the vertical direction, and any point to the right of this line indicates a pair of complexed 

and unbound structures where the conformation of exposed-non interface residues differs 

more than the control. The other is horizontal, and any point above it is for a pair of 

structures where the conformation of interface residues differ more than the control. Thus 

any point in the bottom-left corner of a plot is for a pair of structures where neither the 

exposed non-interface residues or the interface residues move more than the control. The 

line described by y = x is also displayed on each plot. This emphasises those pairs where 

the differences of their interface residues are larger than the differences of their exposed 

non-interface residues (plotted above the y = x line) or vice-versa (below the line).

The results presented in figure 5-4 suggest that side-chain movements in interfaces have 

greater conformational change than other exposed parts of the structures - the plots for the 

three measurements of side-chain change (side-chain RMSD, figure 5-4b, and 

percentages of ‘s, figure 5-4c, and of x2‘s* figure 5-4d, that change minima) all have 

more points above the line y = x than below it (see table 5-5). This is probably due to the 

fact that changes in the interface occur for specific reasons, rather than simply as a result 

of flexibility or disorder (see section 5.3). This is shown most strongly by the percentages 

of %2 s that change minima - of those pairs outside the bottom-left comer, thirteen have 

greater values for their interface regions than they do for their exposed non-interface 

regions, and the reverse is true for only one pair. Figure 5-4a and table 5-5 show that eight 

pairs have greater movement of the main-chain (measured by C a  RMSD) for exposed 

non-interface regions than they do for interface regions, where as the reverse is true for 

seven pairs. However, the situation changes if two pairs are removed: human growth
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Figure 5-4 - Comparisons of Conformational Changes of Interface Regions with Those of 
Exposed Non-interface Regions.
The solid lines show the controls - values expected from differences in the experimental determination o f  
the structures (table 4-1). Therefore differences are only substantial when outside the bottom left section 
marked out by the solid lines. The dotted lines are for y = x, displayed to clarify the differences between 
the regions.
a) C a  RMSD. Two points are identified by the PDB code o f the complex, followed by the chain

identifier of the component considered. These two proteins have much greater differences o f their
exposed non-interface regions than of their interface regions, and the reasons for this are discussed in 
the text (section 5.4).

b) Side-chain RMSD.
c) Percentages of x f s  that change minima.
d) Percentages of %2’s that change minima.
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hormone complexed with its receptor (labelled as 3hhr_a on figure 5-4a), where receptor 

binding causes changes away from the interface (see section 5.3.1), and amicyanin 

complexed with methylamine dehydrogenase, where the fifteen N-terminal residues are 

connected to a region poorly defined in the electron density (also discussed in 

section 5.3.1).

Table 5-5 - The Numbers of Pairs of Complexed and Unbound Structures
Where Conformational Differences of their Interface and /  or their Exposed 
Non-interface Residues are Greater than the Control Values.

Number of Pairs of Structures Where:

Measurement Interface Measurement > 
Exposed Non-interface 

Measurement

Exposed Non-interface 
Measurement > 

Interface Measurement

Ca RMSD 7 8

Side-chain RMSD 10 6

Percentage of Xi’s that change minima 7 1

Percentage of Xj’s that change minima 13 1
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5.5 Do Side-chains Move More Than Main-chains?

It would be useful to know if side-chain movements are more substantial than those of 

main-chains, as this would provide additional justification for the approach of docking 

procedures that simulate flexibility only in the side-chains of interface residues (for 

example Weng et al., 1996, and Jackson et al., 1998). Figure 5-5 shows a comparison of 

the side-chain RMSD’s against the C a  RMSD’s of the exposed regions of the control 

systems (plotted as crosses). This plot confirms that the side-chain RMSD’s always have 

the larger values of the two measurements - all the crosses are above the dotted line 

defined by ‘y = x’, where ‘y ’ is side-chain RMSD and ‘x’ is C a  RMSD. This is reasonable 

because more atoms contribute to side-chain RMSD, and the side-chains are less 

constrained by local interactions.

Also on figure 5-5, the side-chain RMSD’s of the interfaces of the complexed-unbound 

pairs are plotted against their C a  RMSD’s (plotted as dots). As for the exposed residues 

of the control systems, all have side-chain RMSD’s that are greater than their C a  

RMSD’s. However, some are outliers from the least-squares line calculated from the 

control pairs - i.e. the ratio between their side-chain and C a  RMSD’s is smaller or larger 

than seen in the controls. Theifour largest outliers are identified on figure 5-5 and 

discussed here.

Hen egg white lysozyme (labelled lvfb_c on figure 5-5) bound to antibody D1.3 deviates 

most from the least-squares line, with interface side-chain and C a  RMSD almost equal to 

each other (2.5A and 2.1 A respectively - see table 5-1). The changes in the interface of 

this structure have already been examined in section 5.3.2. The largest movement was 

made by glycine 102, which obviously has no side-chain. The changes in the interface of 

chymotrypsinogen and PTI bound to each other (lcgi_e and lcgi_i) were also discussed 

in section 5.3.2, and also show a ratio of side-chain to C a  RMSD that is less than the ratio 

seen in the controls. They involve movements of short loops (i.e. main-chain), with 

accompanying side-chain movements that improve binding. The situation is reversed in 

the interface of PTI bound to Kallikrein - the ratio of side-chain to C a  RMSD is greater 

than seen in the controls (the point labelled 2kai_i on figure 5-5 is to the left of the least-
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squares line). The major change/in this structure is made by the side-chain of arginine 

17, and avoids steric clash (see figure 5-6).

This analysis shows that side-chain RMSD’s are greater than C a  RMSD’s, and so to some 

extent justifies the simulation of flexibility in side-chains only. However, the side-chain 

RMSD’s are sometimes caused by main-chain movements, and thus simulation of 

backbone flexibility is required to satisfactorily model the observed changes. The 

modelling of side-chain flexibility alone will limit the effectiveness of docking programs.
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Figure 5-5 - The Relationship Between Side-chain and C a RMSD
Crosses: exposed residues o f pairs of independently solved structures o f identical proteins.
Circles: interface residues of pairs of complexed and unbound structures.
The solid lines show the 95% control values (table 4-1). The dotted line is for y = x, displayed to clarify 
the differences between the measures. The broken line is a least-squares fit o f the data points for 
exposed residues of pairs o f independently solved structures o f identical proteins (the crosses). Pairs 
of structures discussed in the text (section 5.5) are identified by the PDB code o f the complex followed  
by the chain identifier o f the relevant component (see table 3-2).
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5.6 Differences Between Different Types of Component.

The thirty-nine pairs of complexed and unbound structures in table 3-2 can be separated 

by their function into five general types. Eighteen are enzymes, six areinhibitors two are 

antibodies, seven are antigens, and the remaining six are of other types. In this section 

different types of components in the same complex are compared. In other words, 

enzymes are compared with'inhibitors and antibodies are compared with antigens. The 

analysis of the others is presented in section 5.7, in which the different types of complex 

(enzyme-inhibitor, antibody-antigen, and other) are compared with each other. Only the 

conformational changes of interface residues were compared, because it has already been 

seen that the changes of exposed non-interface residues are primarily caused by flexibility 

and disorder (see section 5.3).

All four measures of overall conformational change of the interfaces were examined. 

These are C a  RMSD, figure 5-lc, side-chain RMSD, figure 5-Id, and percentages of Xj’s 

and %2 S change minima, figure 5-2c and figure 5-2d. The numbers of pairs of 

structures of each type that have conformational differences greater than the controls are 

summarised in table 5-6.

Table 5-6 - The Numbers of Pairs of Complexed and Unbound Structures of 
Particular Types Where Conformational Differences of their Interface are 
Greater than the Control Values

Measurement

Number of Pairs of Structures' with Interface 
Conformational Difference > Control"

Enzymes
(18)

Inhibitors
(6)

Antibodies
(2)

Antigens
(7)

Ca RMSD 1 3 1 2

Side-chain RMSD 2 5 0 3

Percentage of Xi’s that change minima 1 2 0 2

Percentage of Xi’s that change minima 2 5 0 2

i. Total number o f pairs of complexed and unbound structures o f each type given 
in brackets.

ii. 95% control values given in Table 4-1.

For each of the measures, almost all (sixteen or seventeen) of the eighteen pairs of enzyme 

structures, which are denoted by red bars on the figures mentioned, have measurements
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that are equal to or lower than the control values. Of the six pairs of inhibitor structures 

(orange bars), between two and five have values that are greater than the controls. This 

suggests that conformational changes in the interfaces of inhibitors are much more 

common than in enzymes. The two pairs of antibody structures (yellow bars) do not have 

values greater than the controls, except for the Cot RMSD of antibody D44.1. Also, the 

majority (four or five) of the seven pairs of antigen structures in the data set, shown as 

green bars on the figures, do not have values greater than the controls, suggesting that both 

antibodies and antigens seldom have substantial interface conformational changes.

However, when comparing different types of components it is better to compare different 

components from the same complex. This will show whether conformational change in 

one component is compensated by conformational change in another, or if one component 

changes to fit a largely motionless partner, or if both are static. It also ensures that any 

differences seen are not simply because there are more cases of a particular type of 

component available in both complexed and unbound forms.

In table 3-2 there are eight complexes (six enzyme-inhibitors and two antibody-antigens) 

which have both of their components solved in an unbound form. A comparison of overall 

RMSD’s is inappropriate here, because inhibitors and antigens have smaller interfaces 

than their partners in the complexes (see table|5-l), with between thirty and eighty-four 

percent of the number of residues. Thus the same number of large side-chain movements 

will give a bigger overall RMSD in these components than they would in their partners. 

The number of individual interface residues that have a side-chain RMSD larger than the 

relevant control is similar for the different components of each complex (table 5-7). The 

same is true for C a  displacement (table 5-7), except for the enzyme subtilisin complexed 

with chymotrypsin inhibitor (complex PDB code = 2sni) and antibody D44.1 bound to 

lysozyme (complex PDB code = lmlc). This suggests that in many cases the extent of 

conformational change is the same in the different components.
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Table 5-7 - Number of Interface Residues from Different Types of 
Component that have Conformational Differences Greater than the 
Controls

Measurement

PDB Code of Complex Ca Displacement Side-chain RMSD

Number of Interface Residues with Measurement > Control

Enzyme Inhibitor Enzyme Inhibitor

lbrb 1 0 2 1

lcgi 16 13 11 8

2kai 1 1 4 1

2ptc 0 0 1 0

2sic 0 1 3 2

2sni 0 5 2 2

Antibody Antigen Antibody Antigen

lmlc 12 2 3 2

lvfb 2 2 5 2
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5.7 Differences Between Different Types of Complex

A comparison of the amount of conformational change in equivalent components of 

different types of complexes was also performed. This could aid predictive docking by 

giving an idea of how much conformational change to expect for any particular system. 

Enzymes are comparable with antibodies and inhibitors are comparable with antigens in 

terms of their relative sizes in the complexes. Also, Janin and Chothia, 1990, found that 

the two types of complexes have similar levels of conformational change.

As in the previous section, only the conformational changes of interface residues are 

compared because it has already been seen that the changes of exposed non-interface 

residues are caused simply by flexibility and disorder (see section 5.3). A comparison of 

the inhibitors and antigens in our data set (table 3-2) is justified as there are six and seven 

of each, respectively, that have structures of both the complexed and unbound forms 

available. The numbers of these that have values above the controls suggest that side- 

chain movement is more common in the interfaces of inhibitors than in that of antigens. 

This is shown by both side-chain RMSD (figure 5-Id), where five of the six inhibitors but 

only three of the seven antigens have values greater than the control, and by the 

percentage of %2’s that change minima (figure 5-2d): five of the six inhibitors have values 

greater than the control for this measurement, but this is the case in only two of the seven 

antigens. Once again, the differences are caused by large changes of a few residues. 

However, this does not invalidate the results because of the similar number of residues in 

the interfaces (table 3-2). There are only two antibodies with both components solved in 

an unbound form, and so a comparison of them with the enzymes is not justified.

The other complexes, that are not enzyme-inhibitor or antibody-antigen, show mixed 

results and should be considered individually. Table 3-2 shows that profilin (PDB code 

2btf, chain p), in complex with p-actin, has a similar number of residues in its interface 

when compared to inhibitors and antigens (though at the high end of the range), and 

figure 5-2d shows that a substantial percentage of the %2’s ° f  these residues change 

minima. None of the other overall measures of the movement of this interface are above 

the controls (C a RMSD, figure 5-lc, side-chain RMSD, figure 5 -Id, and the percentage 

of %i’s that change minima, figure 5-2c). Amicyanin (lmda_a) complexed with
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methylamine dehydrogenase and human growth hormone (3hhr_a) complexed with its 

receptor both have large changes in their interfaces for all four measures - Coe RMSD 

(figure 5-lc), side-chain RMSD (figure 5-ld), and the percentages of Xj ’s and of %2’s that 

change minima (figure 5-2c and figure 5-2d). Amicyanin has a small number of interface 

residues (see table 3-2), so large changes of a few residues have a greater effect on these 

measures. Human growth hormone has double the number of interface residues that 

enzymes and inhibitors have (the receptor is a dimer, and the hormone effectively has two 

interfaces, one with each monomer). Therefore the large values seen for these measures 

are definitely significant, but there are also large changes of the whole molecule 

(Chantalat et al., 1995). The number of interface residues in the interface of subtilisin 

(lspb_s) complexed with subtilisin prosegment is similar to the number in the growth 

hormone complex, but in this case only the percentage of %2’s that change minima is 

above the control (figure 5-2d). Deoxyribonuclease I (latn_d) complexed with Actin and 

Glycerol Kinase (lgla_f) complexed with Glucose Specific Factor III (GSF III) both have 

little substantial movement in their interfaces, except for the percentage of Xi’s of the 

interface of GSF III that change minima (figure 5-2c). Thus at least two of the six 

complexes that are not of enzymes and inhibitors or antibodies and antigens show 

substantial conformational changes. When more structures of such protein-protein 

complexes become available, it is possible that they might also show substantial 

conformational change - it may be a requirement for them to carry out their function.
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5.8 Differences of Identical Proteins in Different Complexes

Table 3-3 gives information on five proteins that are present in more than one complex in 

the main data set (table 3-2). The only difference between comparing i) unbound 

structures with complexed and ii) complexed with complexed is that the interface may be 

affected. This follows from the observation that the changes of exposed non-interface 

residues are caused by flexibility and disorder (see section 5.3), rather than by hinge- 

bending or shear between domains, as sometimes occurs when proteins bind small 

molecules (Gerstein et al., 1994). Therefore it is appropriate to concentrate just on those 

residues that are common to the interface of all the complexes of a particular protein. The 

C a  displacements and side-chain RMSD’s of these residues were examined.

Only one of the proteins, bovine pancreatic trypsin inhibitor (PTI), has overall interface 

side-chain RMSD’s between all structures of that protein in a complex and the unbound 

form that are larger than the control (see figure 5 -Id). These structures have only one 

common interface residue that changes its conformation by more than the control limits. 

This residue, Arginine 17, has a much more similar conformation in the complexes than 

it does in the unbound structure (figure 5-6). The change avoids steric hindrance that 

would occur with the unbound conformation. It is only in this protein that the interfaces 

of the complexes appear more similar to each other than to the same region in the unbound 

structure. Arginine 17 in the unbound structure appears to have been placed in the most 

common conformation by the crystallographers (Parkin et al., 1996), perhaps suggesting 

that it is mobile and was poorly defined in the electron density map. However, it has a 

lower temperature factor than in the complexed structures, which implies that it is actually 

less mobile than when in the complexed structures and therefore that the differences are 

genuine or a result of crystal contacts in the unbound form.

In the subtilisin complexes there are several residues common to the interface that have 

differences greater than the controls. Histidine 64 in the unbound structure and in the 

protein bound to subtilisin prosegment has a large side-chain RMSD when compared to 

the other situations. However, in the unbound structure this residue has two possible 

positions. The one used in this analysis has an occupancy of 0.8. However, this 

corresponds to a structure with phenylmethylsulfonate (PMS) bound with an occupancy
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of 0.7. The 0.2 occupancy structure of histidine 64, with no bound PMS, is much closer 

to the structures of the complexes with inhibitors, but not to that with prosegment. His64 

in the complex with prosegment differs from the others because the bulk of the 

prosegment binds away from the active site, with only eight residues of the C-terminus 

extending into the active site. In the other complexes, steric hindrance by the inhibitor, 

which is different to that caused by PMS, favours the 0.2 occupancy conformation of 

histidine 64. There are also small differences in the conformations of serine 101 and 

tyrosine 104, but the conformations in the complexes are not significantly more similar to 

each other than they are to the unbound conformation. All the other common interface 

residues have conformations that differ by amounts that are less than the controls.

In all comparisons between the three examples of bovine chymotrypsin (one unbound and 

two complexed), phenylalanine 39 differs by a large side-chain RMSD (around 5A). The 

difference between the two complexed structures is slightly smaller than in comparisons 

with the unbound, reflecting that the conformational change occurs only after CP (i.e. 

involves a rotation), rather than from C a  onwards as is the case in the comparisons 

with the unbound structure. Tyrosine 146 differs slightly in all comparisons, but is at the 

end of a chain break. It has already been seen that fragment ends are often more flexible 

than other parts of structures (section 5.3). Serine 218 is more different in comparisons 

with one of the complexes than it is in the comparison of the other complex structure with 

the unbound form. All the other common interface residues have conformations that differ 

by amounts that are less than the controls.

In the bovine trypsin complexes, the conformations of only one of the common interface 

residues (tyrosine 39) differ by more than the controls, and in this case the conformations 

of the complexes are not more similar to each other than they are to that of the unbound. 

The same residue of rat trypsin differs between the unbound form and the two bound 

forms, but does not differ between the two bound forms. However, the differences are 

small (side-chain RMSD’s less than 1.1 A).

The data set is limited because it is small and because three of the five proteins are 

eukaryotic proteases. This means that general conclusions must be made with caution. 

However, it appears that when the changes in the interface are small, the structures of the
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interfaces in the complexes are no more similar to each other than they are to the unbound 

structure. Larger changes are more likely to be common to all complexes, indicating that 

they may be more important for binding.

Figure 5-6 - A Change Common to Several PTI Complexes
T h e structure o f  b o v in e  pancreatic trypsin  inh ib itor  (P T I) in an unbound form  (m a u v e ) and in three  
d ifferen t c o m p le x e s  (w ith  rat trypsin  =  y e llo w , w ith  ka llik rein  =  oran ge , w ith  b o v in e  [3-trypsin =  green). 
T h e cy a n  co lo u red  m o lecu la r  surface is o f  the kallikrein  structure co m p lex e d  to  PTI.
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5.9 Conclusions

Conformational changes on complex formation have been evaluated by overall measures 

of RMSD’s of C a  atoms and of side-chain atoms, and by the percentages of side-chain 

torsion angles that change minima. In addition, measures of C a  shift and side-chain 

RMSD’s for individual residues were employed. The main conclusions from this study 

are given below:

a) A comparison of structural differences between independently solved structures 

of identical protein provides bench-marks to evaluate conformational change. 

These bench-marks are an RMSD of 0.6A and 1.7A for C a  atoms and for side- 

chain atoms of exposed residues. Only conformational changes greater than 

these values were taken as substantial. Shifts for individual residue types were 

also established. Residues which become part of the interface go from being 

exposed in the unbound structure to packed, and therefore less mobile, in the 

complex. Thus using the changes of exposed residues of independently solved 

structures of identical proteins, which are exposed in both structures, as bench­

marks to evaluate the conformational changes of interface residues will 

overestimate the level above which change should be considered to be 

substantial. For this reason, protein-protein docking algorithms which are unable 

to allow for changes up to the level of the bench-marks could well be able to 

correctly predict the structure of a complex. Movement may also be substantial 

in more cases than we have suggested. Our analysis is therefore a conservative 

one.

b) Just over half of the proteins have a substantial shift on complex formation as 

judged by any of the overall measures. Many of these changes are only just above 

the benchmark. Thus many heteroprotein complexes are formed without 

substantial conformational change.

c) Main-chain as well as side-chain atoms can have significant shifts on complex 

formation.

d) The largest conformational changes in exposed non-interface residues are the 

consequence of flexibility and disorder rather than a change in conformation 

caused by, for example, shear or hinge bending between domains on association 

as occurs on binding small ligands (Gerstein et al., 1994). In contrast,
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conformational changes in the interface are intimately involved in the complex 

formation.

e) When account is taken of the different sizes of enzymes and inhibitors, then the 

extent of conformational change is similar for these two types of components.

f) There are coordinates for bound and unbound forms of both components for 

eight complexes (six enzyme-inhibitor and two antibody-antigen). All show 

conformational change in at least one component by at least one of the global 

measures. In three of the eight complexes (lbrb, 2kai, 2ptc), there is only 

significant global change for the side-chains and no C a  atom moves more than 

l.oA. In the others there are both main-chain and side-chain shifts.

The implications for structure modelling are discussed in the next chapter.



Chapter Six 

Implications for Modelling
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The aim of this chapter is to address the wider implications of the results shown in the rest 

of the thesis. Chapter Two presented the development of a protein-protein docking 

algorithm, and highlighted some of the general problems associated with predicting the 

structures of complexes. However, this algorithm also had its own peculiarities. Therefore 

the performance of a more modern docking algorithm (Gabb et al., 1997), which has been 

tested in a blind trial (Dixon, 1997), is investigated here, with reference to the 

conformational differences seen in chapters Three, Four, and Five. Before this, these 

differences are used to evaluate the accuracy of comparative modelling techniques that 

were also tested in a blind trial (Martin et al., 1997).



C hapter Six  -  Implications for Modelling P age  160

6.1 Implications for Structure Modelling

The observed conformational differences between pairs of independently solved 

structures of identical proteins (table 4-1 and table 4-2) have implications for all attempts 

at precise modelling of structures, such as comparative modelling and predictive docking. 

It is unreasonable to expect the models to be accurate to a higher degree than crystal 

structures. In this chapter, the success of these two modelling techniques is assessed with 

reference to these control values. The success of predictive docking is also weighed 

against the amount of conformational change seen between complexed and unbound 

structures.

Comparative Modelling

Martin et al., 1997 assessed the results of the comparative modelling section of the second 

Critical Assessment of Structure Prediction (CASP2), held in 1996. An assessment of the 

importance of any conformational differences was made by comparing with values 

calculated from three of the targets, whose structures gave two sets of coordinates each. 

However, these three pairs of structures were not as independently solved as those used 

in this thesis (see section 3.2.3). Two pairs consisted of different crystal forms solved by 

the same authors, whilst the other one was made up from two molecules in the asymmetric 

unit (which were refined independently). These similarities meant that systematic 

differences in the solution of the structures were likely to be less than in the data set 

presented in section 3.2.3. However, poorly defined residues were not excluded from the 

calculations as they were in this thesis (see section 3.2.1). These three pairs each had a C a  

RMSD of approximately 0.6A, which is slightly higher than the value of 0.4A for all C a  

atoms that was presented in table 4-1.

Martin et al., 1997 found that the accuracy of the models submitted to CASP2 was 

proportional to the similarity of the parent structure to the target structure. With sequence 

identity of 85% or higher, C a  RMSD’s between the model structure and the target 

structure were less than lA. This means that, overall, these models were only slightly 

poorer in accuracy than crystal structures. This accuracy decreased at lower identities, 

though at 26% the C a  RMSD was still as low as 2.2A for the best models. The major 

deviations were in loop regions, with local C a  RMSD’s that were 3 to 10A higher than
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the global value. These regions also had local sequence identity lower than the global 

identity. Thus when the sequences were poorly aligned, the more highly conserved ‘core 

regions’ (Hubbard and Blundell, 1987) were not correctly identified and the whole model 

suffered as a result.

It was also seen that in those models with C a  RMSD’s less than lA , an average of 78.5% 

of the X\ angles were in the correct minima. This shows a lower accuracy than that 

identified in section 4.1, where 87.1 % of torsion angles were found to occupy the same

minima in pairs of independently solved structures of identical proteins , meaning that 

accurate side-chain placement was harder than the building of a good structure for the 

main-chain.

Predictive Docking

The protein-protein docking program FTDOCK (Gabb et al., 1997) was developed and 

tested on a data set containing five of the complexes analysed in this thesis (table 3-2), 

using exactly the same structural data for the bound and unbound forms. Thus the effect 

of the changes identified on FTDOCK’s ability to predict correctly the structure of a 

protein-protein complex from the unbound structures can be evaluated. The algorithm 

performs a global rigid-body search of rotational and translational space, and scores each 

potential structure on shape and electrostatic complementarity. The best 4000 from this 

search are filtered using distance constraints from biochemical data, and then undergo 

local refinement scored by shape complementarity, with a higher level of sampling of 

conformational space than feasible in the global search. A correct structure was defined 

as one with an interface C a  RMSD of 2.5A or less when compared to the crystal structure 

of the complex. The results are given in table 6-1, along with a summary of the 

conformational changes seen in the interfaces of each component, and are discussed 

below.

The algorithm performed best on the a-chymotrypsinogen - PTI complex (PDB code 

lcgi), with a correct structure (that had a total C a  RMSD of 1.7A) ranked first out of 133 

predictions that remained after local refinement. This is somewhat surprising in the light 

of our analysis, as the interface regions of the two components show some of the largest 

C a  and side-chain RMSD’s observed (figure 5-1), and percentages of side-chain angles
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that change minima that are mostly above the control levels (figure 5-2). This is especially 

true in the interface. These large values are caused by sizeable movements of several 

individual interface residues, as discussed in section 5.3.2. However, none of these 

residues would have caused bad steric clash had they stayed in their unbound 

conformation. A similar result was given by the Antibody D44.1 - lysozyme complex 

(PDB code lmlc), for which a correct structure (that had a total C a  RMSD of 2.0A) was 

placed first in a list of 378. The antibody structure has several interface residues that move 

slightly (side-chain RMSD’s < 2.5A) towards the lysozyme. Arginine 45 of lysozyme 

moves to avoid clash, with a side-chain RMSD of 5.8A.

The kallikrein-PTI complex (PDB code 2kai) was predicted less satisfactorily, with a 

correct structure ranked thirty-third out of 181 that remained after local refinement. 

Arginine 17 of PTI moves to avoid bad steric clash (see section 5.8 and figure 5-6), with 

a side-chain RMSD of 5.3A. Smaller movements of Kallikrein residues Glutamine 41, 

Tyrosine 99 and Methionine 192 also avoid steric clash in the interface.

A correct structure for the subtilisin-chymotrypsin inhibitor complex (PDB code 2sni) 

was found second in a list of fifteen possibilities, with only small clash-avoiding 

conformational changes occurring in the interface.

The final complex, subtilisin - subtilisin inhibitor (PDB code 2sic), had no correct 

solution in the top 4000 predictions. This is puzzling at first glance. Although both 

components have some interface residues that show movement above the control, and 

would cause steric clash if the movements did not occur, these movements are no more 

severe than those seen in the previous three complexes. However, the unbound structure 

of subtilisin inhibitor has a region (Ala62 - Met70) where only the approximate path of 

the main-chain could be traced, with associated uncertainties in the placement of the side- 

chains (see PDB file for code 2ssi). These residues were therefore excluded from our 

analysis, but unfortunately some of them are interface residues and would cause 

substantial steric clash if they remained in their unbound conformations.

These results show that conformational change which does not occur to avoid steric clash 

can be coped with quite well, even when it is to the level seen in the a-chymotrypsinogen
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- PTI complex. There is sufficient shape complementarity to identify the correct complex, 

despite the large conformational change. Several large clash causing changes are more 

difficult to deal with.

Table 6-1 - The Effects of Conformational Changes on the Algorithm ‘FTDOCK’

C
om

p
le

x'

F T D O C K
R esu lt1'

C on form ational D iffer e n c es  in the Interface
C

om
po

ne
nt

'" O verall D iffer e n c es  >  C ontrols"  ?

N u m b er o f  Individual 
R esid u es  w'ith 

D iffer e n c es  >  C on tro ls' 
(M in -M a x  / A )

C a
R M S D

S id e-ch a in
R M S D AX 1 AX2 A C a vi

S id e-ch a in
R M S D

e / / / / 16(0 .8-7 .3) 11 (1.5-11.5)
lc g i 1 / 133

i / / ✓ X 13 (0.8-5.0) 8  (0.9-9.7)

a,b X X X X 1(1 .0 ) 4  (0.8-4.2)
2kai 3 3  / 181

i X / X / 1 (0.8) 1 (5.3)

e X X X X 0 2(1 .4 -3 .5 )
2sn i 2 /  15

i / / / / 5  (0.9-1.7) 2 (2.3-2.6)

e X X X X 0 2 (1 .1 -3 .4 )
2 s ic -

i / X / y 1 (1 2 ) 3 (0.9-1.5)

a,b / X X X 12(0 .8-2 .5) 3 (1 .4 -2 .5 )
lm lc 1 / 3 7 8

e / / X / 2 (0.9-2.1) 2 (3.0-5.8)

i. S p ec ifie d  by P D B  cod e.
ii. From  G abb et a l., 1997 . G iven  by ‘rank / N \  w h ere  ‘N ’ =  the num ber o f  pred iction s after  

the refinem en t sta g e  and  ‘rank’ =  the p o sitio n  o f  the first correct structure in th is list. A  
correct structure is o n e  w here the in terface C a  R M S D  <; 2 .5 A .

iii. S p ec ified  by the cha in  id e n t if ie r s )  in the P D B  file  o f  the c o m p lex .
iv. S e e  table 4 -1  for contro l va lu es, and tab le 5 -1  for the v a lu es for  the co m p lex e s .
v. S e e  table 4 -2  for control va lu es for in d iv id u a l resid ues.
v i. C a  d isp la cem en t.
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This thesis has examined the prediction and analysis of recognition in hetero-protein 

complexes. Chapter Two presented the development of one particular predictive docking 

algorithm. This program had problems associated with the representation of surface as a 

projection onto a plane, with associated loss of information, and restrictions imposed by 

its intimate ties to a particular type of computer. However, a detailed investigation of its 

performance highlighted several concerns that will be common to all rigid-body docking 

methods: measurements of surface complementarity alone were not able to predict 

correctly the structure of a complex starting from the structures of its components in an 

unbound form, and conformational differences between the unbound and complexed 

components complicate matters further. This last effect was reduced by adjustment of the 

scoring function and by the pruning of side-chains that were likely to be flexible. 

However, the lack of detailed knowledge of the extent of such conformational differences 

prompted the work presented in the rest of the thesis.

Chapter Three gave the results of a thorough search of the PDB, and showed that it 

contained a sufficient number of pairs (39) of good quality complexed and unbound 

structures from which an analysis of conformational changes on protein-protein 

association could be made. In addition, twelve pairs of identical protein whose structures 

were solved independently were found. This was done to provide data on the amount of 

conformational difference that could be expected from differences in experimental 

structure determination. Different methods of measuring conformational change were 

presented, separated into overall change and change of individual residues, with attention 

to possible ambiguities in the specification of the structures. These methods were applied 

to the pairs of structures mentioned, and the results given in Chapter Four and Chapter 

Five.

In Chapter Four the conformational differences in the twelve pairs of independently 

solved structures of identical proteins were presented. It was seen that exposed regions 

can be expected to differ by as much as 0.6A C a  RMSD and 1.7A simply because of 

differences in the determination of their structures. Controls were also established for 

individual residues, based on their amino acid type, and the differences between types 

were explainable by the differences in their structures. The non-normality of the 

distributions forced the control values to be higher than may be the case when more
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structures are available on which the analysis can be performed, though the cut-off used 

excluded those residues that can be expected to be more flexible than others for reasons 

such as poor definition in the electron density. These controls were used in Chapter Five 

to assess the importance of conformational differences between unbound and complexed 

structures, and it was seen that many heteroprotein complexes are formed without 

substantial conformational change. In other cases the changes could be in the main-chain 

as well as the side-chains. Changes of exposed non-interface residues were a consequence 

of flexibility and disorder rather than domain movements caused by binding.

This thesis confirms the induced-fit model for protein-protein recognition. Often the 

largest movements are not from the functionally important residues, such as those 

forming the active sites, but interface regions that are peripheral to these residues. The 

conformational change can alleviate steric clashes, improve van der Waals packing, or 

lead to the formation of hydrogen bonds or salt bridges. The program FTDock (Gabb 

et al., 1997), examined in Chapter Six, was able to predict successfully the structures of 

complexes that had some of the largest changes seen in Chapter Five. In several of the 

other systems examined in Chapter Five, the extent of conformational change is not as 

substantial. For these systems, recognition in shape and charge can, as a first 

approximation, be treated as a lock and key. Chapter Six also showed that when the 

sequence identity is high between target and the model, comparative modelling can 

produce structures accurate almost to the level of the controls.

In the future, the work presented in this thesis could be developed in several ways. The 

inclusion of more structures with high resolution, as these become available, will improve 

the measures of conformational change. The cut-offs for structural differences caused by 

experimental errors will become more robust, and not so dependent on a few structures 

that may be unusual. In addition, there is still a limited number of protein-protein 

complexes for which there is information about conformational change. This work would 

be aided greatly by the availability of the data used to determine the structures, so that 

disordered and / or flexible regions could be identified more easily. As more structures of 

complexes and their unbound components are solved, the conclusions from this analysis 

may need to be revised. In particular the extent of conformational change may vary 

between the different biological systems. The enzyme-inhibitor complexes that dominate
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this study may generally exhibit less conformational changes than complex formation 

involved in other process, such as signalling. The high binding affinity seen in enzyme- 

inhibitor and antibody-antigen association may rule out large conformational changes, 

whereas conformational changes of other proteins may be fundamental to their 

mechanisms. For those systems with limited conformational change, predictive docking 

should prove a valuable method to obtain structural models from unbound components 

and thereby provide insights into biological recognition.
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