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1 ABSTRACT

Activity recognition systems utilise data from sensors in mobile, environmental and wearable devices, ubiquitously

available to individuals. It is a growing research area within intelligent systems that aims to model and identify

human physical, cognitive and social actions, patterns and skills. They typically rely on supervised machine-

learning approaches, in which the cost of gathering and labelling data is high due to the diverse, interleaved and

dynamic nature of human behaviour. Transfer learning is an approach in which previously learned knowledge is

utilised to model a new but related setting. For instance, it can reuse existing knowledge to recognise activities
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performed by different types of users, using different sensor technologies and in different environmental conditions.

As the adoption of Internet of Thing devices increases, mobile and wearable sensing is becoming pervasive, and

more challenging behaviour recognition activities are being tackled. Yet, the availability of more data does not

necessarily translates to better recognition models, if this data is not properly labelled. Thus, the importance

of taking advantage of transfer learning to advance the field of activity recognition. This literature review

summarises the transfer learning techniques and explores the benefits of combining mobile and wearable devices

with environmental sensors in support of transfer learning. We also discuss the maturity of transfer learning by

analysing the validation method used in the papers reviewed. Overall, 170 selected articles published between

2014 and 2019 were reviewed following the Okali and Schabram methodology. Findings show an increase of

41% of publications when comparing the output of 2019 against the average number of papers published in the

previous five years (2014-2018). Inertial sensors such as accelerometers and gyroscopes, are the most frequently

used. Feature and instance representation are mature techniques for transfer knowledge. Unsupervised learning

across users is a typical application, and shallow techniques and active learning are areas of opportunity in

transfer learning methodologies.

Additional Key Words and Phrases: transfer learning, human activity recognition, activities of daily living, mobile

sensing, wearable computing, environmental technology

2 INTRODUCTION

Human activity recognition (HAR) is a research area that focuses on correctly classifying the activity

that a human is performing given a set of data which captures human movement and environment

interaction. HAR represents a key element in the growth of systems capable of providing personalised

assistance [15] and healthmonitoring. Ordinarily, activity recognition uses supervised classification, that

relies on self-report and limited in-person observations for data labelling, which is time-consuming and

expensive in terms of human effort. In this regards, transfer learning seems like a promising approach,

since it leverages unseen knowledge learned from previous user’s profiles, sensing technology, and
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task conditions [16].The use of transfer learning could thus help reduce the cost of training activity

recognition models. Particularly as emerging wearable devices and Internet of Things (IoT) technologies

increase the availability of data and the cost of labelling it in naturalistic conditions.

Knowledge to learn and to transfer can come from data collected using a plethora of available

sensors such as mobile, environmental, and wearable sensors. Mobile [55] and wearable computing

(e.g., smart-watches [8], and activity monitors (e.g., Fitbit) [54]) allow for collecting data on human

activities anywhere and at any time, regardless of the environmental infrastructure [6]. Similarly, the

static setting of smart environments helps to capture complex data that can enrich mobile and wearable

contextual information [49]. Fixed sensing technology used in smart environments includes cameras

[1], Radar signal [64], Wi-Fi antennas [22]. Such technologies make this approach more robust in terms

of processing data and memory capacity compared to mobile and wearable devices. Approaches to HAR

using mobile, wearable, and environmental (MWE) devices are varied [58, 62]. In healthcare [56, 59],

for example, monitoring physiological performance while individuals conduct activities of daily living

(ADL) opens the opportunity for short and long term monitoring, which facilitates health and wellbeing

changes derived from medical treatment or rehabilitation interventions [36]. The maturity of these

technologies and computational algorithms makes it possible to automatically learn and recognise

activities from scenarios where training data is already available, enabling the possibility of taking

advantage of the synergy of transfer knowledge across different technologies.

Transfer learning is an approach in which previously learned knowledge from one domain is utilised

to understand another domain, e.g., activities collected from another user or environment by reusing

existing knowledge [44]. In this context and according to Saeedi et al. [48], there are three essential

questions to ask when developing a transfer learning solution. What to transfer?, How to transfer?,

and When to transfer?. While previous literature reviews illustrate how transfer-learning benefits
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activity recognition approaches in general terms [16], at the time of writing this paper, no one has

systematically explored the synergy derived from combining mobile and wearable with environmental

devices in terms of transfer learning. This study, therefore extends Saeedi’s questions by introducing

a fourth question (i.e., Where to transfer?) to explore the dimensions along which knowledge can be

transferred such as user profile and technology.

When conducting this study, we observed that other literature reviews are constrained to some of the

dimensions of transferring learning. For example, they may exclusively elaborate about the pose-base

of the sensing devices worn [9], the subject’s pattern behaviour [12], or specific technology domain like

environmental sensing [18, 31]. Other papers may discuss the trend classification techniques [17, 25].

Although many literature reviews are driven by conventional techniques to identify HAR [35] [32],

none of them specialises in the transfer learning approach. Thus, given the relevance on the topic, here,

we conduct an extensive literature search to explore how active in the research community working

along with the different variants of transfer learning such as location, subject’s profile, or technology.

Rather than limiting our study to a particular HAR classification technique, we explore the interests of

the community by offering quantitative results. Also, we examine the benefits and research maturity of

transfer-based activity recognition of MWE sensing by bringing technological solutions to problems of

HAR.

The literature analysis aims at addressing the following research questions:

• Is transfer learning being applied in HAR using data derived from MWE sensors?

• To what extent have transfer learning approaches explored the benefits of combining MWE

computing?

• What are the essential technical features of transfer learning when applied to HAR - what, where,

when and how?
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• How mature is transfer learning in the context of HAR?

In the remainder of the paper, we examine the concept of transfer learning (Section 3) and describe

the approach used (Section 4) to structure the literature review. Section 5 discusses the results whilst a

discussion is drawn in Section 6. The paper concludes with the main findings in Section 7.

3 TRANSFER LEARNING

Transfer learning approaches can improve the robustness and scalability of activity recognition models

by reducing the training effort to initiate new activity recognition by leveraging knowledge from

previous tasks. Transfer learning assumes that a source and a target domain is present and that there

exists some relationship between them, which enables meaningful knowledge transfer [16].

Pan and Yang [44] define transfer learning by formalising two components (i.e., Source/Target domain

and task). Source domain can be denoted as DS = {(xS1,yS1), ..., (xSn ,ySn )}, where xSi ∈ XS is the data

instance and ySi ∈ YS is the corresponding class label. Similarly, target domain can be denoted as

DT = {(xT1,yT1), ..., (xTk ,yTk )}, where the input xTj ∈ XT and yTj ∈ YT is the corresponding output.

Hence, given a specific domain, D = {X , P(X )}, a task consists of two components; a label space Y and

an objective predictive function f () (denoted by T = Y , f ()), which is not observed but can be learned

from the training data, which consists of pairs xi ,yi , where xi ∈ X and yi ∈ Y .

Transfer Learning, therefore, can be defined when given a source domain DS and a learning task

TS , a target domain DT and learning task TT . Transfer learning aims to help improve the learning

of the target prediction function fT () in DT using the knowledge in DS and TS , where DS , DT , or

TS , TT . For example, in the scenario in which we cannot guarantee access to labelled data in the target

domain, transfer learning can leverage the labelled data from the source domains in order to map their

knowledge to the target domain.
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In the context of HAR, transfer learning is a research area that addresses many different machine

learning problems. Concept drift or change, which is a phenomenon in classification problemsmanifested

through changes in either the initial distribution class or the unobserved samples [24]. Activity discovery,

which is a technique capable of recognising an unbounded pre-defined set of activities [16], using for

example unsupervised clustering [34] (feature-based approaches), motif discovery techniques [7, 39],

or topic models [29, 50]. Active/online/incremental learning and learn-on-the-go are strategies that

extend their knowledge based on the acquisition of new activity recognition insight upon conditioned

iterations executed only when new knowledge can improve the performance of the current model. Such

an approach generates activity recognition models with small training datasets, and decides whether

to query an update of the model upon the arrival of each new sample received in real-time [45]. One

example is the Adaptive Resonance Theory (ART), which is a cognitive and neutral theory solving

the problem of how a machine can learn knowledge quickly from the new data without forgetting

previously learned knowledge. Related is the Self-supervised Predictive ART, which is a neural network

architecture for supervised incremental learning problems, that partially learns from labelled inputs,

and enriches itself according to unlabelled inputs containing additional novel features [13].

4 METHODOLOGY

This study was conducted as a systematic literature review following Okali and Schabram’s step-by-step

guide which is an approach intended to assure rigorous review to produce a comprehensive summary

and discussion of the existing literature in the particular area of information systems (IS) [42]. Following

this approach, we have conducted our study based on eight steps: Purpose of the literature review,

Protocol & training, Searching the literature, Practical screening, Quality appraisal, Data extraction,

Analysis of findings, and Writing review.
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4.1 Eligibility Criteria

The interest literature review focuses on original papers investigating MWE computing, transfer

learning, and activity recognition. Surveys and reviews papers were excluded to avoid duplication as

well as studies consisting of activity recognition techniques overlooking transfer learning approaches,

and papers lacking scientific format. The publications were restricted to journals and conference

proceedings written in the English language.

4.2 Information Sources and Search Strategy

The published works were identified by conducting a systematic literature search in IEEE Xplore,

Scopus, ACM, and Web of Science. We used these resources due to their technological and scientific

orientation.

The literature search consisted of three key concepts, i) transfer learning, ii) activity recognition,

and iii) technology (i.e., mobile, wearable, and environmental computing). The literature search was

conducted using the following keywords:

(i) "transfer learning", "active learning", "learning algorithms" "learning to learn", "information trans-

fer", "life-long learning", "knowledge transfer", "knowledge discovery", "inductive transfer", "trans-

fer function", "context-sensitive learning", "meta-learning", "multiple-transfer", "self-taught learn-

ing", "multitask learning", "domain adaptation", "learning systems", "covariate shift", "multi-source",

"transfer functions", "supervised learning", "unsupervised learning", "data driven", "knowledge

driven".

(ii) "activity recognition", "multilabel recognition", "action recognition", "assisted living", "lifelogging",

"human behaviour monitoring", "home automation", "context-awareness", "behaviour analysis",

"activity prompting", "ambient assisted living".
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(iii) "wearable", "smartphone", "smart phone", "mobile", "smartwatch", "smart watch", "cellphone",

"gadget", "monitoring", "mHealth", "pervasive computing", "mobile computing".

As technology becomes more accessible as time passes, it has been observed how in recent years

device sales has increased, from 265 to 347 million units in 2016 and 2017. The forecast is for 504

million devices to be commercialised by 2021 1. Market sales report an increase from 1.48 to 5.8 millions

of U.S. dollars since 2014 to 2018 2. In this regards and due to the introduction of sensor-equipped

smartphones in 2007 (i.e. the first iPhone), the query was restricted to a period from 2007 (inclusive) to

2019 (inclusive). The last literature search update was conducted in December 2019.

4.3 Paper Selection

As presented in the flow diagram of the systematic review depicted in Figure 1. The selection criteria

consisted of articles that describe the use of transfer learning and sensing technology in the context of

MWE computing for HAR.

There were 2,155 papers retrieved out of the four referenced databases. We excluded 425 papers

due to duplication across the databases. The titles of all papers were manually assessed, aimed at

identifying irrelevant papers; 495 papers were excluded in this way. The abstract of relevant papers

(n = 727) was screened for eligibility and labelled as relevant, irrelevant, unclear. To depict the most

recent contribution from the research community, this review focuses on papers published from 2014

to 2019 inclusive (n = 562). The selected papers were read in full to assure that the eligibility criteria

were satisfied. Through this process, only 170 articles were considered as relevant, hence included in

this particular review.

1Accessed July 31st, 2019: www.techcrunch.com/2017/08/24/global-wearables-market-to-grow-17-in-2017-310m-devices-sold-
30-5bn-revenue-gartner
2Accessed July 31st, 2019: www.statista.com/statistics/302482/wearable-device-market-value/
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Main reasons for exclusion:

▪ Exclude the use of MW technology.

▪ Topic out of scope.

▪ Does not elaborate on transfer learning.

Main reasons for exclusion:

▪ Topic out of scope.

▪ Does not elaborate on transfer learning.

▪ Does not include results.

▪ Does not include MW technology.

Post title filter
(n = 1,235)

Records excluded due this filter
(n = 495)
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of scope.

Records removed
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• IEEE Xplore = 412
• Scopus = 1,128
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• Web of Science = 257

Cohort
(Only paper from 2014 to 2019)

Fig. 1. Flow diagram of the literature search based on the Okali and Schabram methodology.

The included studies were reviewed in detail to glean relevant information such as technology used for

sensing (smartphone, wearable, environmental), type of sensing condition (naturalistic/scripted/controlled),

type of sensor, location of the sensor, and transfer learning approach. We have classified the research

studies based on their technology trend by creating three categories. The Mobile Devices category

represents studies in which Smartphones are the key elements of a study, the Wearable Devices category

represents studies utilising any technology meant to be worn, such as smart-watches or Fitbits. The

Environmental Technology category represents objects enabled with embedded sensing technology

and environmental technology to monitor indoor activities (e.g., smart homes). Note that given the

research interest that drives this review, the environmental technology category exclusively considered
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environmental approaches which integrate mobile or wearable technology. Any disagreements in

category allocation were resolved through a discussion among the authors.

5 RESULTS

In this section, the findings of the research questions are described in four sub-sections. The first

sub-section introduces general results to illustrate the adoption of transfer learning approaches in the

scope of MWE technology. We then, present the results on how transfer learning can be utilised to

derive HAR models using data from MWE technology. In the context of transfer learning, the third

sub-section explores the synergy of combining MWE technologies for HAR. The last section presents

the impact that transfer learning has had in recent years in HAR as well as describing the maturity of

transfer learning techniques based on the data gathering methodology followed in the study. Due to

the fact that papers describe multiple experiments, our statistical results quantify the analyses of the

experiments rather than the number of papers. Hence, one paper can be represented two or more times

(i.e., one per experiment conducted).

5.1 Is transfer learning being applied in HAR using data derived from MWE sensors?

On average there are 28 papers published and 44 experiments conducted per year from 2014 to 2019. As

depicted in Figure 2, there were approximately 23 papers published per year in the first four years, and

almost twice as much work carried out in 2019. In the last two years there is a substantial increase in

interest in the field with 92 (54%) papers and 148 experiments published.
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2014 2015 2016 2017 2018 2019
Number of papers published 18 22 19 19 37 55
Number of studies published 18 32 28 38 62 86
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Fig. 2. Relationship between the number of research studies reviewed compared against the number of paper
published from 2014 to 2019.

5.2 To what extent have transfer learning approaches explored the benefits of combining

MWE computing?

Overall, there is a total of 170 papers published from 2014 to 2019, which introduce 264 studies using

data gathered with MWE computing technology. As depicted in Figure 3, data from the Wearable

Devices category is most frequently used with a total of 162 studies (57%), followed by data from the

Mobile Devices and Environmental Technology categories with a total of 95 (34%) and 26 studies (9%),

respectively.

The most frequently used sensor modalities in transfer learning studies in HAR are accelerometers

and gyroscopes. As shown in Figure 4, 208 studies (53% of the studies) utilised off-the-shelf sensors such
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Mobile devices Wearable Electronic Devices Environmental
2014 8 3 2
2015 16 14 3
2016 9 15 9

2017 14 28 2
2018 16 42 4
2019 32 60 6
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Fig. 3. Comparison of the number of studies conducted within each type of device (MWE) used to gather sensor
data in the papers published from 2014 to 2019.

as accelerometers, followed by the use of gyroscope with 95 studies (24%). Two of the less explored

sensors are thermometers and barometers with a single study adopting each technology.

In Figure 5 the technological tendency of the studies mentioned above is illustrated. Microcomputers

such as Arduino sensor, sensingmodule boards, and Shimmer are themost popular selection of devices in

HAR research, up to 51% (n = 156) of the studies have adopted them. These are followed by Smartphones

(29%; n = 89), and Smartwatches (8%; n = 25). The result also shows that acceleration is the feature

which is examined the most (208 studies), followed by gyroscope (n = 95), and magnetometer (n = 39)

sensing technology.
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Accelerometry Gyroscope Light Sensors Binary Thermometer
Wireless

Technology Electrodes Magnometer Barometer

Mobile devices 72 39 3 0 0 8 1 8 3

Wearable Electronic Devices 125 52 2 3 2 9 3 27 0
Enviromental 11 4 3 9 3 3 0 4 0
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Fig. 4. Sensor technology utilised in the reviewed studies grouped by sensing technology and MWE computing
approach.

5.3 Which are the essential technical features of transfer learning when applied to HAR -

what, where, when and how?

In this section, we present results from four essential aspects when developing a transfer learning

solution for HAR. As illustrated in Figure 6, the first question (i.e., What to transfer?) refers to the

transfer elements being transferred, for instance, feature, instance, and parameter representation. This

is followed by the dimensions through which data transfers (i.e., Where to transfer?) such as user or

sensing technology. The next aspect addresses the temporal criteria by which labelled data transfer (i.e.,

When to transfer?); this includes inductive and transductive learning, as well as Teacher/Learner. The

final aspect (i.e., How to transfer?), relates to the technical aspects required to solve transfer learning

problems from the classification perspective, for instance by utilising techniques such as deep learning,

concept drift, or shallow methods. The following sub-sections provide further details.
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Fig. 5. Relationships of the sensor technology adopted to build the HAR model. Each unit represents one study
in which the sensing technology has been utilised. Granularity is presented from the general (left) to the specific
(right).

Fig. 6. Four questions used to characterise transfer learning approaches.

5.3.1 What to transfer? We classify the studies into four different transfer learning approaches [16].

Feature-representation transfer, which reduces the differences between the source and target feature

spaces by mapping the source feature space to the target feature space [60]. Instance transfer that
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reuses the source data to train the target classifier, usually by re-weighting the source instances based

on a given metric [26]. Parameter transfer, which learns parameters of trained models which are shared

between the source and target tasks [11]. Relational-knowledge transfer, which applies to problems in

which the data is not independent and identically distributed as is traditionally assumed but can be

represented through multiple relationships [43].

In Figure 7, it can be observed that instance transfer and feature-representation transfer are the

two most common techniques utilised in HAR research studies. Instance transfer is used in 54% of the

studies (n = 143), and feature-representation transfer 31% (n = 82). The results show that parameter

transfer (n = 28) and relational knowledge transfer (n = 10) techniques are areas of opportunity with

fewer studies conducted in recent years.

Feature-representation transfer Instance transfer Parameter transfer Relational-knowledge transfer
2014 2 14 1 1
2015 1 26 2 3
2016 6 17 4 2
2017 11 22 1 3
2018 27 27 7 1
2019 35 37 13 0
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Fig. 7. Comparison between the number of studies adopting one of the different transfer level techniques
grouped by year.
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5.3.2 Where to transfer? To answer this question, the studies were grouped based on the transfer

learning interacting characteristics of the source and target entities. We identified 6 types of transfer

learning according to these criteria: Across task (AT), that aims at labelling the data from one task by

utilising the data from another task where TS , TT ; Across location (AL), which refers to labelling

unseen activities in data by making use of the same worn sensing technology located in both source

and target domains (i.e., DS = DT ) where TS = TT ; Across sensor (AS), which focuses on labelling data

utilising the data from different technology where TS = TT ; Across environment (AE), that represents

the capacity of labelling data from one domain context to another, in which the activities (i.e., TS = TT )

and technology are similar, where DS , DT ; Across sampling rate (AR), that aims at labelling data

utilising data from same technology but different technical characteristics such as sampling rate, where

DS = DT and TS = TT ; and Across user (AU), which represents the capacity to generalise label data

from a different user where DS = DT and TS = TT .

As depicted in Figure 8, the AU and AL transfer learning are the most common transfer dimensions,

which are utilised in 190 and 40 studies respectively (representing 70% and 15% of the studies analysed

in this review). In contrast, AR and AE are dimensions that have been poorly explored with only 10

(4%) and 4 studies (2%), respectively.

5.3.3 When to transfer? To answer this question, we grouped the studies into four categories: Inductive

learning (IL), which implies that some labelled data is available in both the target and source domains

[40]; Teacher/Learner (T/L), in which no training data is directly available. Instead, a previously-trained

classifier (the Teacher) is introduced which operates simultaneously with the new classifier to be trained

(the Learner) and provides labels for observed data instances [27]. Transductive learning (TL), which

implies that labelled data is available only in the source domain [47]; and Unsupervised learning (UL),

which implies that no labelled data is available for either the source or target domains [23].
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Across task (AT) Across location (AL) Across sensor (AS) Across environment (AE) Across samplin rate (AR) Across user (AU)
2014 2 2 1 0 1 13
2015 0 3 0 0 1 28

2016 5 5 2 2 2 16
2017 4 8 4 1 0 20
2018 0 11 6 1 3 45

2019 2 11 3 0 3 68
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Fig. 8. Number of studies grouped by their transfer dimension, which is characterising conditions of the source
and target domains.

In Figure 9 we observe that UL has the highest quantity with 149 studies over the six years (cor-

responding to 56% of the studies reviewed). In contrast, T/L is an approach recently adopted by the

community, with only four studies conducted so far. The number of studies using TL and IL techniques

rates overall the same by covering approximately the 21% of the studies reviewed.

5.3.4 How to transfer? To answer this question, we classified the studies focused on their classification

approach such as Deep Convolutional Networks (CNN) [41] and Deep Neural Network (DNN) [38],

Clustering [30], Graph-based algorithms [52], Active learning [53], Multi-view learning [57], and

Ontological reasoning [14]. We also considered experimental procedures based on shallow techniques;

which is a term used to contrast with alternate deep learning architectures [63].

As depicted in Figure 10, Shallow classifiers rate as the highest technique explored for HAR with

100 studies (36%). Similarly, Active learning and Deep Neural Networks are areas commonly explored
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Inductive learning (IL) Teacher / Learner (T/L) Transductive learning (TL) Unsupervised learning (UL)
2014 7 0 3 8
2015 6 0 8 18
2016 8 1 3 16

2017 7 3 13 17
2018 8 0 11 43
2019 19 0 19 47
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Fig. 9. Number of studies characterised by how labelled data is acquired to train the HAR models.

with about 21% (n = 58) and 16% (n = 44) studies, respectively. In contrast, the Concept drift/shift and

Semantic/Ontological reasoning techniques are novel approaches explored in three and seven of the

studies from this review.

5.4 How mature is transfer learning in the context of HAR?

To answer this question, we investigate two topics. Conditions (e.g. controlled or naturalistic) in which

data was collected to build and test each transfer learning approaches for HAR, and the contribution

each study reported in their paper. Firstly, we classify the studies based on the characteristics and

constraints of how the subjects undertake their activities at the data collection stage. There are four

categories documented in the literature, i) Naturalistic conditions, where the subjects perform their

ADL in either their homes or at smart living spaces as they usually conduct their day-to-day activities
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Fig. 10. Number of studies grouped by classification techniques and transfer learning approach.

[37]. ii) Naturalistic environment with controlled activities, where subjects perform their ADL as if they

were interacting in their day-to-day environment, by following a written script indicating the activities

to be performed, in either their homes or smart living spaces [10], iii) Controlled conditions, in which

the subjects develop their ADL in a laboratory (e.g., smart living space) and follows a scripted set of

activities [51], and iv) Synthetic, which represent data automatically generated by a computational

program settled up a-priori with a set of parameters assigned to a particular activity [33, 61].

In Figure 11, we observe that Controlled conditions studies are the most popular approach in research

studies covering an overall of 45% of the studies (117 studies), followed by studies conducted in

naturalistic environments with scripted activities having 108 studies (41%). A total of 36 studies were

identified as being conducted under naturalistic conditions, which represent 14% of the studies. Only a

single study was conducted using synthetic data.
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Naturalistic conditions Naturalistic environment with scripted
activities

Controled conditions Synthetic

2014 1 8 9 0
2015 6 12 14 0
2016 8 7 12 0
2017 7 9 19 0
2018 8 24 30 1
2019 6 48 33 0
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Fig. 11. Number of studies grouped by the data collection characteristics in which subjects developed their ADL.

Secondly, we classified the type of contribution a paper belongs to according to five groups. Algorithms,

where the contribution consists of a sequence of algebraic formulas and/or logical steps to calculate

or determine a given task. Methodology, which describes a procedure consisting of a sequence of

algorithms and logical steps to calculate or determine a given task. Data Collection, which consists of

rich/relevant data of daily living collected in the study. A framework, which introduces general-purpose

computational planning and architecture to cope with the challenges of recognising ADL. Systems

Integration, which describes mechanisms for combining separately developed modules, components, or

subsystems so that they work together as a complete system.

Figure 12 depicts 254 papers that build upon methodologies to address transfer learning tasks, which

corresponds to 58% of the total contribution reported, followed by frameworks (106 studies; 24%) and
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algorithm proposals (61 studies; 14%). In contrast, only three studies that emerged from this systematic

literature review have introduced new data sets, and four studies have developed systems as final

solutions for HAR.

Algorithms Methodology Data Collection Framework Systems Integration
2014 4 18 0 8 1
2015 4 30 0 20 0
2016 15 27 2 8 2
2017 18 35 0 22 0
2018 7 61 0 22 0
2019 13 83 1 26 1
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Fig. 12. Comparison among the number of studies grouped by their contribution towards HAR.

6 DISCUSSION

Given that MWE technology is already ubiquitous and is available to be either carried, worn, or

embedded within daily-life objects, it is not surprising to conclude a growth in the use of data from

these devices in HAR research. We found an increase of approximately 41% of publications when

comparing the output of 2019 against the average number of papers published in the previous five

years (i.e., 2014-2018). These results concur with the opinion of Appelboom et al. [3], who state that the

feasibility of wearable technology relies on its practicability to be worn, increasing its engagement to
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the user. In this regard, we expect research in HAR using data from wearable devices to rise as their

use becomes pervasive. Even more, as new wearable devices become available, with new sensing and

connectivity capabilities, the use of transfer learning to quickly adapt to this new type of data would

require additional research in transfer learning for HAR.

Sensing technology used in smart environments includes cameras [1], RFID tags [22], Wi-Fi antennas

[22], among other technologies that have more robust processing and storage capacity compared to

mobile and wearable computing. This enables systems to respond to natural interactions proactively.

Environment-based systems are constrained to a static setting but help to capture complex data that

can enrich contextual information [49]. In contrast, advances in mobile and wearable computing as well

as the technology embedded in smartphones [55], smart-watches [8], and activity monitors (e.g., Fitbit)

[54] allow for the recognition of human activities anywhere and at any time, regardless of environmental

infrastructure [6]. These characteristics facilitate the user with the adoption of technology, offering

many opportunities for the private and public sector to invest. As indicated in Section 5.2, mobile and

wearable approaches are more frequently being used in HAR research than environmental technology

over the last six years (i.e., 2014-2019).

Our results also suggest that accelerometer and gyroscope are the most common sensor modalities

used in transfer learning research for HAR. In the context of pervasive and ubiquitous computing,

inertial sensors are dominant in inferring motor activities such as walking, standing, sitting. Their

pervasive presence inmobile andwearable computingmake them practical in terms of mobility, diversity

of sensor technology, and user-friendly interfaces which benefit the deployment of new devices and

services.

The answer to one of our four research questions, "What to transfer?" showed that feature repre-

sentation and instance transfer techniques represent a popular approach to data exploration. On the
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other hand, there have been few studies on parameter and relational-knowledge transfer. In particu-

lar, the recent increase in the number of studies on parameter transfer could indicate that this is an

expanding area of investigation and may contain opportunities for new research. With regards to "How

to transfer?" the results suggest that the most popular options have been traditional methodologies

such as shallow learning and active learning; while the approaches that have recently grown include

techniques driven towards semantic/ontological reasoning, clustering, and covariant shift. The results

on "When to transfer?" show that the most explored option relies on unsupervised learning, whereas

Teacher/Learner techniques represent a novel approach in transfer learning. Finally, on the issue of

"Where to transfer?", across user is the transfer dimension most frequently used, whereas across task,

across the environment, and sampling rate are transfer learning dimensions poorly explored, indicating

promising opportunities for the research community in terms of novelty.

We have observed that the research community is actively working in shallow methodology, while

some of the advantages drive toward the small amount of training data and computation power

consumption, drawbacks lie upon the constraint of pre-engineering features to underpin a classification

model. Active learning, on the other hand, is an approach that has been adopted to illustrate scenarios

where a shortage of labelled data is available. They hypothesis that a learning algorithm can discriminate

among relevant data to learn from, and hence perform better than traditional methods when lead data

is available for training. The adoptions of deep artificial neural networks is another approach which

is actively utilised by the research community [19]; authors point out that some of the benefits of

implementing them are given due to the automatic identification of features of a given set of data.

Similarly, several architectures are flexible to be adapted to new problems and data types [20]; a

characteristic that make them convenient to scale. Nevertheless, some of the drawbacks of deep learning
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are that they require a substantial amount of data to build a model, which can impact the computational

cost.

Inferring human behaviour is challenging due to the rich variability of human action when performing

a task. For instance, when a person experiences being observed, theywill behave differently and therefore

execute an activity in a different fashion compared to not being observed, (the Hawthorne effect [5]).

In this regard, datasets captured in naturalistic conditions rather than controlled (i.e., in a laboratory)

are challenging to obtain and more expensive in time and human effort. In this review, we grouped

studies under four categories, aiming to characterise the likelihood that their experiments capture

human behaviour more realistically. As observed in Section 5.4, the most popular approach is controlled

condition studies, which consist of constraints that may obscure the true nature of the behaviour being

studied. Given these results, we hypothesise that given the relative ease of using controlled condition

data, new methodologies often adopt them to produce preliminary results. Whereas experiments

conducted utilising naturalistic conditions, which can be expensive, represent evidence of a robust HAR

methodology.

In this literature review, unsupervised HAR approaches refer to studies that do not require labelled

data after the source domain has been defined. In this regard, one can argue that by introducing

methods to recognise performed activities autonomously this alleviates, to some degree, the need

for labelling or manual effort that is often required to transfer feature-representation or relational

knowledge. By analysing the sub-set of unsupervised studies (n = 149), it can be found that the capacity

to be autonomous extends to specific criteria which impact the model’s HAR accuracy. For example, in

this review, we found that 3% (i.e., 5) of the studies reported as unsupervised suggest an improvement

on the model’s accuracy upon variation on the task’s distribution, 78% (i.e., 117) of the studies upon

the presence of new participant profiles, 15% (i.e., 22) upon sensor setting variations, and 4% (i.e., 6)
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when new technology is introduced. Overall, the studies propose techniques that train HAR models and

adapt to new circumstances thereafter (e.g., [28], [2]). Some studies utilise transfer learning strategies

such as Teacher/Learner to automate an adaptation procedure to address the unsupervised approach.

In [21], for example, they developed a system for HAR consisting of multiple views (e.g. one view

from environmental sensors and another view from mobile sensors) collaborating to recognise unseen

activities on an instance transfer level, reducing the dependency of labelled data.

Fully autonomous approaches aim at enabling classification models to detect key elements that reflect

relevant activity patterns. In this study, only 4% (i.e., 6) of the unsupervised reviews were considered

fully autonomous. For instance, Sulaimon et al., [4] investigated how to detect relevant changes to be

considered in a HAR model, given that a variation on the participant’s performance is followed by

changes in the distribution of the input data attributes. Therefore, results suggest that such techniques

drive the opportunity for building classification models to utilise naturalistic data. One of the drawbacks

of some completely unsupervised autonomous approaches, however, is that they might require relevant

manual knowledge engineering effort to define a comprehensive model. For instance, Riboni et al.,

designed an ontology built upon a factor of 29 times the number of activities to be recognised, i.e.,

235 modelled classes to predict 8 human activities [46]. Whereas, in a supervised learning approach, a

model might implement the same number of classes as those activities to be predicted.

About the conditions of how the data was collected for this subset of studies (i.e., unsupervised

learning): 16% (i.e., 4) of the studies utilised a dataset which has been collected under naturalistic

condition, 48% (i.e., 72) of the studies utilised controlled condition data, and 36% (i.e., 53) utilised

naturalistic condition with controlled activities datasets.
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7 CONCLUSION

In this paper, a literature review using the Okali and Schabrammethodology is presented. Their approach

intended to assure rigorous studies in the field of information systems. We systematically selected 170

papers published from 2014 to 2019. Selection criteria focused on solutions and techniques aligned to

transfer learning and MWE computing technology. Our results describe the extent to which TL has

been applied to HAR problems using MWE data, the amount of research conducted on transfer learning

utilising mobile devices, and wearable electronic devices with environmental technologies. We also,

investigated the three essential questions established by Saeedi et al. [48] regarding the development

of transfer learning solutions; moreover, we introduce a fourth question (i.e., Where to transfer?) to

explore the dimensions in which knowledge can be transferred (e.g., user, technology, locations). We

conclude by presenting the results on the maturity of transfer learning based on the characteristics of

the experiment’s validation.

In summary, it can be concluded that there is a a growth in research in transfer learning techniques

applied to HAR using data gathered from MWE, and that conducting experiments in naturalistic

conditions utilising unsupervised HAR approaches with minimal manual knowledge engineering brings

opportunities to the research community and for practical, real-world implementations.

ABBREVIATIONS

ADL Activity of daily living

AE Across environment

AL Across location

AR Across sampling rate

ART Adaptive resonance theory
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AS Across sensor

AT Across task

AU Across user

CNN Deep Convolutional Networks

DNN Deep Neuronal Network

HAR Human activity recognition

IL Inductive learning

IoT Internet of Things

IS Information systems

MWE Mobile / Wearable / Environmental

T/L Teacher/Learner

TL Transductive learning

UL Unsupervised learning
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