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Sizing Sub-Wavelength Defects with Ultrasonic
Imagery: An Assessment of Super Resolution

Imaging on Simulated Rough Defects
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Abstract—There is a constant drive within the nuclear power
industry to improve upon the characterisation capabilities of
current ultrasonic inspection techniques in order to improve
safety and reduce costs. Particular emphasis has been placed
on the ability to characterise very small defects which could
result in extended component lifespan and help to reduce the
frequency of in-service inspections. Super Resolution algorithms,
also known as sampling methods, have been shown to demon-
strate the capability to resolve scatterers separated by less than
the diffraction limit when deployed in representative inspections
and therefore could be used to tackle this issue. In this paper,
the Factorization Method (FM) and the Time Reversal Multiple-
Signal-Classification (TR-MUSIC) algorithms are applied to the
simulated ultrasonic array inspection of small rough embedded
planar defects to establish their characterisation capabilities.
Their performance was compared to the conventional Total
Focussing Method (TFM). A full 2D finite element Monte Carlo
modelling study was conducted for defects with a range of sizes,
orientations and magnitude of surface roughness. The results
presented show that for sub-wavelength defects, both the FM
and TR-MUSIC algorithms were able to size and estimate defect
orientation accurately for smooth cases and for rough defects up
to a roughness of 100 microns. This level of roughness is represen-
tative of thermal fatigue defects encountered in the nuclear power
sector. This contrasted with the relatively poor performance of
TFM in these cases which consistently oversized these defects
and could not be used to estimate the defect orientation, making
through-wall sizing with this method impossible.

Index Terms—Super Resolution, Phased Array Imaging,
Rough Cracks, Crack Sizing.

I. Introduction

IN the verification of the structural integrity of safety-
critical components in the nuclear power industry, there

is a drive to detect and size increasingly smaller defects. The
benefits of this are centred on component safety and cost;
by justifying a larger proportion of the component as defect-
free, component life predictions can be lengthened and the
time interval between component inspections can be extended.
Ultrasonic Non-Destructive Evaluation (NDE) plays a vital
role in achieving this goal and significant research has been
directed towards the application of ultrasonic array imaging
[1]. One important step forward to enhance ultrasonic imaging
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is the use of array Full Matrix Capture (FMC) [2], where
all the different send-receive combinations between individual
elements within the array are acquired. After a FMC data
set has been collected, various imaging algorithms can be
executed upon it in post-processing. A widely applied imaging
algorithm to process FMC data is the Total Focussing Method
(TFM) [1], [2]. Although TFM has been shown to be an
accurate and robust method in a number of cases [2], [3], it
is naturally restricted by the diffraction limit and therefore
cannot achieve a higher resolution than half the ultrasonic
wavelength. The ultrasonic wavelength is set by the inspection
frequency, which in an ideal scenario would be set to the
highest possible value to maximise the imaging resolution.
However, the frequency cannot be indefinitely increased as
undesirable effects such as material noise also increase with
ultrasonic frequency and a compromise must be reached to
balance resolution and minimising these unwanted effects.

Several approaches to analysing FMC data have been devel-
oped over recent years and they have demonstrated a capability
to achieve a resolution beyond the diffraction limit, i.e. to
achieve Super Resolution (SR). A group of these algorithms,
called sampling methods, are non-iterative methods to tackle
the inverse scattering problem in an attempt to approximate the
profile of a scattering defect [4]–[7]. Two such algorithms are
the Factorisation Method (FM) and the Time Reversal Multiple
Signal Classification (TR-MUSIC) algorithm. Each works by
determining whether an imaging pixel point corresponds to a
location within the boundary of the scatterer by comparing
the scattered field to a specified criterion. The SR capability
of these algorithms has been demonstrated in NDE scenarios
previously for a limited set of simple defects [8], [9] and more
recently with some examples of their use in conjunction with
limited aperture linear arrays [10]–[13]. It has been shown that
these SR algorithms can be more sensitive to a range of factors,
such as signal noise and array configuration, compared to
conventional methods such as TFM [14]. This means that some
of the commonly encountered industry inspection geometries
and challenges may potentially restrict the wider application
of SR.

One prominent challenge present within the nuclear industry
is the inspection of rough embedded defects. Due to the often
extreme conditions components are exposed to within this sec-
tor, defect growth mechanisms such as thermal fatigue crack-
ing [15] and stress corrosion cracking can occur which are
known to produce defects with significant surface roughness
[16], [17]. Ultrasonically, the extent of defect roughness can



ACCEPTED FOR PUBLICATION IN IEEE TRANS. ULTRASON. FERROELECTR. FREQ. CONTR., JULY 2019 2

have a major impact on the scattered field emitted from them
[18], [19], often hindering their detection and characterisation
which can lead to a large degree of conservatism to be placed
on their inspection. This inevitably is costly to industry.

Although there is a demand within industry in general
to size smaller defects which may exist within the sub-
wavelength regime, an issue which could potentially be ad-
dressed by the SR algorithms, these methods must first demon-
strate a significant performance enhancement compared to
historically preferred techniques whilst displaying robustness
to various experimental factors. Defect roughness is one such
factor which must be considered before these advanced algo-
rithms can be deployed.

This paper investigates the application of the FM and TR-
MUSIC imaging algorithms in characterising rough embedded
planar defects, whilst comparing their performance to con-
ventional TFM. Given the variations encountered in defect
size, orientation and roughness within NDE inspections, this
investigation aims to provide a comprehensive assessment of
the behaviour of the selected SR algorithms as all these defect
parameters are varied. This study utilised numerical Finite
Element (FE) simulations to model the array inspection of
rough embedded defects, in a Monte Carlo set-up, to collect
simulated FMC data sets. For each FMC data set, the FM,
TR-MUSIC and the TFM imaging algorithms were applied.

The remainder of the paper is organised as follows. Firstly
in Section II, a statistical description of rough cracks is
introduced and the TFM, FM and TR-MUSIC algorithms are
outlined. In Section III, the numerical modelling techniques
that were utilised are detailed. In Section IV, the Monte
Carlo study results for the series of different rough embedded
planar defects are presented with a focus on assessing the
imaging algorithms’ characterisation capabilities. Section V
discusses the main results and Section VI concludes with the
key findings and suggestions for further research.

II. Background Theory

A. Model for a rough surface

A statistical framework to model rough cracks, which is
commonly adopted in literature [20], is that of a Gaussian
distribution of the geometric features of the rough surface;
this approach was also utilised in this study. Planar 2D rough
defects can be modelled simply as follows.

If the crack length is aligned along the x-axis, and the height
in the y-axis, the variation of crack height, h, defined as the
deviation from a flat reference surface is given by:

y = h(x). (1)

The ensemble average, 〈 〉, of the height function of the
crack is assumed to be [21]:

〈h〉 = 0. (2)

The probability density function p(h) describes the proba-
bility that the surface height, h, exists between the values h

and h+dh, where dh > 0. Applying Gaussian statistics, p(h)
can be written as [21]:

p(h) =
1

σ
√
2π

exp

(
−h2

2σ2

)
, (3)

where σ is defined as the surface Root-Mean-Squared (RMS)
height:

σ =
√
〈h〉 =

√
1

N
∑N
i=1 h

2
i

. (4)

The correlation function, C(R), describes the lateral varia-
tion of the surface height by relating the height of two points
along x separated by a distance R. It can be defined as [20]:

C(R) =
〈h(x)h(x+R)〉

σ2
= exp

(
−R2

λ20

)
, (5)

where λ0 is called the surface correlation length and is defined
as the distance over which C(R) decays by 1

e .

Rough defect profiles were generated by using a moving
average approach with the above Gaussian statistics, in line
with previous studies [22], [23]. To simulate defect opening, an
additional step was implemented which was to open apart two
identical rough surfaces by symmetrically displacing the top
and bottom surfaces by a half-cycle sinusoidal function. The
maximum opening was twice the FE element size (0.1 mm)
at the centre of the defect and no opening at the defect tips.
This process to generate the 2D open rough cracks is shown
graphically in Fig. 1. Open defects were used instead of defects
with no thickness as they would more closely represent defects
encountered in the nuclear sector.

Smooth defects were also created as reference imaging
examples. In these cases, the defects were opened in the same
way as described above but with no roughness imposed.

B. Total Focussing Method

The Total Focussing Method (TFM), as implemented in
this paper, is an imaging approach which utilises FMC data
[1], [2] by, in post-processing, simulating the focussing of the
ultrasonic beam at predetermined nodes within a grid placed
within the region of interest [3], as shown in Fig. 2. This is
done by considering the times of flight from the transmitting
transducer element to the grid point and back to the receiving
element, and then calculating the image intensity. Referring to
Fig. 2, the times of flight from transducer i to the grid point
P , TiP , and from point P to transducer j, TPj , are expressed
as:

TiP =

√
(xi − x)2 + (zi − z)2

c
, (6)

TPj =

√
(xj − x)2 + (zj − z)2

c
, (7)

where c is the wave speed. From this, the intensity of the TFM
image, ITFM (P ), for every grid point P (x, z) produced by
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Fig. 1. Visualisation of the process to generate the 2D rough embedded defects. First a smooth defect profile is calculated (a), then roughness is applied to
this profile following Gaussian statistics (b). The crack is then opened by a small amount, varying along its length, by displacing the top surface upwards by
the half-cycle sinusoidal profile function shown in the solid red line at the top of (b) and similarly moving the bottom surface down by the dashed red at the
bottom of (b). The resulting open 2D rough defect is shown in (c).

Fig. 2. The configuration of the TFM algorithm for a linear ultrasonic array.

an array of N elements is given by [2]:

ITFM (P ) = |
N∑

i,j=1

H(Sij)(TiP + TPj)| =

|
N∑

i,j=1

H(Sij)
1

c
(
√
(xi − x)2 + z2 +

√
(xj − x)2 + z2)|,

(8)

where Sij is the collected time-domain FMC signal in matrix
form where transducer i is the transmitter and transducer j is
the receiver, H is the Hilbert transform and zi = zj = 0.

TFM has been shown to achieve a better resolution than
other array imaging methods such as focussed B-scans [2]
and the imaging area of TFM can be much larger than other
scanning methodologies as it utilises FMC data which is not
limited to a single beam direction. This method however, along
with most conventional techniques, is still diffraction limited
in its resolution.

C. SR imaging algorithms

The two SR algorithms being investigated in this paper are
the FM and TR-MUSIC [8], [24], [25], which both utilise
FMC time domain data sets. Both of these algorithms start
by converting FMC data captured by ultrasonic arrays into
the frequency domain, ω, as part of the process to generate
the multistatic response matrix K(ω) [24]. From this matrix,
singular value decomposition (SVD) can be conducted to gen-
erate a set of singular eigenvalues, µi, and their corresponding
eigenvectors, νi, where i = 1, 2, ..., N and N corresponds to
the number of elements in the ultrasonic array.

In this study where the FM has been utilised, all eigenvec-
tors generated from the SVD of the K matrix were considered
whereas in the application of the TR-MUSIC algorithm, the
eigenvectors were separated into two separate subspaces; the
signal subspace and the noise subspace. In an idealised noise
free scenario, there would exist a set of non-zero eigenval-
ues whose corresponding eigenvectors belong to the ’signal’
subspace and the remaining eigenvectors would belong to the
’noise’ subspace. In practice, there exists a finite level of noise
in the inspection system so a non-zero threshold value must
be used to determine the point of separation between these
two subspaces and the separation point varies depending on
the particular inspection case. The typical threshold values
used in this work were around 30 dB less than the maximum
eigenvalue calculated, based on observing a step function-like
separation in amplitude between the signal and noise subspace
eigenvalues. Although there have been some cases presented
within the literature of also separating eigenvalues in the
application of the FM, the majority utilise the full eigenvalue
range thus the results presented in this study aimed to compare
the most common implementation of these algorithms.

A key part of both the SR imaging algorithms is their use of
the steering vector, g, to propagate the eigenvectors to different
positions, r, in the imaging grid:

g(r) = [G(R1, r), G(R2, r), ..., G(RN , r)], (9)

where RN corresponds to the N array element locations and G
correspond to the Green’s function of the propagation medium.
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The image pseudospectrum for the TR-MUSIC, ITRM , is
given by [25]:

ITRM (r) =
1∑N

j=M+1 |〈g(r)|νj〉|
2
, (10)

where 〈 | 〉 refers to the bra-ket notation, and M is fewer than
the number of transducers N . This algorithm only considered
the eigenvectors with the largest eigenvalues corresponding
to the ’signal’ subspace. In this study, the value of M
corresponded to the number of eigenvalues below the cut-
off threshold applied as mentioned above (30 dB). Typically
M > 55, leaving around 8 significant eigenvectors. The value
of M remained relatively stable even in the presence of defect
roughness.

The image pseudospectrum for the FM, IFM , is given by
[8]:

IFM (r) =
1∑N

j=1
1
|µj | |〈g(r)|νj〉|

2
. (11)

The algorithms essentially work by determining the likeli-
hood that a point scatterer exists at the imaging grid points,
based on the scattered field information. Hence when imaging
small planar defects, strong indications are often produced
from the tips of the defects as the diffraction effects from these
locations correspond most closely to that of point scatterers.
It is from these tip locations that the defect length and
orientation can be estimated. This sizing methodology is often
not possible with TFM images of small defects and amplitude
based methods must be applied. For volumetric defects, such
as large pores and side drilled holes, similar indications are
produced from the SR algorithms as when applied to planar
defects. However, as the defect size approaches zero and
becomes more point-like, only single indications are produced
by the algorithms and no direct sizing information can be
gained. In these cases, one could infer that the defect size
is smaller than the smallest defect size that can be reliably
characterised.

The above SR algorithms were modified to utilise K matrix
data over a range of frequencies, the resultant multiple fre-
quency factorisation method (MF-FM) and multiple frequency
TR-MUSIC (MF-TR-MUSIC) algorithms being shown below
[26]:

IMF−TRM (r) =
1∑

ω

∑N
j=M+1 |〈g(r, ω)|νj(ω)〉|

2
, (12)

IMF−FM (r) =
1∑

ω

∑N
j=1

1
|µj | |〈g(r, ω)|νj(ω)〉|

2
. (13)

It was found that the multiple frequency SR algorithms
demonstrated a higher robustness to defect roughness, and
therefore they were chosen to be used in this study. In addition,
by using a range of frequencies, the imaging performance
became less reliant on accurately selecting a single specific
frequency value corresponding to the centre frequency of the
ultrasonic signal, which allowed easier automation of applying
the SR methods to the FMC data sets. In this study, a 2 MHz
input ultrasonic toneburst was used and the frequency range for
the SR algorithms was set to 0.4 MHz. This was approximately

the full width at half maximum of the bandwidth profile of the
ultrasonic toneburst. A total of 9 equally spaced frequency
values were sampled across this frequency range when im-
plementing the MF-FM and MF-TR-MUSIC methods. All SR
images and results discussed subsequently in this paper refer to
the application of the MF-FM and MF-TR-MUSIC algorithms.

III. Methodology

A. Simulation set up

To model an array inspection of 2D rough planar defects,
full Finite Element (FE) simulations were used with a separate
model containing each rough defect realisation in the Monte
Carlo study. The simulations were run using the GPU-based
solver Pogo [27], which allowed significantly faster simulation
run times compared to conventional CPU-based FE solvers.

The inspection schematic used for the FE models is shown
in Fig. 3. In all cases, a steel block was simulated with
dimensions of 100 mm x 50 mm. The 64-element 2 MHz
array was modelled using a series of pure longitudinal wave
point sources at the array element positions, which were
separated by half the ultrasonic longitudinal wave wavelength
corresponding to the centre frequency (λ2 =1.5 mm). This
separation is typical of ultrasonic arrays. On reception of the
ultrasonic signal, only the component of displacement normal
to the array length was recorded. To model the longitudinal
wave point sources, the closest four nodes within the FE mesh
located about the excitation positions, corresponding to the
phased array element centre points, were exited uniformly
radially away from those location. This ensured that symmetric
radially emanating longitudinal waves were generated, with a
shear wave component close to zero.

The steel block region in the FE models were surrounded by
regions of Absorbing Layers with Increased Damping (ALIDs)
[28], [29]. These layers were used to absorb unwanted reflec-
tions from model boundaries to help ensure that only the defect
scattered signal was recorded by the array. The FE element
size, d, was set to 50 µm which corresponds to λ

d=60. It was
set to this value to best conform to the rough surfaces being
generated so as to capture as much of the complex scattering
as possible. Previous work has shown this level of refinement
to be sufficient for these types of surfaces [22], [30]. The
ALIDs were set to be 180 FE elements thick (3λ). The FE
meshes consisted of triangular elements and were structured
everywhere, except in the local region of the defect where they
were set to be irregular to allow for optimal conformity to the
defect profile.

A case with no defect was modelled to capture any small
unwanted reflection from the ALIDs and this recorded FMC
data was subtracted from all subsequent defect simulations.

The defects were centred symmetrically under the array to
maximise the viewing angle on the defects to enhance the SR
imaging capability, at a depth of 42 mm (14λ) from the array.
The work presented in this study considered idealised cases
where the ultrasonic array viewing angle has been maximised
for a particular inspection scenario and the imaging algorithms
were applied to noise-free FE simulation data. It should be
noted that both noise and viewing angle can have significant



ACCEPTED FOR PUBLICATION IN IEEE TRANS. ULTRASON. FERROELECTR. FREQ. CONTR., JULY 2019 5

Fig. 3. The FE inspection set-up for the array imaging of 2D rough defects.
The origin position of the models is located at the centre of the defect.

TABLE I
The rough defect cases investigated in this study, each with their

corresponding parameters. 0◦ inclination angle was defined to be parallel to
the ultrasonic array.

Defect Length Inclination Angle σ λ0

(mm) (◦) (µm) (µm)

1.5 0 10 150

1.5 45 10 150

1.5 0 100 150

1.5 45 100 150

3 0 10 150

3 45 10 150

3 0 100 150

3 45 100 150

effects on the performance of SR imaging. The impact of these
parameters on imaging have been studied elsewhere (see [[11],
[14]]) and therefore have not been evaluated further here.

B. Rough defect inspection cases

A series of rough defect cases with different parameters
were used in this study and are listed in Table I. The values
of σ and λ0 were chosen in line with typical experimentally
measured values from thermal fatigue and stress corrosion
cracks from components within the nuclear industry [16],
[17]. Although the defect growth mechanism and component
material can lead to large variations in the resultant defect
parameters, it was reported that thermal fatigue cracking
produced defects with σ ≈ 10−20 µm and λ0 ≈ 100−200 µm
in ferritic low alloy steels and σ ≈ 70 − 100 µm and
λ0 ≈ 100 − 200 µm in stainless steels [16], [17]. Stress
corrosion cracking defects were shown to exhibit roughly
the same parameters. These types of defects were considered
to be the most relevant to the potential application of array
inspections utilising SR algorithms, hence rough defects with
λ0 = 150 µm and σ = 10 µm, 100 µm were considered.

For each defect length, roughness and orientation combi-
nation listed in Table I, 100 different FE realisations were
used when assessing the imaging algorithms’ performances. To
justify the total number of realisations, the statistical variation
of the measured length for each rough defect parameter set was
calculated and the results showed good convergence with only
slight variations remaining for some of the higher roughness
cases. This provided a basis to legitimise any results derived
from the Monte Carlo study. This number of realisations
to achieve adequate convergence is also consistent with the
results presented by Pettit et al. [22]. Defect lengths of 1.5 mm
(λ2 ) and 3 mm (λ) were considered to focus the investigation
on small defects at or below the ultrasonic wavelength. Defect
inclinations of 0◦ and 45◦ were selected to compare the
performance differential between an optimal defect orientation
(0◦) to a non-optimal case.

In addition, a smooth defect case was run for each combi-
nation of defect length and inclination angle shown in Table I
to establish a benchmark for the different algorithms.

C. Defect sizing methodologies

When using conventional TFM, a 6 dB box fitting algorithm
was applied to the images to provide an estimate of the size
and orientation of the defect in cases where tip diffraction
signals could not be resolved. This sizing algorithm fitted a
parallelogram box to the TFM images with the constraint that
the box must contain all image pixels within a -6 dB range
of the maximum crack pixel value. The algorithm finds the
optimal orientation of the box such that all the pixels above -6
dB are included whilst minimising the number of pixels which
are below this threshold. The defect length was attributed to
the length of the pair of parallelogram sides orientated in the
direction closest to the known defect orientation. The slant
angle of this same pair of sides was the measured defect
inclination. In the cases where crack tip indications could be
resolved, the centres of the tip indications were identified and
a straight line was joined between them, from which the length
and orientation was calculated.

As mentioned in Sec. II-C, the SR algorithms’ theory
assumes point scatterers and thus returns strong indications
from the tips of defects. As with some of the TFM images,
the centres of these SR tip indications were identified and the
same method of assuming the defect profile was the straight
line between them was used to estimate the defect length and
orientation. In every SR imaging instance, the tip indications
could be resolved and therefore the SR algorithms exclusively
used this sizing technique. To ensure that only the first lon-
gitudinal defect scattered signal was used when implementing
the SR algorithms, time domain processing was applied to
the FMC data sets. This was achieved by windowing the
time traces with a Hann window at the appropriate temporal
location. As the defect location was known in each simulation
case, knowing where to implement the window was trivial.
In a realistic case where the defect location is not known, it
is suggested that TFM is applied to gauge the approximate
defect location before subsequently using this information to
conduct the windowing prior to applying the SR methods.
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IV. Results

For each of the rough defect realisations and smooth defect
cases, the TFM, MF-FM and MF-TR-MUSIC algorithms
were applied to the simulated FMC data sets and the sizing
methodologies described in Sec. III-C were implemented to
estimate the defect length and orientation from the images.
The pixel size in all image reconstructions was set to 50 µm.

A. Smooth defects

It is important to assess the performance of the SR al-
gorithms on smooth defects initially before adding further
complexities to the inspection, such as defect roughness,
in order to establish their baseline capabilities. The images
produced for these smooth defect cases are shown in Fig. 4 and
the associated characterisation results are detailed in Table II.

First considering the 1.5 mm (λ2 ) smooth defect results in
Table II, it can be seen that the MF-FM and MF-TR-MUSIC
algorithms produce far more accurate results than TFM for
both inclination values. There is a 1-2% error in the length
sizing of the SR algorithms for both orientations, compared
to the 13-30% overestimation of TFM. In terms of estimating
the defect inclination, TFM produces the same estimation of
0◦ for both defect orientations indicating that the technique is
not viable to measure this parameter for defects on this scale.
This is visible in the images in Fig. 4(c) and (f) where the
limited resolution of TFM of half a wavelength, equal to the
crack length, results in a single blurred indication and gives
no measure of orientation. The SR algorithms are not limited
in this way and they estimate the defect angles successfully
to within 2◦ and 7◦ in the 0◦ and 45◦ cases respectively.
This in turn allows good estimation of defect through-wall
heights (TWHs); this is the projection of the defect size in the
component thickness direction and hence depends on angle.

Considering the 3 mm (λ) 0◦ smooth defect imaging results
in Table II, TFM now performs with excellent accuracy as it is
no longer diffraction limited. The SR algorithms still perform
well with around a 4% error in sizing and less than 1◦ error
in inclination estimation. In the 3 mm 45◦ case however, there
is a significant drop-off in performance for all the algorithms.
TFM is able to resolve the tip diffraction signals, however
it undersizes the length by around 20% despite accurately
estimating the inclination. Both of the SR algorithms oversize
the defect significantly, with the MF-FM overestimating the
length by 23% and the MF-TR-MUSIC algorithm by 46%.
This is visible in the images in Fig. 4(j) and (k) where the
defect tip indications can be seen to deviate from the actual
tip location considerably.

B. Rough defects

To begin the analysis beyond the smooth cases, the 1.5 mm
(λ2 ) 0◦ rough defect imaging results were considered. Repre-
sentative images from the imaging algorithms produced for the
1.5 mm defects, with each of the orientation and roughness
combinations, are shown in Fig. 5. In total, 100 separate FE
realisations were run for each defect parameter combination
shown in Fig. 5, from which the statistical mean and standard

deviation of the defect length and inclination angle were
calculated to determine the performance of each algorithm.
The standard deviation was used as the statistical error for the
obtained results.

Fig. 6 compares the sizing and orientation estimation results
of all the algorithms to the true values for the 1.5 mm
0◦ 10 µmm and 100 µmm rough defect cases. It can be
seen that in the 10 µm cases, both of the SR algorithms
estimate the defect length more accurately than TFM. Both
of the SR algorithms’ mean length estimations are within
one standard deviation of the true value of 1.5 mm, with
MF-FM producing a result of (1.47±0.04) mm and the MF-
TR-MUSIC estimating the length to be (1.490±0.015) mm.
TFM overestimates the defect length, (1.701±0.004) mm, due
to the blurring caused by the resolution limit. In terms of
estimating the defect inclination, MF-TR-MUSIC is accurate
with a small standard deviation. MF-FM has a slight negative
bias in its inclination estimation and the mean value is just
over one standard deviation from the true value of 0◦. The
value it estimates is still close to the true value and is accurate
enough to have negligible influence on correctly estimating
the through-wall height of the defect. TFM is accurate in its
estimation of the 0◦ inclination, however, as has been shown
from the smooth cases, this is a misleading result as it cannot
estimate this parameter for small defects. Comparing these
results to the smooth defect results, it is clear that the effect
of low roughness was negligible on the imaging capability of
the algorithms.

Now comparing the 10 µm results to the 100 µm results in
Fig. 6, the most apparent difference is the increased standard
deviation in the SR algorithms’ inclination estimations, with
both methods having a standard deviation of 20◦ compared
to less than 5◦ previously. This was attributed to how the
positions of the 100 µm rough tip ends generally exhibited
had significant vertical variation compared to the 10 µm cases.
This is shown in Fig. 5 where in the images (a) and (b),
the rough crack tips lie in approximately the same depth
plane and therefore so do the SR indications. However in
plots (d) and (e), the rough crack tips do not lie in the same
depth plane and thus neither do the SR indications, inevitably
outputting non-zero inclination estimations. TFM in this case
again misleadingly produced inclination estimations close to
the correct value of 0◦, a result of its inability to estimate
this parameter for the λ

2 sized defects. Importantly, the SR
algorithms still produced more accurate length estimations
compared to TFM despite the increased roughness. The esti-
mations produced were (1.52±0.045) mm for MF-TR-MUSIC
and (1.43±0.05) mm for MF-FM, which are more accurate
than the (1.78±0.035) mm for TFM.

The averaged characterisation results for the 1.5 mm 45◦

rough defects are shown in Fig. 7. As can be seen in
the low 10 µm roughness results, both of the SR result
algorithms outperform TFM in estimating the defect length
and inclination. MF-FM estimated these parameters to be
(1.46±0.04) mm and (39±2)◦, MF-TR-MUSIC estimated
them to be (1.44±0.02) mm and (38±1)◦ and TFM estimated
them to be (1.96±0.02) mm and (1±1.5)◦. TFM again shows
its limited performance when imaging sub-wavelength defects
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Fig. 4. Images from the MF-FM, MF-TR-MUSIC and TFM algorithms for the smooth defect cases. Images a), b) and c) correspond to 1.5 mm 0◦ defects;
d), e), and f) correspond to 1.5 mm 45◦ defects; g), h) and i) correspond to 3 mm 0◦ defects; j), k) and l) correspond to 3 mm 45◦ defects. All the images
are plotted on a decibel scale normalised to the maximum image amplitude from the defect response. Images (a)-(f) are 4 mm x 4 mm in size, images (g)-(l)
are 6 mm x 6 mm in size.

as it provides poor estimations for defect length as well as
not being able to estimate the defect inclination at all. For
the 1.5 mm 45◦ 100 µm roughness results, the same trends
as for the low roughness cases are observed. Despite reduced
performance with the higher roughness, both SR algorithms
were significantly more accurate than TFM in estimating the
defect parameters, with around 25% better length sizing accu-

racy and 50% better orientation estimation. MF-FM estimated
the defect parameters to be (1.54±0.05) mm and (33±5)◦,
MF-TR-MUSIC estimated them to be (1.64±0.1) mm and
(40±5)◦ and TFM estimated them to be (1.92±0.15) mm and
(13±10)◦.

Representative images from the imaging algorithms for the
3 mm (λ) defects with each of the orientation and roughness
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TABLE II
The average characterisation results for all smooth defect equivalent cases when applying all algorithms.

Actual MF-FM MF-TR-MUSIC TFM
Size Size Angle Length Length Angle Length Length Angle Length Length Angle

Error Error Error

(mm) (λ) (◦) (mm) (%) (◦) (mm) (%) (◦) (mm) (%) (◦)

1.5 0.5 0 1.51 0.7 1.91 1.51 0.7 1.91 1.7 13.3 0

1.5 0.5 45 1.46 -2.5 40.84 1.47 -2.0 38.07 1.95 30 0.001

3 1 0 3.12 5 0.92 2.92 2.7 0.99 3 0 0

3 1 45 3.70 23.4 46.13 4.37 45.7 54.87 2.35 -21.7 43.29

combinations are shown in Fig. 8. The same analysis as for
the 1.5 mm rough defect results were applied and the averaged
characterisation parameters from the algorithms are plotted in
Fig. 9 and Fig. 10, corresponding to the 0◦ and 45◦ inclined
cases respectively. From the 3 mm 0◦ averaged results shown
in Fig. 9, it can be seen that in both roughness cases, despite
the SR algorithms being able to estimate the defect length
and inclination relatively accurately, they are not as accurate
as TFM which is now operating well within its resolution
capability. This performance differential is most apparent in
the 10 µm case where TFM is extremely accurate in terms of
estimating the defect length and inclination.

Considering the 3 mm 45◦ results presented in Fig. 10,
it is observed that there is a contrast in the performance
of the SR algorithms between the different roughness cases.
In the low roughness 10 µm case, the averaged results are
similar to the smooth defect results presented in Table II,
with both SR algorithms overestimating the defect parameters
significantly and TFM producing comparatively more accurate
results. The difference comes when considering the higher
roughness 100 µm case where the length sizing accuracy of
both SR algorithms increases dramatically to within 10% error,
which makes them slightly better than TFM. This increase in
performance can be visually seen by comparing the images
shown in Fig. 8(g) and (h) to the images in Fig. 8(j) and (k),
where in the rougher 100 µm defect cases, the SR algorithms
produce tip indications much closer to the actual defect tip
locations than in the 10 µm defect cases.

The quantitative characterisation results discussed above are
summarised in Table III, Table IV and Table V.

V. Discussion

A. Smooth defects

The results shown in Sec. IV-A demonstrate that the SR
algorithms could provide an accurate sizing capability for sub-
wavelength smooth defects. These SR results significantly out-
performed TFM for defects on this size scale which tended to
overestimate the defect length by around 15%, compared to the
small SR error of around 2%. The SR algorithms additionally
showed good defect orientation estimation performance for
both 0◦ and 45◦ cases, unlike TFM which could not estimate
this parameter effectively. This is a significant result as it

demonstrates that through-wall sizing is achievable using the
SR algorithms on λ

2 sized smooth inclined planar defects. The
TWH of defects is a vital parameter that must be estimated
accurately in most inspections as it often can be the largest
influence on the structural integrity of components. The lack
of performance of TFM was attributed to the defect length
being at the diffraction limit and it was shown that the SR
algorithms could potentially bridge this performance gap on
this size scale.

For larger wavelength sized defects, the results showed there
was no significant benefit of applying the SR algorithms over
conventional TFM as generally TFM produced accurate char-
acterisation results comparable or slightly better than the SR
methods. This was expected as these defects were comfortably
within the theoretical resolution limit of the method.

B. Rough defects

The rough defect imaging results detailed in Sec. IV-B
have shown there is potential for the SR algorithms to size
sub-wavelength planar defects accurately even when the flaws
exhibit roughness parameters representative of in-service flaws
in the nuclear sector. For the λ

2 sized rough defects, the SR
algorithms demonstrated significantly better sizing capability
than TFM for roughness values up to 100 µm, with averaged
results similar to the smooth defect equivalent cases. The
standard deviation error associated with the sizing results for
the SR algorithms in these cases were very similar to those
obtained from conventional TFM meaning the performance of
the various methods can be directly compared to each other.
The SR algorithms also maintained capability to estimate
defect orientation which it demonstrated for smooth defects
meaning their TWH sizing performance is also robust to the
levels of roughness considered in the study.

For the wavelength sized rough defects, similar trends to
the smooth defect equivalent cases were observed where TFM
produced the more accurate and precise sizing and orientation
estimation results. The one exception to this trend was for
the 3 mm 45◦ 100 µm averaged results which showed that the
SR sizing performance increased dramatically from the smooth
case and it outperformed TFM. It is unclear the exact origin of
this result; it is suggested that it could be due to the increased
scattered signal being received by the array because of the
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Fig. 5. Representative images from the MF-FM, MF-TR-MUSIC and TFM algorithms for 1.5 mm rough defects. Images a), b) and c) correspond to
σ = 10 µm 0◦ rough defects; d), e), and f) correspond to σ = 100 µm 0◦ rough defects; g), h) and i) correspond to σ = 10 µm 45◦ rough defects; j), k)
and l) correspond to σ = 100 µm 45◦ rough defects. All the images are plotted on a decibel scale normalised to the maximum image amplitude from the
defect response.

increase in magnitude of the diffuse scattered field component
for the rougher inclined defects. This would usually hinder
conventional TFM as it could obscure the much weaker tip
diffraction signals but it seemed to enhance the SR imaging
performance.

Considering the potential practical deployment of the SR

methods, it is recommended that it is used in conjunction
with conventional methods for several reasons. Firstly, it is
a requirement of the SR algorithms to process only the
defect scattered signal so collected ultrasonic data must be
appropriately windowed based on a priori knowledge of ap-
proximately where the defect is located in the component.
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Fig. 6. The mean estimated defect length and inclination angle values calculated from the 100 realisations for the 1.5 mm 0◦ 10 µm (left plot) and 1.5 mm
0◦ 100 µm (right plot) rough defects. The error bars correspond to the standard deviation of the length and angle results.

Fig. 7. The mean estimated defect length and inclination angle values calculated from the 100 realisations for the 1.5 mm 45◦ 10 µm (left plot) and 1.5 mm
45◦ 100 µm (right plot) rough defects. The error bars correspond to the standard deviation of the length and angle results.

This basic prior knowledge is suggested to be attained using
simple conventional techniques or with TFM. Secondly, the SR
images predominantly show strong indications from the planar
defect tip locations and not a consistent surface response. This
may lead to confusion in classifying the defect type from the

images, i.e. whether the indications shown in Figure 5 were
caused by two close-by point reflectors or a single planar flaw.
Further work must be conducted to try to overcome this limi-
tation. Nevertheless, the SR algorithms have still demonstrated
a superior sizing capability compared to TFM thus even when
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Fig. 8. Representative images from the MF-FM, MF-TR-MUSIC and TFM algorithms for 3 mm rough defects. Images a), b) and c) correspond to σ = 10 µm
0◦ rough defects; d), e), and f) correspond to σ = 100 µm 0◦ rough defects; g), h) and i) correspond to σ = 10 µm 45◦ rough defects; j), k), l) correspond
to σ = 100 µm 45◦ rough defects. All the images are plotted on a decibel scale normalised to the maximum image amplitude from the defect response.

considering the worst case defect characterisation result where
a small volumetric defect is classified as a small planar crack,
a less pessimistic size would be obtained via the SR methods.

Due to the strict regulatory restrictions imposed upon the
UK nuclear sector, advanced array imaging algorithms such
as the SR methods and even TFM are not widely used as of

yet. The nuclear industry currently prefers to use conventional
temporal and scanning imaging techniques such as Time-Of-
Flight Diffraction and simple B-scan plots. These methods,
although tried and tested for many years, are intrinsically
limited in several aspects. For new methods to be deployed
in addition to the current methods or to replace them, they



ACCEPTED FOR PUBLICATION IN IEEE TRANS. ULTRASON. FERROELECTR. FREQ. CONTR., JULY 2019 12

Fig. 9. The mean estimated defect length and inclination angle values calculated from the 100 realisations for the 3 mm 0◦ 10 µm (left plot) and 3 mm 0◦
100 µm (right plot) rough defects. The error bars correspond to the standard deviation of the length and angle results.

Fig. 10. The mean estimated defect length and inclination angle values calculated from the 100 realisations for the 3 mm 45◦ 10 µm (left plot) and 3 mm
45◦ 100 µm (right plot) rough defects. The error bars correspond to the standard deviation of the length and angle results.

must be stringently validated to show reliability and robustness
to in-service inspection conditions. By considering the impact
of defect roughness, the results presented in this study mark a
step forward for validating the performance of the FM and TR-
MUSIC algorithms on realistic defects. To continue down this

path, further work needs to be conducted such as testing their
performance on different component and defect geometries,
material properties and inevitably by conducting extensive
experimental trials on representative in-service test pieces.
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TABLE III
The average characterisation results for all rough defect classes when applying the MF-FM algorithm. Std means standard deviation.

Actual Measured (MF-FM)

Size Angle σ Length Length Std Angle Angle Std

(mm) (◦) (µm) (mm) (mm) (◦) (◦)

1.5 0 10 1.47 0.08 -3.9 5

1.5 45 10 1.456 0.08 39.3 4

1.5 0 100 1.43 0.1 1 20

1.5 45 100 1.54 0.1 33.3 10

3 0 10 2.97 0.2 6.5 6

3 45 10 4.21 0.4 54.3 5

3 0 100 2.8 0.3 2 10

3 45 100 3.06 0.5 29 10

TABLE IV
The average characterisation results for all rough defect classes when applying the MF-TR-MUSIC algorithm. Std means standard deviation.

Actual Measured (MF-TR-MUSIC)

Size Angle σ Length Length Std Angle Angle Std

(mm) (◦) (µm) (mm) (mm) (◦) (◦)

1.5 0 10 1.49 0.03 0.8 2

1.5 45 10 1.435 0.04 37.8 2

1.5 0 100 1.519 0.09 -4 20

1.5 45 100 1.64 0.2 40 10

3 0 10 2.948 0.03 1.2 2

3 45 10 4.34 0.3 56.1 4

3 0 100 3.05 0.1 4 10

3 45 100 3.28 0.5 25 10

TABLE V
The average characterisation results for all rough defect classes when applying the TFM algorithm. Std means standard deviation.

Actual Measured (TFM)

Size Angle σ Length Length Std Angle Angle Std

(mm) (◦) (µm) (mm) (mm) (◦) (◦)

1.5 0 10 1.701 0.007 0.0002 0.0003

1.5 45 10 1.96 0.04 1.2 3

1.5 0 100 1.776 0.07 0.1 1

1.5 45 100 1.92 0.3 13 20

3 0 10 3 0 0.0003 0.0004

3 45 10 2.364 0.04 42.85 0.8

3 0 100 3.05 0.1 2.1 6

3 45 100 2.51 0.7 35 10
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VI. Conclusion

In this paper, the FM and TR-MUSIC imaging algorithms
are compared against the TFM method in the ultrasonic
array inspection of 2D embedded rough planar defects. A
Monte Carlo finite element simulation study was conducted
for varying defect parameters including sizes, orientation and
roughness parameters comparable to that of in-service defects
from the nuclear sector generated by thermal fatigue and stress
corrosion cracking mechanisms. The results presented show
that for sub-wavelength (λ2 ) defects, both of the SR algorithms
were able to size and estimate defect orientation accurately for
the smooth case and for rough defects up to σ = 100 µm. This
was in contrast to the poor performance of TFM in these cases
which consistently oversized these defects and could not be
used to estimate the defect orientation, making through-wall
sizing with this method impossible. The work in this paper
is a step towards the application of these imaging methods in
the nuclear industry and demonstrates the potential of these
algorithms in dealing with some of the challenges facing the
sector today.
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