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Abstract. We study a class of countably-infinite-dimensional linear programs (CILPs) whose
feasible sets are bounded subsets of appropriately defined spaces of measures. The optimal value,
optimal points, and minimal points of these CILPs can be approximated by solving finite-dimensional
linear programs. We show how to construct finite-dimensional programs that lead to approximations
with easy-to-evaluate error bounds, and we prove that the errors converge to zero as the size of
the finite-dimensional programs approaches that of the original problem. We discuss the use of
our methods in the computation of the stationary distributions, occupation measures, and exit
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1. Introduction. A countably infinite linear program (CILP) is a linear pro-
gram (LP) with countably many decision variables and constraints. CILPs arise in
a variety of applications, e.g. network flow problems [42, 46, 43], production plan-
ning [47, 25], equipment replacement and capacity expansion [26, 25], semi-infinite
linear programs [4, 21], search problems in robotics [7], robust optimisation [11], and,
prominently, in optimal control problems tied to Markov chains [41, 23, 3, 10, 17].

Here, we consider a class of CILPs stemming from the analysis of Markov chains
with countably infinite state spaces. Certain measures ρ associated with Markov
chains (e.g. the stationary distributions and occupation measures) are feasible points
of CILPs, and the optimal values of these CILPs bound integrals of the measures of the
form ρ(f) :=

∫
f dρ, where f denotes a ρ-integrable function. Typically, the CILPs

cannot be solved directly, yet their feasible sets often lie inside a bounded space of
measures (see Remark 2.4), a fact that can be made explicit by finding moment bounds
satisfied by the measures (i.e. bounds on ρ(w) for norm-like functions w, as in (2.5)–
(2.6)). Such bounds can be obtained using either Foster-Lyapunov criteria [34, 35,
15, 27, 30] or mathematical programming [24, 45, 19, 27, 29, 44, 8, 9, 14].

In this paper, we derive finite-dimensional LPs that approximate a given CILP
by using a moment bound to truncate the (infinite) set of decision variables and
replace its (infinite) set of constraints with finitely many. Based on the ensuing finite-
dimensional LPs, we introduce two approximation schemes:

• Scheme A yields lower and upper bounds on the optimal value of the CILP

∗JK was supported by a BBSRC PhD Studentship (BB/F017510/1). GBS acknowledges support
by an EPSRC Fellowship for Growth (EP/M002187/1) and the EU H2020-FETOPEN-2016-2017
project 766840 (COSY-BIO). MB acknowledges support from EPSRC grant EP/N014529/1 sup-
porting the EPSRC Centre for Mathematics of Precision Healthcare.
†Department of Mathematics and Department of Bioengineering, Imperial College London, Lon-

don SW7 2AZ, United Kingdom. Current address: Department of Statistics, University of Warwick,
Coventry, CV4 7AL, United Kingdom (juan.kuntz-nussio@warwick.ac.uk).
‡Department of Mathematics, Imperial College London, London SW7 2AZ, United Kingdom

(p.thomas@imperial.ac.uk).
§Department of Bioengineering, Imperial College London, London SW7 2AZ, United Kingdom

(g.stan@imperial.ac.uk).
¶Department of Mathematics, Imperial College London, London SW7 2AZ, United Kingdom

(m.barahona@imperial.ac.uk).

1

mailto:juan.kuntz-nussio@warwick.ac.uk
mailto:p.thomas@imperial.ac.uk
mailto:g.stan@imperial.ac.uk
mailto:m.barahona@imperial.ac.uk


2 JUAN KUNTZ, PHILIPP THOMAS, GUY-BART STAN, AND MAURICIO BARAHONA

and approximations of its optimal points;
• Scheme B yields approximations of the minimal point (i.e. a feasible point

that is element-wise no greater than every other feasible point), if it exists,
with an easily computable bound on the error.

Both schemes are shown to converge as the size of the approximating LP approaches
that of the original CILP (i.e. as r in (3.2) approaches infinity). The moment bound
also allows us to quantify the error of the approximations.

The idea of approximating infinite-dimensional LPs with finite-dimensional ones
is not new: it traces back to [48], if not earlier, and has been extensively explored
(see, e.g. [2, 3, 12, 18, 16] for CILPs, and also [41, 40, 6, 39] for similar approxima-
tion techniques involving dynamic programming). The main novelty of our work lies
in the practical error bounds that accompany our schemes. In this paper, we have
three aims: (i) to present the schemes and their error bounds in a general setting,
clarifying the ingredients necessary for their design (see Section 7); (ii) to provide
the proofs and technical details pertaining to their convergence (see, in particular,
Theorems 2.3, 3.5, and 4.1 and Corollaries 3.6 and 4.3); and (iii) to discuss the use
of these methods in the exit problem for Markov chains (Sections 2.2 and 6). The
technical proofs and theorems presented in this paper provide the theoretical founda-
tion for the applications presented in [29], where we demonstrated without proofs the
practical use of the schemes in a particular setting of interest (i.e. the approximation
of stationary distributions of stochastic reaction networks).

We remark that our schemes are not reliant on the Lasserre hierarchy [32, 31].
Specifically: the schemes do not use moment and localising matrices to constrain their
feasible sets; the problem data need not be polynomial (or more generally, have any
algebraic structure); and the convergence proofs do not require positivstellensätze. If
the problem data is polynomial, then our schemes can use moment bounds obtained
with the Lasserre hierarchy to: (i) tackle problems beyond the reach of the Lasserre
hierarchy (e.g. to produce bounds for non-polynomial test functions); (ii) recover con-
verging bounds in cases where the hierarchy has no convergence guarantees and its
progress stalls (see [29, Section V.B] for an example). In this sense, the schemes pro-
posed here enlarge the already impressive list of applications of the Lasserre hierarchy.

The paper is organised as follows. In Section 2, we introduce the class of CILPs
we consider, and we motivate our work with two problems taken from the Markov
chain literature. In Section 3, we present approximations of the CILPs’ optimal values
and points, prove their convergence, and obtain practically useful error bounds for the
optimal values. In Section 4, we derive approximations of the CILPs’ minimal points
and show how to bound their error. In Section 5, we present two numerical procedures
(Schemes A and B) to compute these approximations. Afterwards, in Section 6, we
describe their application to the motivating problems of Section 2. We conclude the
paper with a discussion in Section 7. The paper has three appendices: Appendix A
contains the more technical proofs; Appendix B clarifies the relationship between the
various notions of convergence we use; Appendix C explains how to dispense of a
technical assumption in our results, which is only assumed to simplify the exposition.

2. The linear program and two motivating problems.

2.1. Statement of the problem. Let X ,Y denote two countable (possibly
infinite) sets. In various settings, we are interested in linear programs where the
solutions ρ = (ρ(x))x∈X lie in `1, the space of absolutely summable sequences indexed
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by X ,

`1 :=

{
(ρ(x))x∈X :

∑
x∈X
|ρ(x)| <∞

}
,

and satisfy the following properties:
(i) ρ is non-negative:

(2.1) ρ(x) ≥ 0 ∀x ∈ X ;

(ii) ρ satisfies a system of linear equations

(2.2) ρH(x) :=
∑
x′∈X

ρ(x′)h(x′, x) = φ(x) ∀x ∈ X ,

where H := (h(x′, x))x,x′∈X is a given Metzler matrix (c.f. Assumption 2.2(i))
and φ := (φ(x))x∈X a given measure in `1;

(iii) the image of ρ under a given non-negative matrix G := (g(x, y))x∈X ,y∈Y ,

(2.3) ψ(y) := ρG(y) =
∑
x∈X

ρ(x)g(x, y) ∀y ∈ Y,

is a probability distribution; that is, ψ is non-negative and has unit mass:

ρ(g) :=
∑
x∈X

g(x)ρ(x) =
∑
y∈Y

ψ(y) = 1,(2.4)

where g(x) :=
∑
y∈Y

g(x, y) ∀x ∈ X .

Here, ρ(g) denotes the ρ-integral of g.
If X and Y are infinite (or very large), linear programs constrained by (2.1)–(2.4)
cannot be solved directly.

In many important cases, it is possible to find a real-valued function w that fulfills
two properties:

(i) w is norm-like:
• it is non-negative,

(2.5) w(x) ≥ 0 ∀x ∈ X ,

• and it has finite sublevel sets,

(2.6) Xr := {x ∈ X : w(x) < r} ∀r ∈ Z+;

(ii) the ρ-integral of w fulfills a so-called moment bound :

(2.7) ρ(w) =
∑
x∈X

w(x)ρ(x) ≤ c,

where c is a constant. Bounds of this type can be obtained through various
analytical and numerical methods. For instance, the moment bounds for
the applications in this paper can be computed using either Foster-Lyapunov
criteria [15, 35, 34, 27, 30] or mathematical programming approaches, i.e. by
solving linear or semidefinite programs [24, 19, 27, 45, 29, 44, 8, 9, 14].
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When such a function w and constant c are found, the solutions ρ belong to a set
constrained by linear equalities and inequalities:

(2.8) L :=

ρ ∈ `1 :

ρH(x) = φ(x) ∀x ∈ X ,
ρ(g) = 1,
ρ(w) ≤ c,
ρ(x) ≥ 0 ∀x ∈ X .

 .

Our aim is to solve linear programs whose feasible set is L. Specifically, our problems
of interest can be stated as follows.

Problem 2.1 (CILPs over measures satisfying moment bounds). We wish to
optimise the ρ-integral of a given real-valued function f : X → R over the set of
measures L, i.e. to compute the optimal values lf , uf in

lf := inf{ρ(f) : ρ ∈ L},(2.9)

uf := sup{ρ(f) : ρ ∈ L}.(2.10)

Should they exist, we are also interested in finding optimal points ρ∗, ρ
∗ ∈ L achieving

the optimal values:
ρ∗(f) = lf and ρ∗(f) = uf ,

as well as the minimal point ρm ∈ L (should it exist): the unique feasible point that
is element-wise no greater than all feasible points,

(2.11) ρm(x) ≤ ρ(x) ∀x ∈ X , ∀ρ ∈ L.

Here we study approximations of the CILPs (2.9)–(2.10) under the following gen-
eral assumption.

Assumption 2.2. Consider a CILP over the set L (2.8) defined by the real ma-
trices H := (h(x′, x))x′,x∈X and G := (g(x, y))x∈X ,y∈Y , and the measure φ ∈ `1. We
assume that we have available a norm-like function w : X → [0,∞) such that:

(i) H is Metzler: h(x′, x) ≥ 0, ∀x′ 6= x ∈ X .
(ii) G is nonnegative: g(x, y) ≥ 0, ∀x ∈ X , ∀y ∈ Y.

(iii) There exist known positive constants a1, a2, . . . such that

(2.12) sup
x 6∈Xr

g(x)

w(x)
≤ ar ∀r ∈ Z+, lim

r→∞
ar = 0,

where g(x) is x-row sum (2.4) of G and Xr is the r-sublevel set (2.7) of w.
(iv) For each x ∈ X , at least one of the following three conditions is fulfilled:

either w(x) > 0; or g(x) > 0; or there exists x1, . . . , xl ∈ X such that
h(x, x1)h(x1, x2) . . . h(xl−1, xl) > 0 and g(xl) > 0.

(v) The support of each of the columns of H is finite:

supp (h(·, x)) := {x′ ∈ X : h(x′, x) 6= 0} is finite, ∀x ∈ X .

(vi) L is non-empty.

Assumptions (i, ii) ensure that ρH(x) and ρG(y) are absolutely convergent or +∞
for any non-negative ρ ∈ `1. Assumption (iii) allows us to control the feasible points
outside of the sublevel sets of w and is key in deriving our finite-dimensional ap-
proximating LPs. Assumption (iv) guarantees that the entries ρ(x) are bounded—a
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requirement for the proofs of Sections 3–4. The particular statement of Assump-
tion (iv) is motivated by the applications in Section 2.2 for which it is natural, (e.g.
for the exit problem it asks that the chain may leave the domain from every state x for
which w(x) = 0). Assumption (v) is trivially satisfied in many applications [46, 12, 13]
(for Markov chains, it requires that each state is reachable in a single jump from at
most a finite number of states), and simplifies the derivation of some of our results.
It can, however, be circumvented by increasing the size of the approximating LPs
(see Appendix C). Lastly, Assumption (vi) ensures that the CILPs (2.9)–(2.10) are
non-trivial.

For a broad class of functions f , the CILPs (2.9)–(2.10) are guaranteed to be well-
posed and solvable, i.e. their optimal values are finite and their optimal points exist.

Theorem 2.3 (The CILPs are solvable). Suppose that Assumption 2.2 is sat-
isfied and assume that f belongs to the set W of real-valued functions on X that
eventually grow strictly slower than the norm-like function w:

(2.13) W :=

{
f : lim

r→∞

(
sup
x 6∈Xr

|f(x)|
w(x)

)
= 0

}
.

Then, we have that:
(i) the sum ρ(f) is absolutely convergent, ∀ρ ∈ L,

(ii) the optimal value lf of (2.9) is finite,
(iii) there exists at least one optimal point ρ∗ ∈ L satisfying ρ∗(f) = lf .

Note that by replacing f by −f , the above holds identically for optimal value uf (2.10)
and corresponding optimal points ρ∗.

Proof. See Appendix A.

As explained in the following remark, Assumption 2.2 ensures that the feasible
sets of CILPs (2.9)–(2.10) are bounded subsets of an appropriate normed space, a fact
that underlies the results of this paper.

Remark 2.4 (The feasible set is contained in a bounded measure space). If N
denotes the null set {x ∈ X : w(x) = 0} of the norm-like function w, then

w̃(x) :=

{
1 x ∈ N

w(x) x 6∈ N ∀x ∈ X

defines the norm

||ρ||w̃ :=
∑
x∈X
|ρ(x)| w̃(x)

on the weighted space {ρ ∈ `1 : ||ρ||w̃ < ∞}. For any x in the null set N , As-
sumption 2.2(i, ii, iv) and the constraints ρH = φ and ρ(g) = 1 in (2.8) imply that
ρ(x) ≤ cx uniformly over ρ in L for some constant cx <∞. Because w is norm-like,
N is finite and it follows that cN :=

∑
x∈N cx < ∞. Consequently, the constraints

ρ(w) ≤ c and ρ ≥ 0 in (2.8) imply that the feasible set L lies inside the bounded
normed space (Bc+cN , ||·||w̃), where Bc+cN := {ρ ∈ `1 : ||ρ||w̃ ≤ c + cN }. Therefore
we say that (2.9)–(2.10) are CILPs over bounded measure spaces.

Notation. Throughout, we denote the set of positive integers {1, 2, 3, . . . } by
Z+ and we use the conventions sup ∅ = −∞ and inf ∅ = +∞. A countable set X has
cardinality |X | and power set 2X := {A : A ⊆ X}. We abuse notation by using ρ to
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denote both a measure on (X , 2X ) and its density (ρ(x) := ρ({x}) ∀x ∈ X ) so that

(2.14) ρ(A) =
∑
x∈A

ρ(x) ∀A ⊆ X .

Given the above, we identify the space of finite, signed measures on (X , 2X ) with `1.

2.2. Two motivating problems from Markov chain theory: stationary
distributions and exit problems. Our work is motivated by the analysis of Markov
processes on countably infinite state spaces (a.k.a. Markov chains, or chains for short).
Specifically, we are interested in computing the stationary distributions of a chain and
the exit distributions and occupation measures associated with its exit times. We now
show briefly how these two problems can be mapped to Problem 2.1 for both discrete-
time and continuous-time chains.

The discrete-time case. Let (Xn)n∈N denote a time-homogeneous discrete-
time Markov chain taking values in a countable state space S, with one-step matrix
P := (p(x, y))x,y∈S and initial distribution γ := (γ(x))x∈S :

p(x, y) = Pγ ({X1 = y}|{X0 = x}) , γ(x) = Pγ ({X0 = x}) , ∀x, y ∈ S,

where Pγ denotes the underlying probability measure (and the subscript emphasises
that the initial state is sampled from γ).

Stationary distributions. A probability measure π on S is a stationary distribu-
tion of the chain if sampling its initial state from π ensures that the chain remains
distributed according to π for all time:

Pπ ({Xn = x}) = π(x) ∀x ∈ S, n ∈ N.

As the following well-known corollary shows, the stationary distributions (satisfying
the moment bound) are the feasible points of a CILP of the type in Problem 2.1. The
optimal points are those maximising or minimising an average of interest over the set
of stationary distributions and the optimal value is said maximum or minimum.

Corollary 2.5 ([5, Theorem A.I.3.1]). The set of stationary distributions π
that satisfy the moment bound π(w) ≤ c is the set L (2.8) with

(2.15)

X := S, Y := S,
h(x′, x) := p(x′, x)− 1x′(x) ∀x′, x ∈ S,
φ(x) := 0 ∀x ∈ S,
g(x, y) := 1x(y) ∀x, y ∈ S,

where 1x′ denotes the indicator function of state x′.

Exit distribution and occupation measure. The exit time σ of the chain (Xn)n∈N
from a subset D ⊆ S (the domain) is the first time that the chain lies outside D:

σ := inf {n ∈ N : Xn 6∈ D},

with σ := ∞ if the chain never leaves D. Associated with the exit time, there is an
exit distribution µ and occupation measure ν:

µ(x) :=Pγ ({Xσ = x, σ <∞}) ∀x 6∈ D,

ν(x) :=Eγ

[
σ−1∑
m=0

1x(Xm)

]
∀x ∈ D,
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i.e. µ(x) denotes the probability that the chain exits D via state x, and ν(x) denotes
the expected number of visits that the chain makes to x before exiting D. The
occupation measure is the minimal point of a CILP of the type in Problem 2.1 and
the exit distribution is its image through an appropiately defined G:

Corollary 2.6 ([28, Theorem 11.7]). If σ <∞ almost surely (i.e. chain even-
tually leaves D with probability one), γ(D) = 1 (i.e. the chain starts inside D), and
the occupation measure ν satisfies a moment bound ν(w) ≤ c, then ν is the minimal
point (2.11) of the set L in (2.8) with

(2.16)

X := D, Y := Dc
h(x′, x) := p(x′, x)− 1x′(x) ∀x′, x ∈ D,
φ(x) := −γ(x) ∀x ∈ D,
g(x, y) := p(x, y) ∀x ∈ D, ∀y 6∈ D,

where Dc = S\D denotes the complement of D in S. Furthermore, the exit distribution
is given by µ = νG.

The continuous-time case. Let (Xt)t≥0 denote a minimal time-homogeneous
continuous-time Markov chain (e.g. see [28, Sections 26, 37]) taking values in a count-
able state space S with rate matrix Q := (q(x, y))x,y∈S and initial distribution
γ := (γ(x))x∈S :

q(x, y) = lim
t→0

Pγ ({Xt = y, t < T∞}|{X0 = x})
t

, γ(x) = Pγ ({X0 = x}) , ∀x, y ∈ S,

where T∞ denotes the explosion time of the chain and Pγ is the underlying probability
measure. We assume that Q is stable and conservative, i.e.

(2.17) − q(x, x) =
∑
y∈S
y 6=x

q(x, y) <∞ ∀x ∈ S.

Stationary distribution. A probability measure π on S is a stationary distribution
of the continuous-time chain if

Pπ ({Xt = x, t < T∞}) = π(x) ∀x ∈ S, t ≥ 0.

As for the discrete-time case, the stationary distributions satisfying the moment bound
are the feasible points of CILPs of the type in Problem 2.1:

Corollary 2.7 ([36, Theorem 1]). If Q is regular (i.e. Pγ ({T∞ =∞}) = 1 for
all probability distributions γ), the set of stationary distributions that satisfy the mo-
ment bound π(w) ≤ c is the set L in (2.8) with

(2.18)

X := S, Y := S,
h(x′, x) := q(x′, x) ∀x′, x ∈ S,
φ(x) := 0 ∀x ∈ S,
g(x, y) := 1x(y) ∀x, y ∈ S.

Exit distribution and occupation measure. The exit time τ of (Xt)t≥0 from a
domain D is the first time that the chain lies outside of D:

τ = inf{0 ≤ t < T∞ : Xt 6∈ D},



8 JUAN KUNTZ, PHILIPP THOMAS, GUY-BART STAN, AND MAURICIO BARAHONA

with τ :=∞ if the chain never leaves D. Associated with τ , there is an exit distribution
µ and occupation measure ν:

µ(x) :=Pγ ({Xτ = x, τ <∞}) ∀x 6∈ D,

ν(x) :=Eγ

[∫ min{τ,T∞}

0

1x(Xt)dt

]
∀x ∈ D,

which characterise where the chain exits the domain (µ), and where inside the domain
the chain spends its time until it exits (ν). Similarly as in the discrete-time case, the
occupation measure is the minimal point of a CILP of the type in Problem 2.1 and
the exit distribution is its image through an appropriately defined G:

Corollary 2.8 ([28, Theorem 36.11]). If τ <∞ almost surely, γ(D) = 1, and
ν(w) ≤ c, the occupation measure is the minimal point (2.11) of the set L in (2.8)
with

(2.19)

X := D, Y := Dc,
h(x′, x) := q(x′, x) ∀x′, x ∈ D,
φ(x) := −γ(x) ∀x ∈ D,
g(x, y) := q(x, y) ∀x ∈ D, ∀y 6∈ D,

Furthermore, the exit distribution is given by µ = νG.

3. Bounding the optimal values and approximating the optimal points
of the CILP. Consider Problem 2.1 under Assumption 2.2. To derive finite-dimensional
approximations of CILPs (2.9)–(2.10), we start by truncating the set X using the sub-
level sets Xr in (2.6) of the norm-like function w. We then define the restriction ρ|r
to Xr of each feasible point ρ in L,

(3.1) ρ|r(x) :=

{
ρ(x) if x ∈ Xr
0 if x 6∈ Xr

∀x ∈ X ,

and the following set of measures ρr:

(3.2) Lr :=

ρ
r ∈ `1 :

ρrH(x) = φ(x) ∀x ∈ Er,
1− car ≤ ρr(g) ≤ 1,
ρr(w) ≤ c,
ρr(x) ≥ 0 ∀x ∈ X ,
ρr(X cr ) = 0.

 ∀r ∈ Z+.

Here X cr = X\Xr denotes the complement of Xr in X ; the positive constant ar is as
in (2.12); c denotes the moment bound constant in (2.7); and

(3.3) Er := {x ∈ Xr : h(x′, x) = 0 ∀x′ 6∈ Xr}.

The set Lr is an outer approximation of L in the sense that the restriction of every
feasible point in L belongs to Lr.

Lemma 3.1 (The outer approximation property of Lr). Suppose that Assump-
tion 2.2 is satisfied. For any r in Z+, Lr is an outer approximation of L:

ρ|r ∈ Lr ∀ρ ∈ L.
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Proof. Let ρ be any feasible point in L and ρ|r be its restriction (3.1) to Xr. If x
belongs to Er, ρH(x) = φ(x) only involves entries ρ(x′) indexed by x′ in Xr, and so

(3.4) ρ|rH(x) = ρH(x) = φ(x) ∀x ∈ Er.

Because w is a non-negative function, it follows from the definition (2.8) that

(3.5) ρ|r(w) ≤ ρ(w) ≤ c, ρ|r(x) ≥ 0 ∀x ∈ X .

Next, consider the following generalisation of Markov’s inequality: for any nonnegative
function f on X ,

∑
x 6∈Xr

f(x)ρ(x) ≤

(
sup
x 6∈Xr

f(x)

w(x)

) ∑
x 6∈Xr

w(x)ρ(x) ≤

(
sup
x 6∈Xr

f(x)

w(x)

)
ρ(w)(3.6)

≤ c

(
sup
x6∈Xr

f(x)

w(x)

)
.

Setting f to be the row-sum function g in (2.4), we find that

(3.7) 1− car ≤ 1− c

(
sup
x 6∈Xr

g(x)

w(x)

)
≤ 1−

∑
x 6∈Xr

g(x)ρ(x) = ρ|r(g) ≤ ρ(g) = 1,

where the first inequality follows from Assumption 2.2(iii), the second from (3.6),
and the remainder from ρ(g) = 1 in (2.8). Combining (3.4)–(3.7), we have that ρ|r
belongs to Lr.

The outer approximation property of Lr has an important consequence: the op-
timal values of the CILPs (2.9)–(2.10) can be bounded by optimising over Lr, i.e. by
solving the finite-dimensional LPs

lrf := inf{ρr(f) : ρr ∈ Lr},(3.8)

urf := sup{ρr(f) : ρr ∈ Lr}.(3.9)

Note that these LPs are solvable because they entail optimising a linear function over
a compact subset of R|Xr|. Lemma 3.1 then yields the following bounds:

Corollary 3.2 (Bounding the optimal values). Suppose that Assumption 2.2
is satisfied and let f be any function in W. If lf and uf are the optimal values of the
CILPs (2.9)–(2.10) and lrf and urf are those of (3.8)–(3.9), then we have that
(3.10)

lrf − c

(
sup
x 6∈Xr

|f(x)|
w(x)

)
≤ lf ≤ ρ(f) ≤ uf ≤ urf + c

(
sup
x 6∈Xr

|f(x)|
w(x)

)
, ∀ρ ∈ L, r ∈ Z+.

Under the following additional assumptions, the bounds (3.10) can be sharpened:

If f(x) ≥ 0, ∀x 6∈ Xr, then lrf ≤ lf ≤ ρ(f) ∀ρ ∈ L, r ∈ Z+.(3.11)

If f(x) ≤ 0, ∀x 6∈ Xr, then ρ(f) ≤ uf ≤ urf ∀ρ ∈ L, r ∈ Z+.(3.12)

Proof. From Lemma 3.1 and the definitions (3.8)–(3.9), we have

lrf ≤ ρ|r(f) ≤ urf ⇒ lrf +
∑
x 6∈Xr

f(x)ρ(x) ≤ ρ(f) ≤ urf +
∑
x 6∈Xr

f(x)ρ(x),(3.13)
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for every feasible point ρ in L. The inequalities (3.11)–(3.12) follow immediately
because all ρ in L are non-negative. For (3.10), replace f with |f | in (3.6) to obtain∣∣∣∣∣∣

∑
x 6∈Xr

f(x)ρ(x)

∣∣∣∣∣∣ ≤
∑
x 6∈Xr

|f(x)| ρ(x) ≤ c

(
sup
x 6∈Xr

|f(x)|
w(x)

)
.(3.14)

Our definition (2.6) implies that the truncations Xr form an increasing sequence that
approaches the entire index set X as r tends to ∞:

X1 ⊆ X2 ⊆ . . . ⊆ Xr ⊆ Xr+1 ⊆ . . . and

∞⋃
r=1

Xr = X .

In the following, we show that the associated outer approximations Lr converge to L,
and that the sequences of lower bounds (lrf )r∈Z+

and upper bounds (urf )r∈Z+
obtained

by solving (3.8)–(3.9) for increasing truncations converge to the optimal values lf and
uf , respectively. The notions of convergence we consider here are as follows:

Definition 3.3 (Convergence in weak∗). With W as in (2.13) for any given
non-negative w, we say that a sequence (ρr)r∈Z+ ⊆ `1 converges to a point ρ ∈ `1 in
weak∗ as r →∞ if and only if

(3.15) lim
r→∞

ρr(f) = ρ(f) ∀f ∈ W.

Remark 3.4 (Convergence in weak∗ implies convergence in total variation). If
w is norm-like, weak∗ convergence of a sequence (ρr)r∈Z+

⊆ `1 to ρ ∈ `1 implies
convergence in total variation:

lim
r→∞

||ρ− ρr|| = 0,

where ||·|| denotes the total variation norm:

(3.16) ||ρ− ρr|| := sup
A⊆X

|ρ(A)− ρr(A)| .

See Appendix B for details.

The following theorem formalises the manner in which the outer approximations
Lr converge to the set L as r tends to infinity.

Theorem 3.5 (The outer approximations Lr converge to L). Suppose that
Assumption 2.2 is satisfied. The weak∗ accumulation points of any given sequence
(ρr ∈ Lr)r∈Z+ belong to L, and every subsequence of (ρr)r∈Z+ has a weak∗ convergent
subsequence.

Proof. This proof is similar to that of the weak∗ sequential compactness of L
in Appendix A.1, hence we only sketch it here. A diagonal argument as in Ap-
pendix A.1(a) shows that every subsequence of (ρr)r∈Z+

has a pointwise convergent
subsequence. Applying Fatou’s lemma as in Appendix A.1(b), we have that the point-
wise accumulation points ρ∞ of (ρr)r∈Z+ are non-negative and satisfy ρ∞(w) ≤ c.
Applying the generalisation (3.6) of Markov’s inequality as in Appendix A.1(c) shows
that (ρr)r∈Z+

has a weak∗ convergent subsequence. Assumption 2.2(ii, iii, v) implies
that g and x′ 7→ h(x′, x) belong to W and

E1 ⊆ E2 ⊆ . . . , lim
r→∞

Er =

∞⋃
r=1

Er = X ,

whence it follows that the weak∗ accumulation points of (ρr)r∈Z+
belong to L.
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Theorem 3.5 has the important consequence that, for sufficiently large r, the
optimal values and points of the finite-dimensional LPs (3.8)–(3.9) are close to those
of the infinite-dimensional LPs (2.9)–(2.10).

Corollary 3.6 (The optimal values and points converge). Suppose that As-
sumption 2.2 is satisfied and f belongs to W.

(i) (The optimal values) The sequence (lrf )r∈Z+
of optimal values of (3.8) con-

verges to the optimal value lf of (2.9):

lim
r→∞

lrf = lf .

(ii) (The optimal points) All weak∗ accumulation points of any sequence (ρr∗ ∈
Lr)r∈Z+

of optimal points of (3.8) belong to the set of optimal points of (2.9)

Ol := {ρ∗ ∈ L : ρ∗(f) = lf},

and every subsequence of (ρr∗)r∈Z+
has a weak∗ convergent subsequence. In

particular, if (2.9) has a unique optimal point ρ∗ (i.e. Ol = {ρ∗}), then
(ρr∗)r∈Z+ converges in weak∗ to ρ∗.

(iii) (The unique feasible point case) If (2.9) has a unique feasible point ρ (i.e. L =
{ρ}), then any sequence (ρr ∈ Lr)r∈Z+

of feasible points of (3.8) converges
in weak∗ to ρ.

Proof. (i, ii) Let ρ∞ be a weak∗ accumulation point of (ρr∗)r∈Z+
. Given Theo-

rem 3.5, all we need to show is that all ρ∞ ∈ Ol. Pick any subsequence (ρrk)k∈Z+

converging to ρ∞ in weak∗. Theorem 3.5 implies that ρ∞ belongs to L, and so
ρ∞(f) ≥ lf . On the other hand, f belongs to W and (3.10) implies that

ρ∞(f) = lim
k→∞

lrkf = lim
k→∞

lrkf − lim
k→∞

c

(
sup
x6∈Xrk

|f(x)|
w(x)

)

= lim
k→∞

(
lrkf − c

(
sup
x 6∈Xrk

|f(x)|
w(x)

))
≤ lf .

Hence, ρ∞(f) = lf and ρ∞ ∈ Ol for any given accumulation point ρ∞ of (ρr∗)r∈Z+
.

(iii) follows immediately from (ii) by setting f := 0.

Remark 3.7. Replacing f by −f , Corollary 3.6 holds identically for the optimal
values (uf and urf ) and optimal points (ρ∗ and ρ∗r) of (2.10) and (3.9).

In some applications, including those discussed in Section 6, the images ψ = ρG (2.3)
of the feasible points ρ ∈ L are of interest. To approximate these, we use the images
ψr = ρrG of the feasible points of Lr:

Proposition 3.8 (Convergence of the images of the optimal points). Suppose
that Assumption 2.2 is satisfied. If the sequence of points (ρr ∈ Lr)r∈Z+

converges
in weak∗ to ρ ∈ L, then the sequence of images (ψr = ρrG)r∈Z+ converges in total
variation to ψ = ρG, i.e.

(3.17) lim
r→∞

||ψr − ψ|| = 0.

where the norm is defined in (3.16)
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Proof. From the definition (3.16), we have ∀r, r′ ∈ Z+ that

||ψr − ψ|| ≤
∑
y∈Y
|ψr(y)− ψ(y)| ≤

∑
x∈Xr′

|ρr(x)− ρ(x)| g(x) +
∑
x6∈Xr′

(ρr(x) + ρ(x))g(x).

Due to Assumption 2.2(iii), the rest of the proof is analogous to part (c) in the proof
of the weak∗ sequential compactness of L, see Appendix A.1.

In the case of a unique feasible point ρ in L, Corollary 3.6(iii) and Proposition 3.8
show that any sequence of feasible points (ρr ∈ Lr)r∈Z+

of the approximating LPs
converges to ρ, and that the images (ψr = ρrG)r∈Z+

converge to the image ψ = ρG.
Yet ρr and ψr are uncontrolled approximations of ρ and ψ in the sense that there is
no known practical way to compute or bound their errors. To remedy this, we show
in the following section how to repeatedly apply the results of this section to obtain
collections of element-wise lower bounds on ρ and ψ with easily quantifiable errors.

4. Approximating the minimal point of the CILP. The setup here is iden-
tical to that of Section 3, only with the additional assumption that L has a minimal
point (i.e. a feasible point ρm satisfying (2.11)). We now focus on approximating ρm
and its image ψm := ρmG. Given a truncation Xr, let

(4.1) lr(x) :=

{
lrx if x ∈ Xr
0 if x 6∈ Xr

∀x ∈ X , r ∈ Z+,

where lrx is as in (3.8) with f being the indicator function 1x of the state x.

Theorem 4.1 (Approximation of the minimal point with computable error bounds).
Suppose that Assumption 2.2 is satisfied and that L has a minimal point ρm. Let the

approximation lr = (lr(x))x∈X be as in (4.1). Then, the following hold:
(i) The approximation error has an easy-to-compute bound:

(4.2) ||ρm − lr|| ≤ urXr
+
c

r
− lr(Xr) =: Γr ∀r ∈ Z+,

where urXr
is as in (3.9) with f being the indicator function 1Xr of the trun-

cation Xr.
(ii) The approximation lr converges to ρm in weak∗ as r →∞.

(iii) In the case of a unique feasible point ρ, the error bound Γr converges to zero:

lim
r→∞

Γr = 0.

Proof. (i) From Corollary 3.2, it follows that lr bounds ρm from below,

(4.3) lr(x) ≤ ρm(x) ∀x ∈ X , r ∈ Z+.

Hence, ρm − lr is an unsigned measure. The total variation norm of an unsigned
measure is its mass, hence (4.2) follows immediately by setting f := 1Xr

in (3.10).
(ii) Note that Corollary 3.6(i) shows that lr converges pointwise to ρm:

(4.4) lim
r→∞

lr(x) = ρm(x) ∀x ∈ X .

Using Fatou’s Lemma and (4.3)–(4.4) we have

(4.5) l(w) ≤ lim
r→∞

lr(w) ≤ lim
r→∞

ρm(w) ≤ ρm(w) ≤ c.
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Pick any f in W, fix r, n in Z+, and note that

(4.6) |ρm(f)− lr(f)| ≤
∑
x∈Xn

(ρm(x)− lr(x)) |f(x)|+
∑
x6∈Xn

(ρm(x) + lr(x)) |f(x)| .

Given (4.4)–(4.6), the rest of the proof is analogous to part (c) in the proof of the
weak∗ sequential compactness of L, see Appendix A.1.

(iii) This follows immediately from (i) and Corollary 3.6.

Remark 4.2. The analogous measure ur, composed of upper bounds urx obtained
from (3.9) with f := 1x, is also an approximation on the feasible points of L, and is
also accompanied by an error bound. Although Corollary 3.6 and Remark 3.7 show that
ur converges pointwise, no weak∗ convergence can be recovered, see [27] for details.

To approximate the image ψm := ρmG of the minimal point, we define:

(4.7) lrψ(y) :=

{
lrgy if y ∈ Yr
0 if y 6∈ Yr

∀y ∈ Y,

where lrgy is as in (3.8) with f(·) = gy(·) := g(·, y), and Yr belongs to any increasing
sequence of finite subsets that approach Y:

Y1 ⊆ Y2 ⊆ . . . ⊆ Yr ⊆ Yr+1 ⊆ . . . and

∞⋃
r=1

Yr = Y.

Corollary 4.3 (Controlled approximation of the image of the minimal point).
Suppose that Assumption 2.2 is satisfied and L has a minimal point ρm with image
ψm = ρmG, and let lrψ = (lrψ(y))y∈Y be the approximation in (4.7). We have that:

(i) The approximation error is given by∣∣∣∣ψm − lrψ∣∣∣∣ = 1− lrψ(Yr).

(ii) The lower bounds lrψ converge in total variation to ψm:

lim
r→∞

∣∣∣∣ψm − lrψ∣∣∣∣ = 0.

Proof. (i) Since G is non-negative, Corollary 3.2 implies that

(4.8) lrψ(y) ≤ ψm(y) ∀y ∈ Y, r ∈ Z+.

Hence, ψm − lrψ is an unsigned measure and its total variation norm is its mass.
(ii) Because G is non-negative, it is easy to see that

ρG(y) ≥ ρmG(y) = ψm(y) ∀ρ ∈ L, y ∈ Y,

which implies that

lgy := inf
ρ∈L

∑
x∈S

ρ(x)g(x, y) ≥ ψm(y) ∀y ∈ Y.

On the other hand, ψm(y) = ρmG(y) and ρm belongs to L. Hence,

lgy = ψm(y) ∀y ∈ Y.
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Choose any ε > 0. Because ψm is a probability distribution and Yr approaches Y as
r →∞, there exists an r′ ∈ Z+ such that ψm(Ycr′) ≤ ε/2. From (4.8), we have that∣∣∣∣ψm − lrψ∣∣∣∣ ≤ ∑

y∈Yr′

(ψm(y)− lrψ(y)) + 2ψm(Ycr′) ≤
∑
y∈Yr′

(lgy − lrgy ) +
ε

2
.(4.9)

Because Yr′ is finite and, for each y in Y, the function x 7→ g(x, y) belongs to W (As-
sumption 2.2(ii, iii)), Corollary 3.6(i) implies that there exists an R in Z+ such that∑

y∈Yr′

(lgy − lrgy ) ≤ ε

2
∀r ≥ R.

Combining the above with (4.9), we have that∣∣∣∣ψm − lrψ∣∣∣∣ ≤ ε ∀r ≥ R.

Because ε is arbitrary, the result follows.

5. Approximation schemes. The results in Sections 3 and 4 can be used to es-
tablish computational procedures to approximate CILPs using finite-dimensional LPs.

Approximation Scheme A. The results in Section 3 establish a procedure
to approximate CILPs (2.9)–(2.10) by solving the finite-dimensional LPs (3.8)–(3.9)
defined over outer approximations Lr associated with truncations Xr. These finite-
dimensional LPs have |Xr| decision variables, |Er| ≤ |Xr| equality constraints, and
|Xr|+ 3 inequality constraints. We refer to this general approach as Scheme A, which
can be used for different purposes:

• In general, the computed bounds provide converging approximations to the
optimal values of the CILP, as shown by Corollary 3.6(i). Specifically, con-
sider the upper and lower bounds in (3.10):

(5.1) l̃rf := lrf − c

(
sup
x 6∈Xr

|f(x)|
w(x)

)
, ũrf := urf + c

(
sup
x 6∈Xr

|f(x)|
w(x)

)
, ∀r ∈ Z+.

The gap

(5.2) γr := ũrf − l̃rf = urf − lrf + 2c

(
sup
x 6∈Xr

|f(x)|
w(x)

)
∀r ∈ Z+,

bounds the approximation errors:∣∣uf − ũrf ∣∣ ≤ γr and
∣∣∣lf − l̃rf ∣∣∣ ≤ γr ∀r ∈ Z+.(5.3)

• In other applications, the optimal points ρ∗ and ρ∗ are of interest. As shown
in Corollary 3.6(ii), the optimal points ρr∗ and ρr∗ of the LPs (3.8)–(3.9)
converge to the set of optimal points ρ∗ and ρ∗ of the CILP (2.9)–(2.10),
respectively.
If the optimal point ρ∗ is unique, then solving the LP (3.8) yields conver-
gent approximations ρr∗ of ρ∗ (Corollary 3.6(ii)), yet with no easy-to-compute
quantification of the error. If ρ∗ is unique, the same applies to ρr∗ from (3.9).

In the case of a unique feasible point (L = {ρ}), our results strenghten considerably:
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• Using the mid-point of l̃rf and ũrf to approximate the integral ρ(f), we find
that the error is bounded above by∣∣∣∣∣ρ(f)−

ũrf + l̃rf
2

∣∣∣∣∣ ≤ γr
2
∀r ∈ Z+,(5.4)

which itself converges to zero:

lim
r→∞

γr = 0, if f ∈ W.

Therefore any desired tolerance can be verified by computing bounds from
truncations with large enough r. From the definition (5.2), note that

γr ≥ 2c

(
sup
x 6∈Xr

|f(x)|
w(x)

)
∀r ∈ Z+.

Hence, the truncation parameter r should be chosen large enough that

sup
x6∈Xr

|f(x)|
w(x)

≤ ε

c
,

where ε denotes the desired error tolerance.
• If the feasible point ρ (or its image ψ = ρG) is of interest, any feasible

point ρr of Lr (or its image ψr = ρrG) provides a convergent approximations
to ρ (or to ψ), for large enough r. However, there is no easy-to-compute
quantification of the error of the approximation for ρ (or ψ). To remedy this,
we introduce Scheme B, which yields converging approximations of ρ (and ψ)
with easy-to-compute error bounds.

Approximation Scheme B. We refer to Scheme B as the process of repeatedly
applying Scheme A to compute |Xr| pointwise lower bounds lrx (or |Yr| lower bounds
lrgy ) in order to construct an approximation of the minimal point (or its image) with
controlled error given by Theorem 4.1 (or Corollary 4.3).

6. Motivating problems revisited. Schemes A and B are applicable to the
motivating problems in Section 2.2. They yield controlled approximations of: (i)
the stationary distributions of a chain, and (ii) the exit distributions and occupation
measures associated with exit times of the chain. First, note that Assumption 2.2(i, ii)
is satisfied automatically because both one-step matrices P of discrete-time chains and
rate matrices Q of continuous-time ones are Metzler.

Stationary distributions. Let H and G be as in (2.15) for the discrete-time
case or (2.18) for the continuous-time one, and suppose that every stationary distri-
bution π satisfies the moment bound π(w) ≤ c. Because G is the identity matrix,
Assumption 2.2(iii, iv) is trivially satisfied with ar := r−1.

In the case of a unique stationary distribution π, Corollary 3.6(iii) yields con-
verging approximations ρr of π. Furthermore, Corollary 4.3 yields converging approx-
imations lrψ of π with computable error bounds.

In the non-unique case, there exist several ergodic distributions πi, each with
support on a disjoint subset of the state space called a closed communicating class Ci.
Because the set of stationary distributions equals that of all convex combinations of
the ergodic distributions [28, Theorems 17.10, 43.19], Corollary 3.6(ii) and Remark 3.7



16 JUAN KUNTZ, PHILIPP THOMAS, GUY-BART STAN, AND MAURICIO BARAHONA

show that the optimal points ρ∗r of (3.9) (with f := 1x for any state x inside the class
Ci) form converging approximations of πi.

The schemes developed here are applied extensively to compute the stationary
distributions of continuous-time chains in [29].

Exit distributions and occupation measures. Let H and G be as in (2.16)
for the discrete-time case or (2.19) in the continuous-time case. For discrete-time
chains, Assumption 2.2(iii) holds with ar := r−1 because one-step matrices P are row
stochastic. For continuous-time chains, choosing w(x) := (−q(x, x))d for d > 1 means
that (2.12) holds with ar = r1−d. Corollary 3.6(ii) (with f := 1) and Proposition 3.8
yield converging approximations ρr∗ and ψr∗ of the occupation measure ν and exit
distribution µ, respectively. If error bounds are important, then Theorem 4.1 and
Corollary 4.3 yield the approximations lr and lrψ accompanied by such bounds.

For the exit problem, Assumption 2.2(iv) is a very mild restriction: it requires
that the chain must be able to leave the domain (in one or more jumps) from every
state x for which w(x) = 0. If the exit time is almost surely finite, states from which
the chain cannot leave the domain are irrelevant, as the chain has zero probability of
visiting them.

7. Concluding remarks. In this paper, we present results on the approxima-
tion of countably infinite linear programs defined over bounded measure spaces. The
approximations are linear programs defined over finite-dimensional subspaces of the
original infinite-dimensional space (i.e. we go from `1 to its subspace {ρ ∈ `1 : ρ(x) =
0, ∀x 6∈ Xr}), and are accompanied by bounds on the approximation error incurred.
The convergence properties of our approximations ensure that any desired error tol-
erance may be achieved by picking a large enough truncation Xr.

We presented two approaches. Scheme A yields error-controlled approximations
of the optimal values and uncontrolled approximations of the optimal points and their
images. Scheme B yields error-controlled approximations of the minimal point (should
it exist) and its image. The error control of Scheme B comes at a computational
price: it entails solving a potentially large number of LPs, instead of one or two
as in Scheme A. Yet, because each point-wise bound is calculated independently,
it is straightforward to parallelise their computation and mitigate this additional
computational cost.

In related work, Hernández-Lerma and Lasserre [21, 22, 23, 24] introduced a series
of numerical schemes to approximate infinite-dimensional linear programs with finite-
dimensional ones. Within their setting and notation, our approximation consists of:
(i) aggregating the constraints {ρH(x) = φ(x), ∀x ∈ X} into {ρH(x) = φ(x), ∀x ∈
Xr}; and (ii) relaxing the constraint ρ(g) = 1 to 1 − car ≤ ρ(g) ≤ 1. Our proof of
Theorem 3.5 follows analogous ideas to those behind the convergence proofs in [21,
22, 23, 24], although we require less technical machinery due to our countable setting.

A notable difference of our work is that Hernández-Lerma and Lasserre’s ap-
proach does not require a known moment bound; however, they assume finiteness of
the optimal value, which must be verified in practice using the same type of tools
(e.g. Foster-Lyapunov criteria) used to obtain moment bounds. To obtain weak∗

convergence without an explicit moment bound, Hernández-Lerma and Lasserre fix
the objective of their LPs to minimising the integral of a norm-like function. This
tacitly guarantees that the optimal points of their approximating LPs satisfy a mo-
ment bound. Instead, we directly append a moment bound as a constraint to the
LP, thus retaining the ability to choose the objective at will without sacrificing the
convergence guarantee. By choosing the objective carefully, we are then able to con-
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struct approximations with easy-to-compute errors—something that is not possible
with the approach in Refs. [21, 22, 23, 24]. The development of numerical methodolo-
gies [32, 31, 38, 20, 33, 49, 37, 1] that facilitate the computation of moment bounds in
the two decades since the original work of Hernández-Lerma and Lasserre has made it
possible to include such refinements in optimisation frameworks, and has encouraged
us to develop the schemes presented in this paper.

The other main difference with the work of Hernández-Lerma and Lasserre is that
our results are focused on countable index sets X , whereas the applications in [21,
22, 23, 24] involve uncountable ones. To obtain finite-dimensional LPs, Hernández-
Lerma and Lasserre discretise the index set using a dense countable subset of the space
that contains the measures they wish to approximate. As a result of this discretisa-
tion, the restrictions of the desired measure are not necessarily feasible points of the
finite-dimensional LPs. Hence the schemes in [21, 22, 23, 24] yield only converging
approximations instead of converging bounds. For a more detailed comparison, see
[27, Section 5.5].

Finally, we remark that although we focused here on a particular type of LPs
motivated by the problems discussed in Section 2.2, variations of our approximation
schemes can be applied to other CILPs. The critical ingredients required to guarantee
convergence of Schemes A and B are: a moment bound, and boundedness of the entries
of the feasible points ρ. In particular, any constraint of the form ρ(f) = α or ρ(f) ≤ α
with f in W may be added to, or removed from, the definition of the feasible set L.
The techniques of Section 3 carry over if the constraints involve functions f that are
are non-negative or have finite supports. Otherwise, the techniques of Appendix C
apply.
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Appendix A. Proof of Theorem 2.3. First, we show that ρ(f) is absolutely
convergent for any ρ in L. Replacing f by |f | in (3.6) we find that

ρ(|f |) =
∑
x∈X1

|f(x)| ρ(x) +
∑
x6∈X1

|f(x)| ρ(x)(A.1)

≤
∑
x∈X1

|f(x)| ρ(x) + c

(
sup
x 6∈X1

|f(x)|
w(x)

)
<∞

where the right-most inequality follows from finiteness of X1 and our assumption that
f belongs in W.

Next, we show that (2.9) is solvable (i.e. Theorem 2.3(ii, iii)). To do so, we
prove in Appendix A.1 that the set L is weak∗ sequentially compact in the sense that
every sequence of points (ρr)r∈Z+

contained in L has a subsequence (ρrk)r∈Z+
that

converges in weak∗ (c.f. Definition 3.3) to a limit ρ∞ belonging to L. We can then
set (ρr)r∈Z+ to be any sequence of feasible points of (2.9) satisfying

lim
r→∞

ρr(f) = lf .

Because L is weak∗ sequentially compact and f belongs to W, we can find a subse-
quence (ρrk)r∈Z+ of (ρr)r∈Z+ with a limit ρ∞ belonging to L that satisfies

ρ∞(f) = lim
k→∞

ρrk(f) = lf .

Setting ρ∗ := ρ∞ and replacing ρ in (A.1) with ρ∗ then shows that (2.9) is solvable.

A.1. L is weak∗ sequentially compact. The argument consists of four steps:
(a) Using a standard diagonal argument to find a pointwise convergent subse-

quence (ρrk)k∈Z+
of (ρr)r∈Z+
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(b) Using ρr(w) ≤ c for all r ∈ Z+ and Fatou’s lemma to show that the limit ρ∞

of (ρrk)k∈Z+
is non-negative (ρ∞(x) ≥ 0 ∀x ∈ X ) and satisfies ρ∞(w) ≤ c.

(c) Using (a,b) and show that (ρrk)k∈Z+
converges in weak∗ to ρ∞.

(d) Using (c) to show that ρ∞ belongs to L.

Let’s begin:

(a) Enumerate the elements of X as x1, x2, . . . Assumption 2.2(i, ii, iv) and the
constraints ρH = φ, ρ(g) = 1, and ρ(w) ≤ c in (2.8) imply that the sequence
(ρr(x1))r∈Z+

is contained in a bounded interval. For this reason, the Bolzano-
Weierstrass Theorem tells us that (ρr(x1))r∈Z+

has a converging subsequence
(ρrk1 (x1))k1∈Z+

. Repeating the same argument for x2 and (ρrk1 )k1∈Z+
, we

obtain a convergent subsequence (ρrk2 (x2))k2∈Z+
of (ρrk1 (x2))k1∈Z+

, and so
on. Setting

ρrk := ρrkk ∀k ∈ Z+,

we obtain the desired pointwise convergent subsequence.
(b) Given (a), this follows directly from Fatou’s lemma.
(c) For any f in W and r′ in Z+,

|ρrk(f)− ρ∞(f)|(A.2)

≤
∑
x∈Xr′

|ρrk(x)− ρ∞(x)| |f(x)|+
∑
x 6∈Xr′

(ρrk(x) + ρ∞(x)) |f(x)| .

The generalisation (3.6) of Markov’s inequality (with |f | replacing f) and the
moment bounds ρ∞(w) ≤ c and ρrk(w) ≤ c tell us that

∑
x 6∈Xr′

(ρrk(x) + ρ∞(x)) |f(x)| ≤ 2c

(
sup
x 6∈Xr′

|f(x)|
w(x)

)
.

Fix ε > 0. Because f belongs to W, we can find an r′ in Z+ such that
supx 6∈Xr′

(|f(x)| /w(x)) ≤ ε
4c . It follows from the above that

(A.3)
∑
x6∈Xr′

(ρrk(x) + ρ∞(x)) |f(x)| ≤ ε

2
.

Because Xr′ is a finite set (w is norm-like), the pointwise convergence of ρrk

to ρ∞ implies that there exist a K such that

(A.4)
∑
x∈Xr′

|ρrk(x)− ρ∞(x)| |f(x)| ≤ ε

2
∀k ≥ K.

Combining (A.2)–(A.4) yields

|ρrk(f)− ρ∞(f)| ≤ ε ∀k ≥ K.

Because the ε was arbitrary, we have the desired limit:

lim
k→∞

ρrk(f) = ρ∞(f).

Since the above holds for every f ∈ W, we have that ρrk not only converges
pointwise to ρ but also in weak∗.
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(d) Assumption 2.2(ii, iii, v) implies that g and x′ 7→ h(x′, x) (for any x ∈ X )
belong to W. For this reason, the weak∗ convergence of the subsequence
implies that

ρ∞H(x) = lim
k→∞

ρrkH(x) = φ(x) ∀x ∈ X , ρ∞(g) = lim
k→∞

ρrk(g) = 1.

Because we already argued in (b) that ρ∞(x) ≥ 0 for all x in X and ρ∞(w) ≤
c, the above shows that that ρ∞ belongs to L.

Appendix B. Weak∗ convergence implies convergence in total variation.
The argument is as follows: given our identification (2.14) of `1 with the space of

finite signed measures on (X , 2X ), the total variation norm ||·|| on `1 is dominated by
(in fact, equivalent to) the `1-norm:

||ρ|| ≤
∑
x∈S
|ρ(x)| =: ||ρ||1 ∀ρ ∈ `1.

Because the dual of (`1, ||·||1) is isomorphic to the space of bounded functions on X ,
Schur’s Theorem tells us that a sequence (ρr)r∈Z+

⊆ `1 converges in the `1-norm to
ρ ∈ `1 if and only if (3.15) holds for all bounded functions f . Because the norm-like
assumption implies that all bounded functions belong to W, it follows that weak∗

convergence implies convergence in `1 and, consequently, in total variation.

Appendix C. Shedding Assumption 2.2(v). While Assumptions 2.2(i−−iv)
are very mild and widely satisfied in applications, Assumption 2.2(v) requiring that
every column of H has finitely many non-zero entries is more restrictive. Indeed, it
is not exceedingly rare for a discrete-time chain to possess one or more states that
are reachable from infinitely many other states in a single step, in which case the
one-step matrix P would violate Assumption 2.2(v). Although Assumption 2.2(v)
does simplify the content of this paper, it can be circumvented as follows.

The assumption is important for two reasons: (a) practically, it ensures that, for
each x in X , the equation

φ(x) = ρH(x) =
∑
x′∈X

ρ(x′)h(x′, x) =
∑

x′∈supp(h(·,x))

ρ(x′)h(x′, x)

involves only finitely many entries of ρ, a key fact in the implementation of our
schemes; and (b) theoretically, it ensures that, for each x in X , the function x′ 7→
h(x′, x) belongs toW in (2.13). For this reason, the weak∗ convergence of the approx-
imating sequences (ρr)r∈Z+

of Section 3 guarantees that their limit points ρ∞ satisfy
the equations ρH = φ, a fact necessary when showing that the limit points belonging
to L (see the proof of Theorem 3.5 for details).

This assumption can be avoided using the moment bound (2.7) at the expense of
doubling the number of decision variables in our finite-dimensional LPs. To do so, we
require a sequence b1, b2, . . . of known constants such that

(C.1) sup
x 6∈Xr

∑
z∈Xr

h(x, z)

w(x)
≤ br ∀r ∈ Z+, lim

r→∞
br = 0.

The above implies that x′ 7→ h(x′, x) belongs to W for each x ∈ X and we recover
(b). To recover finite-dimensional outer approximations of L of the sort in Section 3,
pick any index x in our truncation Xr and consider its associated equation:

(C.2) ρH(x) =
∑
x′∈Xr

ρ(x′)h(x′, x) + εr(x) = φ(x),
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where the measure εr is defined by

εr(x) :=

{ ∑
x′ 6∈Xr

ρ(x′)h(x′, x) if x ∈ Xr
0 if x 6∈ Xr

∀x ∈ X .

Because H is Metzler and any feasible point ρ of L is non-negative, we have that

(C.3) εr(x) ≥ 0 ∀x ∈ X .

Tonelli’s Theorem, the generalisation (3.6) of Markov’s inequality, and (C.1) imply

εr(Xr) =
∑
z∈Xr

εr(z) =
∑
x6∈Xr

ρ(x)

(∑
z∈Xr

h(x, z)

)
≤ br

∑
x6∈Xr

ρ(x)w(x)


≤ brρ(w) ≤ cbr, ∀ρ ∈ L.(C.4)

Putting (3.5), (3.7), and (C.2)–(C.4) together, we recover a finite dimensional outer
approximation of L: if ρ belongs to L, then the pair (ρ|r, εr) belongs to

L̃r :=

(ρr, εr) ∈ `1 × `1 :

ρrH(x) + εr(x) = φ(x), ∀x ∈ Xr,
1− car ≤ ρr(g) ≤ 1,
εr(Xr) ≤ cbr, ρr(w) ≤ c,
ρr(x) ≥ 0, εr(x) ≥ 0, ∀x ∈ X ,
ρr(X cr ) + εr(X cr ) = 0.

 .

For this reason, replacing Assumption 2.2(v) with ‘there exists a known sequence
(br)r∈Z+ such that (C.1) holds’, Lr with L̃r, and lrf , u

r
f in (3.8)–(3.9) with

l̃rf := inf{ρr(f) : (ρr, εr) ∈ L̃r}, ũrf := inf{ρr(f) : (ρr, εr) ∈ L̃r},

the results of Sections 3–4 hold identically. The only difference is that in contrast
with Lr in (3.2), L̃r involves 2|Xr| variables decision variables, |Xr| equalities, and
2|Xr|+ 4 inequalities.
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