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The article is dedicated to modern algorithm of pronominal anaphora resolution. Anaphora resolution should
be considered in a wider range of problems related with language ambiguity resolution, for instance: entity
recognition, reference analysis and in general case, of course, semantic analysis of natural language text. We
can render conclusion from stated above that anaphora resolution is possible only on semantic level of natural
language analysis. The main purpose of this work is development of semantic heuristics for finding the most
probable antecedent corresponding to anaphora with analysis of sentence context. The proposed algorithm
gives about 5% improvements in comparison to the standard Mitkov algorithm.
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PobGoTa mpucesueHa aHanizy anropuTMy po3B’si3aHHs 3aiMeHHHKOBOI aHadopu. Po3w’s3anns anadopu mae
OyTH pO3IIIAHYTO B paMKax LIMPOKOTO KoJia MpoOJjeM JIHTBICTUYHOI HEOJHO3HAYHOCTI, HANPHUKIALI:
pO3Mi3HaBaHHS CYTHOCTEH TEKCTY, aHaji3 MIOCUJIaHb Ta, B 3aralbHOMY BHUIIAJIKY, CEMAaHTUYHHUH aHaJIi3 TEKCTIB
HPUPOIHOIO MOBOIO. [3 3a3Ha4YeHOroO BHIE MOXKHA 3pOOMTH BHCHOBOK, IIO PO3B’A3aHHS aHA(OPH MOKINBE
JUIIe HAa CEMaHTUYHOMY piBHI aHalizy NpHUPOAHOT MOBH. [0lOBHOIO MeTOIO Ii€i poOoTH € Po3poldKa
CEeMaHTHYHOI EBPUCTHKM Ui TOMIYKYy HAHOLIbII IMOBIPHOTO aHTELleleHTa, IO BixmoBigae aHadopi, i3
3aCTOCYBAHHSM aHaJi3y KOHTEKCTY pEUYeHb. 3ampOIOHOBAHMH AJTOPUTM A€ IMOKpAIleHHS Onm3bko 5%
MOPIBHSTHO 31 CTAaHJAAPTHUM aITOPUTMOM MITKOBA.

Ki1ro4oBi cjioBa: 06poOka TEKCTIB MPUPOIHOIO MOBOIO, PO3B’si3aHHS aHA()OPH, CEMaHTHYHUHN aHAIi3.

PaGoTa mocBsiilieHa aHaMM3y aaropuTMa perIeHrs MEeCTOMMEHHOH aHadopbl. Perienne anadopsl JOMKHO OBITH
PacCMOTPEHO B paMKax IIMPOKOIo Kpyra MpooJieM JTMHIBUCTUYECKON HEOTHO3HAUHOCTH, HAIIPUMEp: Paclio3HaBaHUE
CYILHOCTEN TEKCTa, aHAJIU3 CChUIOK U, B OOLIEM CITydae, CEMAaHTUUECKUM aHaIU3 TEKCTOB Ha €CTECTBEHHOM SI3BIKE.
W3 yka3aHHOTO BBIILIE MOYKHO CJIENIaTh BBIBOJL, YTO PEIIEHUE aHa(POPbl BO3MOXKHO TOJIBKO HA CEMaHTUYECKOM YPOBHE
aHaJM3a €CTeCTBEHHOTO sI3bIKa. | TaBHOM 11eMbI0 3TOM paboThI SBISIETCS pa3padOTKa CEMaHTUUECKON IBPUCTUKH JIJIS
NoKMcKa HanboJsiee BEPOSITHOTO aHTELEAEHTa, COOTBETCTBYIOILETO aHAa(ope, C UCIIONB30BaHUEM aHAIN3a KOHTEKCTa
npeioxkeHnil. [lpemnoxenHas momudukaunys aaropurMa JaeT YIydlleHHe OKoJo 5% IO CpaBHEHHMIO CO
CTaHJApTHBIM AJITOPUTMOM MUTKOBA.

KiaroueBble cjioBa: 00pab0TKa TEKCTOB Ha €CTECTBEHHOM SI3BIKE, PEIICHUE aHa(OPHI,
CEMaHTHUYECKUN aHaJIU3.
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| ntroduction

Existing rule-based agorithms for anaphora resolution based on analysis of syntax
properties have aready reached their limit in quality aspects. Statistics shows that
probability of connecting right antecedent with anaphora is about 85-90% [1], [2]. Further
optimization is complicated by conflicts that occur due to big number of syntax rules.
Attempts to optimize coefficients that determine rules priorities (so that no conflicts will
occur) lead to decrease of probability for correct anaphora resolution [3]. Possible progress
Is not significant (within 0.1-0.001%).

Anaphora reference resolution is impossible without semantics of candidates to
antecedent and analysis of how its semantic meaning consistent with semantic of words
that close neighbor to anaphora. As it has been stated before, the main purpose of this
article is creation of semantic heuristics for correct antecedent determination with usage of
semantic meaning of sentences. We decided to do it with modification of existing methods
through adding semantic rules into the Mitkov algorithm [2].

There are wide arrays of approaches for solving this problem. The modern
approaches are: Lapin and Leass algorithm, centering algorithm, Hobb’s algorithm, Mitkov
algorithm [1], [2]. Mitkov algorithm is known to be quite flexible and adjustable. Ordinary
realization of Mitkov algorithm doesn’t solve dubious cases and can cause wrong answer.
Semantic rules like “semantic triplet match” together with syntax restrictions can give us
improvement in ambiguous cases. This helps to extend a “bottleneck” of Mitkov algorithm.

In the next sections, we discuss our new resolution agorithm and dtatistics about some
resolution.

Mitkov algorithm

Mitkov agorithm to pronomina angphora can be described as a sat of rules that weight
candidates to antecedents and after that the best candidate is antecedent with greatest salience.
The set of rulesis.

1. Definiteness: All defined nouns have weights +1, candidates that don’t have any
defined nouns: -1,

2. Giveness: candidates that represent the following topic: +1;

3. Indicator words. candidates after verbs: {discuss, present, illustrate, identify,
summarize, examine, describe, define} have +1;

4. Lexical reteration: repeated candidates have salience +1 if they are repeated
once, +2 if they are repeated twice, and so on;

5. Non-pronominal phrases. candidates that enter NP have salience +1;

6. Collocation pattern preference: +2 to salience of candidates that have syntactic
position the same that a pronoun;

7. Connective pattern: in case like: “you V1 NP or con((you) V2 it) con ((you) V3
it)” NP candidates have +2 to it’s salience;

8. Reminder indicator: candidates that are reminded in previous sentences have +1,
in the same sentence : +2;

9. Field indicator: candidates that concern the same field that antecedent have +1,

10. Boost pronoun: candidates that have more references to pronouns have more
salience;

11. Syntax parallelism: in case of same syntactic position, candidates have +1;

12. Referenceindicator: in case of the most referred antecedents, they have +1.
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Analysis and improvements of the Mitkov algorithm’s

The Mitkov dgorithm is a rule-based gpproach. It is based on syntax rules that can conflict
with each other. The main "bottleneck” in this dgorithm in some reatiions must be solved on
semantic leve but this can not be done, because we have only syntax-based rules. In this case pro-
bability of finding right antecedent is very low. This problem can be solved only with semantic
rules implementation. If we try to extend the set of syntax rules this could only increase conflicts
between the rules and will lead to wrong antecedent as aresult. We can dso strengthen pronomind
anaphora agorithm with semantic measurement implementation. The main advantage of the
Mitkov dgorithm isthat it can be easly adjusted so that we can process a set of sentences. In our
redlization welook backwardsfor four sentences.

Let us consider rule #6: Collocation match pattern. We can extend this rule adding
some semantic sense to it. We can increase probability of choosing right antecedent
modifying this indicator. For instance one of possible modifications can be done: we can
see that semantic position of candidate is not dtrictly the same as semantic position of
pronoun but close enough. Close enough means that semantic distance less or equal than
value that was specified before. In our case we used semantic distance by Leacock and
Chodorow: im (¢, c,) = - lo [%} , where len is the number of edges on the
shortest path in the taxonomy between the two concepts(words) and MAX is the depth of
the taxonomy [4], [5].

Another possible modification is to create triplets in aform like: VERB verb NOUN
nounl NOUN noun2. With this triplet we can use semantic distance for nounl and noun2.
There can be more modifications done. They are building layer by layer so that chances of
finding right antecedent will raise alot.

We can aso use syntactic restrictions when composing weights for antecedents -
NPs.

L et us consider the following example:

“To avoid data loss on devices, we should avoid storage of critical information on them”.

Let’s take a look for possible outcome of our algorithm using the Mitkov approach

( data,1 \
without any syntactic restrictions: storageLdevices, 2 J

losses, 3

as we can see that our most probable antecedent is “data”. But if we use restriction like
“Anaphora can not refer on co-argument” [6], [7] then algorithm cut off “data” case, and
we can have “devices” as the most probable antecedent.
We can use syntactic restrictionslike:

Pronoun P and noun phrase N are non-coreferentid if any of the following conditions are hold:

1.Pand N have incompatible agreement features.

2.Pisinthe arguments domain of N.

3.Pisthe adjunct domain of N.

4.Pisan argument of head noun, N is not pronoun, and N is contained in head noun.

5.Pisinthe NP domain of N.

6.P isdeterminer of anoun Q, and N is contained in Q.

Main idea
The main concept is eliciting semantic information that concern anaphora and try to
find noun with a similar semantic context. In our agorithm we look backwards, up to five-
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six sentences, and try to find closest semantic triplet. In cases when antecedent is a
pronoun we can substitute anaphora that we are resolving with that pronoun and find
antecedent for new pronoun. When we will have a situation that antecedent is noun, we can
trace back to our original pronoun.
For instance let us consider example:

“John likes to solve extraordinary problems. Last set seams to be quite difficult, it took
almost all day him to solve them. His extraordinary talent gives him advantage, that’s why
he is obsessed in solving them”.

Let ustry to solve anaphora for “them”:
First triplet: VERB(solving) NOUN1(them) NOUN2(he)
Secondstriplet: VERB(took) NOUN1(his) NOUN2(them)
Third triplet: VERB(solve)NOUN1(John)NOUNZ2(problems)

Together with semantic approach, pronoun substitution we can come that “he” refers
to “John” and “them” — to “problems”.

Let us consider another example:

“There was seen a tail of a fox. It has stolen a chicken. It was red, furry and with a white tip”.

In this case syntax structure is identical, and it’s impossible to determine with only
syntax rules antecedent for last “it”. With usage of semantic rules we can determine that
“tail” can not steal something, so first “it” is reference to “fox”. Second “it” cannot be
reference to a fox, because “tip” is not a property of afox but of a tail. So second “it” will
correspond to “tail”.

Experiments

Here are some gdtistics demongtrated improvements of a new agorithm over the Mitkov
Standard.

100

50
25

0
TypeA TypeB TypeC TypeD
Fig. 1 — Improvements of the New Algorithm

On the graphic above the statistical information is presented: dark area is results of
the Mitkov algorithm without any modifications, light area is the results of the Mitkov
algorithm with modifications (semantic measures, semantic approach) on different types of
sentences. On Y axis, there is probability that antecedent correctly matched with pronoun.
On X axis, we can see the sets of sentences that were used to test and compare the
improved Mitkov algorithm and the standard Mitkov agorithm.

Type A sentences is complex sentences that can have more that one NP in them.
Type B is sequence of sentences, maximum length is two sentences. Type C is the sequen-
ce where maximum number of sentences is three, Type D is the sequence with the length
of four sentences. On each type, there were about ten sentences.

Aswe can see, modification gives usimprovement about 4-5%, on every type of a sentence.

Conclusions

Analysis of existing algorithms has convinced us that it’s impossible to solve anaphora
resolution problem just by syntax means. Semantic rules are needed so that it’s possible to
determine which of candidates to antecedents is closer to words — context neighbours of
anaphora. Semantic rules were created so and added to the modern Mitkov algorithm.
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In current redization we were able to improve rule-based dgorithm and we have provided
evidence with satistica data. Using of semantic gpproach alows us to solve some cases when in
syntax gpproach we have to use priority of rulestha was determined in empirica way. With usage
of semantic ruleswe can determine antecedent more precisely.

Usage of semantic distance metrics that have been constructed on the base of global
ontology networks can give some improvements to procedure of context linkage of
candidate to antecedent to anaphora place.
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RESUME
0.0. Marchenko

Semantic Modification of the Mitkov Algorithm

for Anaphora Resolution

The aticle is dedicated to modern agorithm of pronomina anaphora resolution. Anaphora
resolution should be consdered in a wider range of problems relaed with language ambiguity
resolution, for instance: entity resolution, reference analysis and in generd case, of course, semantic
andyss of naturd language text. Analysis of existing algorithms has convinced us that it’s
Impossible to solve angphora resolution problem just by syntax means. We can render conclusion
from stated above that angphora resolution is possible only on semantic level of naturd language
andyss. Theman purpose of thiswork is development of semantic heurigtics for finding the most
probable antecedent corresponding to angphorawith anadysis of sentence context.

Semantic rules are needed so that it’s possible to determine which of candidates to
antecedents is closer to words - context neighbours of angphora. Semantic rules were created O
and added to modern Mitkov agorithm.

In current redization we were able to improve rule-based dgorithm and we have provided

evidence with gdidtical data. Using semantic gpproach alows us to solve some cases when in
syntax gpproach we have to use priority of rulestha was determined in empirica way. With usage
of semantic rules we can determine antecedent more precisely.
Usage of semantic distance metrics that have been congructed on the base of globa ontology
networks can give some improvements to procedure of context linkage of candidate to antecedent
to anaphora place. The proposed agorithm gives about 5% improvements in comparison to the
standard Mitkov dgorithm.
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