
UDC 519.8EVOLUTIONARY FRAGMENTARY ALGORITHM FORPERMUTATION FLOW SHOP PROBLEM Bondarenko O.S., Kozin I.V.Zaporizhzhya National UniversityThe Department of EonomisThe Chair of Eonomi CybernetisZhukovsky str., 66, Zaporizhzhya, 69600, Ukrainee-mail: buenasdiaz�gmail.omAbstrat. The artile takles the strongly N P-hard permutation �ow shop problem. Thefragmentary struture of the problem is pointed out. The evolutionary fragmentary approah foroptimal solution is proposed. The testing of evolutionary fragmentary algorithm on instanes' set fromthe ORLib [1℄ library is onduted. IntrodutionIn 1954 Selmer Martin Johnson proposed an algorithm for �nding optimal solution toa problem [2℄, whih has been known sine as �ow shop problem.Suppose that n jobs Ji(i = 1; : : : ; n) are to be exeuted on mmahines Mj(j = 1; : : : ; m). Eah job onsists of m operations Oi1; : : : ; Oim. Eahoperation Oij is assoiated with the proessing time pij. Every job is proessed on allmahines in the order of the mahine indexing. It means that the exeution of theoperation Oij+1 is not allowed until the exeution of the operation Oij is �nished. By theshedule we mean the mapping from the set of the job numbers (i; j) to the ompletiontimes set Cij. In the given problem, we are supposed to �nd suh a shedule in whihomletion time of the last job on the last mahine is minimized. Preemption, proessingmore than one job on one mahine at a time, and exeution one job on more than onemahine at a time are not allowed.Aording to the notation [3℄ the problem under onsideration is denoted F jjCmax.The problem has (n!)m feasible solutions, hene, in the literature the easier ase is studied,whih admits n! shedules with the same order of proessing on all mahines (permutationshedules) and is denoted F jprmujCmax. The latter ase is onsidered in the following.The exat algorithm proposed by Johnson solves the problem to optimality for m = 2ase and for speial ase with m = 3. All the e�orts to �nd exat polynomial algorithmform > 2 were unsuessfull. With the advent of the �rst results in the early 70-s [4, 5, 6℄ inomputational omplexity theory that fat had obtained an explanation. N P-hardnessin the strong sense was proved in [7℄. Sine then researhers' e�orts have been foused onapproximation and heuristi algorithms design.Some time after that it has beome lear that some problems are hard not only forsolving to optimality but are hard for approximating. It was proved [8℄ for onsideredproblem there is no (1 + �)-approximation algorithm for 1 + � < 5=4. Furthermore, so farthe problem whether there exist polynomial approximation sheme for FmjjCmax wherem



48 Bondarenko O.S., Kozin I.V.is �xed is open. Hene, the design of algorithms with no theoretial bounds and worst-ase ratios, whih solve omplex pratial problems, is now urgent. As suh we onsiderstohasti loal searh [9℄ algorithms: evolutionary algorithms, taboo searh, simulatedannealing, ant olony systems, variable neighbourhood searh.The survey of loal searh algorithms for �ow shop problem an be found in [10℄. Theomparative analysis of the most e�ient loal searh methods from the literature, alledalso metaheuristis, was onduted in [11℄.The goal of the paper is the inquiry of the new solution approah to ombinatorialproblems based on the ombination of the evolutionary and the fragmentary approahes.1. The Fragmentary StrutureDe�nition 1. Fragmentary struture [12℄ is tuple (X ;Y ;R), where X � a �nite set ofthe fragments, Y � a family of subsets of X , R � a ombining rule, i.e. the deision rulefor reognizing whether a union of subsets of X is a feasible set of Y .F jjCmax an be onsidered as the fragmentary struture. By fragmments we will haveany tuples of jobs, respetively by the elementary fragments we will mean jobs. The ruleof ombination � no job repetition in the ombined tuples. Maximal by inlusion fragmentwill be a feasible solution the problem under onsideration. So the feasible solution anbe onsidered as ertain �xed permutation of jobs.In the papers [12, 13℄ it has been showed that the searh of feasible solutionsan onsidered in the fragmentary struture framework. For the ostrution of feasiblesolutions the fragmentary algorithm F is applied. In the general ase, the input of Falgorithm are a tuple I = (i1; : : : ; in) and the empty solution set S . The input is lookedthrough by F in the mahine indexing order. On every step in the tuple I the �rstelement is looked for whih the ombining rule is ful�lled. The found elementary fragmentis added into S . The proedure is repeated until the maximal by inlusion fragment isbuilt. 2. The Evolutionary Fragmentary AlgorithmThe fragmentary algorithm allows to obtain only some feasible solutions for theoptimization problem. For �nding optimal solution of F jprmujCmax the ombinationevolutionary and fragmentary approahes is proposed. A few analogous approahesgrounded on the evolutionary mehanism and performane evaluation of suh approahesare onsidered in [14, 15℄.The desription of evolutionary fragmentary algorithm (EVF algorithm), exploredin the work, is the following. The feasible solutions of the problem are presented by jobnumber permutations, whih form the set of all permutations I1; : : : ; In!. Eah permutationwill be treated as hromosome. The searh an be desribed as the following.Stage 1. Initialization.The initial population, onsisting of N hromosomes, is generated at random.Stage 2. Seletion.Selet K pairs of parents from the urrent population for reprodution. The seletionis random without replaement. ¾Òàâðè÷åñêèé âåñòíèê èí�îðìàòèêè è ìàòåìàòèêè¿, �2' 2009



EVF algorithm for permutation �ow shop problem 49Stage 3. Reombination.The reombination in the EVF algorithm is implemented by the following n-stepproedure. All the pairs of hromosome-parents' I-tuples are being looked through. Onevery step the minimal element from the �rst two elements of I-tuples' pair is hosen andis inserted into tuple-o�spring. The inserted element is deleted from both tuples-parents.For instane, in the ase with m = 5 hromosome-parents [12543℄ and [53142℄ yield thehromosome-o�spring [12534℄.Stage 4. Mutaion.The mutation is implemented by transposition of jobs' indexes from two randomlyseleted positions in hromosome.Stage 5. Replaement.The hromosomes-o�springs are added in the urrent population. The shrinking of theurrent population to prede�ened size is provided by sequential deletion of hromosomeswith maximal riterion's values, where the riterion's value is omputed by the followingreursive formula: Ci;j = maxfCi�1;j; Ci;j�1g+ pi;jStage 6. Termination.If prede�ened termination riterion is ahieved, then stop the algorithm, otherwisego to the seond stage. The termination riterion, used by authors, is the number ofgenerations in evolution, i.e. the number of the searh stages repetitions.3. The Test ResultsThe neessity of test ondution is explained by the di�ulties and, sometimes, byimposibility of theoretial estimation of stohasti loal searh algorithms performanederivaton in general, and of evolutionary algorithms, in partiular.For the EVF algorithm performane veri�ation the test was being onduted onwell-known in the Taillard's [16℄ problem set. The problem set omprises twelve groupsonsisting of ten instanes eah with the numbers of jobs from 20 to 500 and the numberof mahines from �ve to 20. It is the most used in the literature for F jprmujCmax testing.Thus, there appears an opportunity for the omparison of the proposed algorithm withalready existing and tested ones on the given set.EVF algorithm was tested against random searh (RS) algorithm as well as NEHalgorithm [17℄, whih is urently onsidered the best performing deterministi heuristi.All the three algorithms were implemented in Visual Basi for Appliations andrun on omputer with Celeron proesor 1800 Mhz and 256 MB of the main memory.The termination riterion was hosen to be the number of generations. ahieved by thealgorithm during its run.The algorithms' performane was measured by relative deviane (RD) from optimum(OPT) or the least known upper bound [18℄ of the value (A) found by given algorithm:RD = A�OPTOPT � 100:In Table 1 eah group of problems is denoted as n�m, where n is the number of jobs,m is the number of mahines. In it RD for eah instane is averaged on the group size. ForEVF algorithm in the table in the parentheses the number of generations during whih it¾Òàâðiéñüêèé âiñíèê ií�îðìàòèêè òà ìàòåìàòèêè¿, �2' 2009



50 Bondarenko O.S., Kozin I.V.Group of problems RS NEH EVF20� 5 6.95 2.46 1.25 (300)20� 10 10.29 4.88 2.86 (300)20� 20 8.52 3.72 3.28 (300)50� 5 5.18 0.81 0.92 (300)50� 10 14.39 5.23 4.51 (300)50� 20 16.71 6.21 5.85 (300)100� 5 4.14 0.67 0.73 (500)100� 10 10.74 2.45 2.4 (500)100� 20 16.85 5.72 6.08 (500)200� 10 8.74 1.8 1.52 (1000)200� 20 15.66 4.66 4.95 (1000)500� 20 11.79 2.41 3.74 (1000)Average 10.83 3.42 3.17Òàáëèöà 1. The Test Results for F jprmujCmaxwas run is pointed out. From Table 1 it an be onluded that in the average evolutionaryfragmentary algorithm has showed the higher results than other two tested algorithms.ConlusionThe basi result of the paper is the new approah to sheduling problems solution. Thefragmentary struture has been showed whih allows the appliation of EVF algorithm.The testing of the algorithm on the standard problem set is ful�lled.From the test results, represented in Table 1, it appears promising to apply theproposed aproah to sheduling problems solution.Ñïèñîê ëèòåðàòóðû1. Beasley J. E. ORLib - Operations Researh Library.http://people.brunel.a.uk/�mastjjb/jeb/orlib/�les/�owshop2.txt, 2008.2. Johnson S. M. Optimal Two and Three-Stage Prodution Shedules with Setup Times Inluded //Naval Researh Logistis Quarterly. � 1954. � Vol. 1, No. 1. � P. 61�68.3. Graham R. L. Optimization and approximation in deterministi sequening and sheduling:A survey / R. L. Graham, E. L. Lawler, J. K. Lenstra, A. H. G. Rinnooy Kan // DisreteOptimization II / P.L. Hammer, E.L. Johnson and B.H. Korte (eds.). � Amsterdam : North-Holland,1979. � (Annals of Disrete Mathematis ; Vol. 5.). � P. 287�326.4. Cook S. A. The omplexity of theorem-proving proedures / Stephen A. Cook // STOC '71:Proeedings of the third annual ACM symposium on Theory of omputing. � New York : ACM,1971. � P. 151�158.5. Karp R. Reduibility among Combinatorial Problems // Complexity of Computer Computations /R. E. Miller and J. W. Thather (eds.). � New York : Plenum Press, 1972. � P. 85�104.6. Ëåâèí Ë. À. Óíèâåðñàëüíûå çàäà÷è ïåðåáîðà / Ë. À. Ëåâèí // Ïðîáëåìû ïåðåäà÷è èí�îðìà-öèè. � 1973. � Ò. 9, � 3. � Ñ. 115-116. ¾Òàâðè÷åñêèé âåñòíèê èí�îðìàòèêè è ìàòåìàòèêè¿, �2' 2009
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