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Abstract
The aviation industry is challenged to develop environmentally and economically
sustainable propulsion systems to deal with growing air traffic passenger demand
and emission reduction goals. Electrification of the propulsion system offers benefits
regarding this goals due to novel variable concepts such as hybrid-electric or dis-
tributed propulsion. Due to the multiple energy conversion, the propulsion system
has to be highly efficient to achieve a fuel consumption benefit compared to a con-
ventional propulsion system. Furthermore, a significantly reduced weight is required
to reach the power-to-weight ratio of conventional engines. However, state-of-the-art
electric machines are unable to achieve these goals due to their thermal and mag-
netic limitations. Superconductors are promising to overcome these limitations due
to the high current carrying capacity and the negligible direct current (DC) resist-
ance. This thesis investigates superconducting alternating current (AC) machines
as a part of a cryogenic hybrid-electric propulsion system. A detailed machine de-
sign process is developed, that integrates the interaction between electromagnetics
and thermics of the superconductor. Thus, the technical fields of superconductivity,
electric machine and aircraft are combined in one tool under consideration of their
respective requirements in order to investigate mutual dependencies.
Various machine topologies create a large design space of synchronous radial flux
machines and require for exploration fast holistic analytical approaches. In this work,
the focus is on the modeling of superconducting coils based on magnesium diboride
(MgB2), which are penetrated by alternating magnetic fields in the stator. A 114
filament MgB2 wire is characterized and the impact of its AC loss on the current
carrying capacity is integrated in the machine design. Moreover, a two-phase flow of
hydrogen is implemented for the cooling of MgB2 coils, which also allows to deter-
mine the hydrogen consumption of machines. Hence, the design is subdivided into
the analytical electro-thermal model and electromagnetic model. The magnetic flux
density distribution is computed in two dimensions with high accuracy in all ma-
chine regions and is compared with finite element method. This allows to determine
the field sensitive AC loss of the stator coils. The mechanical and thermal support
components within the magnetic air gap are adapted and designed according to the
machine topology. Both active mass and passive mass from the main structural parts
are calculated.
To evaluate the potential of fully and partially superconducting machines, the design
of a 21.6MW machine is performed, which substitutes the core engine and directly
powers the conventional fan of an Airbus A321neo-LR engine. These machine topolo-
gies based on superconducting as well as normal conducting coils and magnets are
compared with each other by optimizing the number of pole pairs, the diameter of
the machine as well as the coil and magnet thickness. This also includes the design
of a tank for liquid hydrogen, which is integrated four times in the fuselage and
stores 280 kg of liquid hydrogen per tank. Furthermore, the range of this aircraft
for a specific flight mission is calculated for a selection of optimized machines. In
addition, the reduction of stator AC loss by an optimized control strategy of rotor
and stator current is studied.
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Abstract

It is shown that the current density of a MgB2 stator coil at an operating temperature
of 20K is up to 18 times higher compared to a conventional coil based on copper litz
wires at 453K. This leads to the fact that superconducting machines enable both
high power-to-weight ratio1 and low stator AC loss. The lightest fully supercon-
ducting machine based on MgB2 stator coils and high-temperature superconductor
(HTS) rotor coils achieves a maximum power-to-weight ratio of 56.8 kW kg−1, which
is the lightest machine of all topologies. The most efficient machine of this topol-
ogy reaches a minimal stator AC loss of 6.4 kW. Partially superconducting machines
consisting of MgB2 stator coils and Halbach rotor array generate even lower stator
AC loss of minimal 3.9 kW. Moreover, low loss is required in order to avoid burden-
ing the weight balance of the entire propulsion system by a large liquid hydrogen
tank or a heat exchanger, as necessary for copper stators. Hence, a maximum flight
time of about 600min is achieved with one of four liquid hydrogen tanks taking
into account the cooling demand of the fan motors, which is higher than the fuel
range limit of the hybridized Airbus A321neo-LR. It can be summarized that after
reaching a minimum power-to-weight ratio in the machine design in order to fulfill
requirements given by the installation space, the optimization of the stator AC loss
becomes a priority.
Finally, two design proposals are offered for detailed engineering and manufacturing
studies under consideration of economic conditions.

1The power-to-weight ratio is determined by taking into account the nominal power as well as the
active mass and various passive masses of the machine, as described in more detail in Chapter 4.

IV



Zusammenfassung
Die Luftfahrtindustrie steht vor großen Herausforderungen. Die wachsende Anzahl
an Passagieren bei gleichzeitiger Reduzierung der Emissionen erfordert die Entwick-
lung ökologisch und ökonomisch nachhaltiger Antriebssysteme. Die Elektrifizierung
des Antriebssystems bietet aufgrund neuartiger variabler Konzepte, wie hybrid-
elektrische oder verteilte Antriebe, Vorteile, diese Ziele zu erreichen. Infolge der
mehrfachen Energiewandlung muss ein solches Antriebssystem hocheffizient sein,
um im Vergleich zu einem konventionellen Triebwerk einen Vorteil im Kraftstoff-
verbrauch zu erzielen. Weiterhin ist ein deutlich reduziertes Gewicht erforderlich,
um das Leistungsgewicht konventioneller Triebwerke zu erlangen. Modernste elek-
trische Maschinen erreichen diese Ziele aufgrund ihrer thermischen und magne-
tischen Beschränkungen nicht. Mit Supraleitern können diese Grenzen überwunden
werden. Sie zeichnen sich durch eine hohe Stromtragfähigkeit und einen vernachläs-
sigbaren DC Widerstand aus. In dieser Arbeit werden supraleitende AC Maschinen,
welche Teil eines kryogenen hybrid-elektrischen Antriebssystems sind, untersucht.
Dazu wird ein detaillierter Prozess zum Auslegen einer solchen Maschine entwickelt,
der die Wechselwirkungen zwischen Elektromagnetik und Thermik des Supraleiters
berücksichtigt. Es werden die technischen Bereiche Supraleitung, elektrische Ma-
schine und Flugzeug unter Berücksichtigung ihrer jeweiligen Anforderungen in einem
Tool zusammengefasst, um gegenseitige Abhängigkeiten zu betrachten.
Die Untersuchung mehrerer Maschinentopologien, welche auf synchronen Radial-
flussmaschinen basieren, eröffnet einen großen Lösungsraum und erfordert schnelle
ganzheitliche analytische Lösungsansätze. In dieser Arbeit liegt der Schwerpunkt auf
der Modellierung von supraleitenden Statorspulen auf der Basis von Magnesiumdi-
borid (MgB2), die von magnetischen Wechselfeldern durchsetzt werden. Dazu wird
ein Draht aus MgB2 mit 114 Filamenten charakterisiert und der Einfluss seiner AC
Verluste auf die Stromtragfähigkeit in die Maschinenauslegung integriert. Darüber
hinaus wird eine zweiphasige Wasserstoffkühlung für MgB2-Spulen implementiert,
die es ermöglicht, den Wasserstoffverbrauch der Maschine zu bestimmen. Die Ausle-
gung wird in das analytische elektro-thermische Modell und das elektromagnetische
Modell unterteilt. Die zweidimensionale Berechnung der magnetischen Flussdichte
erfolgt mit hoher Rechengenauigkeit in allen Maschinenbereichen und wird mit der
Finite-Elemente-Methode verglichen. Dadurch lassen sich die feldsensitiven AC Ver-
luste der Statorspulen bestimmen. Die mechanisch und thermisch unterstützenden
Strukturen innerhalb des magnetischen Luftspalts werden an die Maschinentopologie
angepasst und ausgelegt. Dabei werden sowohl die Aktivmasse als auch die Passiv-
masse diverser struktureller Komponenten berechnet.
Um das Potential von voll und teilweise supraleitenden Maschinen zu beurteilen,
wird eine 21.6MW Maschine ausgelegt, die das Kerntriebwerk ersetzt und den kon-
ventionellen Fan eines Airbus A321neo-LR Triebwerks direkt antreibt. Diese Maschi-
nentopologien, die sowohl auf supraleitenden als auch auf normalleitenden Spulen
und Magneten basieren, werden miteinander verglichen, indem die Anzahl der Pol-
paare, der Durchmesser der Maschine sowie die Spulen- und Magnetdicke optimiert
werden. Dazu gehört auch die Auslegung eines Tanks für Flüssigwasserstoff, der vier
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Zusammenfassung

Mal in den Rumpf integriert ist und pro Tank 280 kg Flüssigwasserstoff speichert.
Des Weiteren wird die Reichweite dieses Flugzeugs, unter Beachtung einer spezi-
fischen Flugmission, für eine Auswahl von optimierten Maschinen berechnet. Eine
optimierte Regelstrategie des Rotor- und Statorstromes ermöglicht die Reduzierung
der AC Verluste in den MgB2-Statorspulen.
Es wird gezeigt, dass die Stromdichte einer MgB2-Statorspule bei einer Betriebstem-
peratur im Bereich von 20K im Vergleich zu einer konventionellen Spule auf Basis
von Kupferlitzen bei 453K bis zu 18 mal höher ist. Dies führt dazu, dass supralei-
tende Maschinen sowohl ein hohes Leistungsgewicht1 als auch geringe AC Verluste
im Stator aufweisen. Die leichteste voll supraleitende Maschine, die auf MgB2-
Statorspulen und HTS-Rotorspulen basiert, erreicht ein maximales Leistungsgewicht
von 56.8 kW kg−1 und ist damit ebenfalls die leichteste Maschine aller Topologien.
Die effizienteste Maschine dieser Topologie erreicht minimale AC Verluste von 6.4 kW
im Stator. Teilweise supraleitende Maschinen, die aus MgB2-Statorspulen und Hal-
bach-Array im Rotor bestehen, erzeugen noch geringere AC Verluste von minimal
3.9 kW im Stator. Diese geringen Verluste sind erforderlich, um nicht die Gewichtsbi-
lanz des gesamten Antriebssystems durch einen großen Flüssigwasserstofftank oder
einen Wärmetauscher zu belasten, wie er bei Kupferstatoren notwendig ist. Mit
einem der vier Flüssigwasserstofftanks des hybridisierten Airbus A321neo-LR wird
eine maximale Flugzeit von etwa 600min unter Berücksichtigung des Kühlbedarfs
der Fanmotoren erreicht, welche die Reichweite dieses Flugzeuges übersteigt. Zusam-
menfassend lässt sich in der Maschinenauslegung feststellen, dass nach Erreichen
eines minimalen Leistungsgewichtes zur Erfüllung der Anforderungen durch den
limitierten Einbauraum die Optimierung der AC Verluste des Stators in den Fokus
rückt.
Abschließend werden unter Berücksichtigung von wirtschaftlichen Aspekten Design-
vorschläge für zwei supraleitende Maschinen erstellt, welche detaillierte Auslegungs-
und Fertigungsstudien erlauben.

1Das Leistungsgewicht wird unter Berücksichtigung der Nennleistung sowie der aktiven Masse
und verschiedener passiver Massen der Maschine bestimmt, wie in Kapitel 4 näher beschrieben
ist.
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1. Introduction
1.1. Emission by Aviation
Since industrialization, carbon dioxide (CO2) emissions by humans have increased
dramatically and the rising level of CO2 in the atmosphere leads to social and eco-
nomic consequences [1, 2, 3].
Figure 1.1a shows the global CO2 emissions of the most influential sectors in 2018.
The power industry has the largest share, followed by other industrial combustion.
The transportation sector, including road, aviation and shipping, contribute 18.8%
to the total emissions [4]. Among these 6.9Gt, the aviation sector contributes 797Mt,
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Figure 1.1.: Global annual fossil CO2 emissions for the year 2018 by:
(a) Main activity sectors [4, 5].
(b) Aviation subdivided into the operations and aircraft class. Adapted
from [6].

which is 2.2% of the entire CO2 emissions. Aviation releases emissions in the atmo-
sphere consisting mainly of CO2, nitrogen oxide (NOx), sulfur oxide (SOx), water
(H2O) and soot particles [7]. Typical emission levels at the cruise of a long-haul
flight are 3160 g of CO2, approximately 13.3 g of NOx, 1 g of SOx and 1230 g of H2O
per kilogram of jet fuel [8]. Since these emissions mostly occur in altitudes between
8 km – 13 km, they are attributed to have a stronger effect. The formation of ozone
is particularly effective in the upper troposphere due to NOx emissions [9].
An additional emission is noise, which is emitted by the engine and the airframe.
Modern aircraft such as the Airbus A320neo reaches a sound pressure level of 85 dB
at flyover in the take-off phase with maximum take-off weight, full take-off thrust and
at an flyover altitude which is reached after 6500m from the start of roll [10, 11].
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1. Introduction

Carbon dioxide emissions by civil aviation can be divided into their operation in
freight and passenger transportation as well as according to their aircraft class, as
presented in Figure 1.1b.
The class of passenger aircraft is subdivided into narrow-body, wide-body as well
as regional and accounts 81% of CO2 emissions by civil aviation. The narrow-body
aircraft, contributing 43% of the emissions, have a single aisle and typical repre-
sentatives are the jet-powered aircraft Airbus A320 and Boeing 737 for short- to
medium-range operations. In contrast, wide-body aircraft, like the Airbus A350 and
A380 or the Boeing 777 and 747, have a larger cabin as well as multiple aisles and
is designed for long range operations. [6]
A further comparison of CO2 emissions by aviation is given by Figure 1.2, where
the percentage distribution of total passenger CO2 emissions and the carbon inten-
sity are shown as a function of the mission length. Approximately one-third of the
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Figure 1.2.: Total passenger CO2 emission and the carbon intensity as a function of
the mission length. Adapted from [6].

passenger CO2 emissions are emitted on short-haul flights of less than 1500 km. The
next third occurs on medium-haul flights of 1500 km – 4000 km and the last third
is caused by long-haul flights greater than 4000 km. On regional flights less than
500 km, where aircraft compete with other modes of transport, the emissions are
less than 6% of total passenger CO2 emissions. [6]
It is common practice to specify the transport performance by the revenue passenger
kilometer (RPK), which is given by the product of the number of passengers and the
distance traveled. Figure 1.2 shows further that the carbon intensity of short-haul
flights is on average 118 g CO2 per RPK. This is approximately 40% higher than the
average at medium- and long-haul flights with 85 g RPK−1 [6]. On regional flights
of 500 km or less the carbon intensity rises up to 155 g RPK−1 [6]. This is due to
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1.1. Emission by Aviation

the greater influence of the take-off and climb phase at high thrust demand com-
pared to missions with a longer fuel-efficient cruise flight phase at medium thrust
demand [12]. Moreover, regional aircraft are operated with less fuel-efficient engines
[6]. However, short- and medium-haul flights cause 5 – 10 times higher CO2 emissions
per RPK compared to high-speed trains with 15 g RPK−1 [13].
Thus, the statistics highlight that there is a high potential for emission reductions,
especially for short-haul flights with narrow-body aircraft and routes where no al-
ternative modes of transport are available.

History of CO2 emissions
The number of passengers traveling by aircraft rises almost every year. This fact
is illustrated by the revenue passenger kilometer in dependence of the year from
1978 to 2018 in Figure 1.3. This leads to a continuous increase in CO2 emissions,
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Figure 1.3.: CO2 emission and revenue passenger kilometer (RPK) as a function
of the year yr. Global crises which affecting the aircraft industry are
marked at the respective beginning. Adapted from [14] and extended
with data from [4].

which is also shown in the figure. In the past 13.5 years the RPKs have doubled to
8.623 trillion RPK in 2018, causing 565Gt of CO2 emissions. Even though, global
crisis as the Gulf crisis in 1990 or the financial crisis in 2008 lead to a temporal
decrease of emissions, they did not interrupt this steady increase on a long term
basis and are not expected to do so in the future [14]. In the years from 2016
onwards, a less strong increase in emissions is visible, although the RPKs continue
to increase strongly with approximately 6% per year. This can be explained by the
launch of larger aircraft and more efficient engines, which effect is overwhelmed and
therefore does not lead to a reduction in CO2 emissions over all.
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Forecast of CO2 emissions
How the CO2 emissions of the civil aviation will continue in the future is presented
in Figure 1.4 for the time period from 2000 to 2050. The emission forecasts FAST-A1

2000 2010 2020 2030 2040 20500

1000

2000

3000

Year yr

C
O

2
em

iss
io
n
in

G
ty

r−
1

FAST-A1 FAST-B2
ULS RPP
FW DtE

Figure 1.4.: Forecast of CO2 emission of the civil aviation for the years between 2020
and 2050. Produced with data from [15, 16].

and FAST-B2 are estimated by [15] in 2006 and the forecasts Unlimited Skies (ULS),
Regulatory Push & Pull (RPP), Fractured World (FW) and Down to Earth (DtE)
are estimated by [16] in 2005. Both approaches take into account different political,
economic and technological constraints and forecast emissions of 719 Gt yr−1 up to
2971 Gt yr−1 in 2050. The comparison of the scenarios with the emissions in 2018
shows, that the high emissions from the scenarios FAST-A1, FAST-B2 and ULS
have not been achieved. This can be explained by the financial crisis in 2007 and
the launch of larger aircraft and more efficient engines.
The Covid-19 epidemic, which started in 2019, is another global crisis that is still
continuing and significantly affecting civil aviation and forecasts. This led to a tem-
porary reduction of 80% in the global air traffic in spring 2020 [17]. It is expected
that the pre-crisis level and a further increase in air traffic will be reached again
after two to six years depending on the course of the pandemic [18].
However, each of these scenarios are standing in contrast to the goal of the Euro-
pean Union to reduce the absolute CO2 emissions of the aviation sector by 50%
until 2050. Moreover, technologies and procedures should be available in 2050 for a
reduction in NOx emission of 90% and perceived noise emission of 65% compared to
a typical new aircraft in 2000 [19]. Engine optimizations also pointed out that modi-
fications to reduce NOx emissions lead to increased fuel consumption. Therefore, a
trade-off between CO2 and NOx emissions is present [8, 20]. Furthermore, the noise
requirements will not be achievable by noise reduction technologies at the level of
single components [21, 22]. For this reason, new aircraft technologies and aircraft
configurations are necessary to achieve these goals. The most promising approaches
for the reduction of CO2 emission are described in the following.

4



1.2. Hybrid-Electric Propulsion System

Technologies to reduce CO2 emissions
There are several approaches that aim to lower the specific CO2 emission per rev-
enue passenger kilometer. Firstly, sustainable aviation fuels such as bio-based fuels
are obtained from biomass, hydrogenated fats, oils and recycled waste [23]. These
bio-based fuels must be certified in order to mix them with conventional fossil-based
aviation fuel [23, 24, 25]. Several production pathways certified and blends of bio-
based aviation fuel with a low percentage of the total fuel is used on regular flights
in the European Union [26, 27].
A further approach is the replacement of the hydraulic and pneumatic subsystems
of an aircraft by equivalent electrical components. Such an approach is called a more
electric aircraft and the aim is to increase the operational efficiency of the overall
aircraft system [28]. Some of these approaches are used in the Boeing 787, resulting
in fuel savings of about 3% [29].
The electric taxiing system also belongs to this process of electrification. Currently,
the aircraft uses its engines in idle trust to navigate to the runway of the airport,
which is inefficient and causes high emissions. These emissions by ground opera-
tions can be reduced by using an electric taxiing system, which allows to taxi and
pushback. Therefore, an electric motor is installed in the main landing gear, which
is powered by the auxiliary power unit that normally generates the energy for non-
propulsion functions. The advantage is that this solution is more efficient in the
required power range [30]. Due to the additional weight, this system is beneficial for
relatively shorter flights and saves fuel in the range of 1 % – 2 % [31].
These electric options for CO2 reduction consider the subsystems, which offer only
low saving potentials, and not the propulsion system, which is the next step in
electrification of an aircraft. The current research focus aims at the development
of battery-electric and hybrid-electric propulsion systems which replace the conven-
tional engines. However, a technological leap is necessary in the storage of energy
in order to enable long range flight with a battery-electric aircraft [32, 33, 34]. For
this reason, the hybrid-electric approach is considered in this thesis as the most
promising for aircraft above the regional class.

1.2. Hybrid-Electric Propulsion System
1.2.1. Topologies
In a hybrid-electric propulsion system, the propulsion energy is provided by two or
more different energy sources. At least one source must generate electrical energy.
Therefore, the energy can be provided for example by batteries, solar cells, fuel cells
or generators powered by a combustion engine. According to this definition many
combinations are possible to create a hybrid-electric propulsion system. Due to the
high energy consumption to power an aircraft, the system is limited to the com-
bination of combustion engines, electric machines and batteries as a energy buffer.
Fuel cells are currently a focus of research, but their maximum power-to-weight ra-
tio of about 1.6 kW kg−1 and efficiencies of less than 60% at medium to high power
demand are not jet high enough for narrow-body aircraft [35, 36]. Based on this
restriction, three different system topologies are determined in Figure 1.5. In each
topology, the distribution of electric energy between motor, generator and battery
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is controlled and monitored by the electric power distribution center (EPDC).
Firstly, the turbo-electric topology is given in Figure 1.5a with only one energy
source. According to the definition above, this variation is not a hybrid-electric
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Figure 1.5.: Topologies of hybrid-electric propulsion systems divided into:
(a) Turbo-electric.
(b) Serial-hybrid.
(c) Parallel-hybrid.
Illustrated are the combustion engine, fuel tank, motor (M), generator
(G), fan, electric power distribution center (EPDC) and battery.

system, due to the missing second energy source. However, several concepts are
developed based on this configuration [37, 38, 39]. Adding a battery leads to the
serial-hybrid topology, as shown in Figure 1.5b. The advantage of both serial ap-
proaches is that the power generation is completely mechanically decoupled from
the electric propulsion. This enables an optimized operation of both components in
terms of total efficiency of the propulsion system. The disadvantage is that both
components have to be designed for the total propulsion power.
Figure 1.5c presents the parallel-hybrid topology. This approach is based on the fact
that both, the electric system and the engine provide propulsion energy simulta-
neously. The shaft of both components are mechanically coupled, optionally also via
a gearbox. The advantage is that the electric propulsion supports the engine and
therefore does not have to be designed for the total propulsion power. This offers a
high flexibility as investigated in [40, 41]. The disadvantage is that both components
cannot be operated independently of each other.
The propulsion units in Figure 1.5, consisting of an electric motor and a fan, can
be distributed along each wing, which is know as distributed electric propulsion.
This is possible due to the relatively small size and low weight of electric machines,
which can be scaled without a significant decrease of efficiency or power-to-weight
ratio. This results in an additional degree of freedom in aircraft design and enables
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completely novel concepts [42, 43]. In contrast, traditional engines strongly influence
the aircraft design due to scaling effects and the large size and weight of turbines.
With such hybrid systems the advantages of all technologies can be used simulta-
neously. The energy density of a conventional engine with a turbine is very high due
to the huge energy density of the jet fuel, as shown in Table 5.3. However, these
engines have a lower efficiency when they do not operate in their optimum operating
point. This disadvantage can be compensated by the electric machine, which has a
high efficiency over the entire performance range. The fuel consumption and the
emissions of such a system are reduced because the engine almost always operates
at its most efficient operating point and surplus energy is stored for example in a
battery or is used for other loads [44]. Further advantages of such a system are that
the heat signature of the aircraft is reduced and almost all noise emissions of the
propulsion system are eliminated with the exception of the propeller or fan noise.
Two aspects are particularly critical in a hybrid-electric propulsion system. Firstly,
the power-to-weight ratio of the entire propulsion system must be on the level
of a conventional propulsion system. Therefore, a power-to-weight ratio of about
7 kW kg−1 has to be achieved compared to the jet engine of an Airbus A320neo [45].
This ensures that a hybrid-electric aircraft can be operated economic with the same
payload compared to conventional aircraft. Secondly, the loss of the entire propulsion
system must be very low in order to efficiently remove the energy loss from a system
of several mega watt [46]. The required cooling systems would be very heavy and
reduce the power-to-weight ratio of the system. These requirements can generally
not be achieved by conventional propulsion systems with a maximum efficiency of
about 95%, for example as designed for electric trains or battery electric vehicles
[47]. This is due to the fact that optimum power-to-weight ratio and optimum effi-
ciency cannot be reached simultaneously in the design process.
A further challenge is given by the present voltage levels at aircraft, which are typi-
cally designed so that no possibility of electrical discharge can occur due to Paschen’s
law across an air gap at typical flight altitude. This results in a maximum voltage of
327V DC and 231V AC and improves safety and simplifies the electric system [48].
However, it is not designed to transmit high levels of electrical power. To prevent an
increase in the voltage drop and conductor size as well as weight a voltage increase
while avoiding electrical discharges is necessary [49, 50]. First more electric aircraft
are designed with a voltage level of 540V DC [51].
Superconductivity has the potential to overcome these limitations and the appli-
cation of this technology as superconducting propulsion system is presented in the
following section.

1.2.2. Cryogenic Hybrid-Electric Propulsion System
A cryogenic hybrid-electric propulsion system consists of superconducting and cryo-
genic-cooled components, as shown in Figure 1.6. Liquid hydrogen (LH2) is used
as coolant, which is stored in tanks in the fuselage of the aircraft. Furthermore,
this is a serial concept in which the thrust is produced by two electric propulsion
units (EPU) and they are mainly energized by two power generation units (PGU).
Each electric propulsion unit contains a fan that is driven by a superconducting
machine powered by an inverter unit. These units convert the DC voltage that is
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Figure 1.6.: Cryogenic hybrid-electric propulsion system consists of the subsystems
cryogenic electric power distribution center (CEPDC), power generation
unit (PGU) and electric propulsion unit (EPU). All electrical compo-
nents and the transmission lines are cooled with liquid hydrogen (LH2)
except the batteries. Adapted from [52].

provided by superconducting DC transmission lines into AC voltage feeding the AC
machines. Optionally, machine and fan can also be connected via a gearbox. This
allows both components to be optimized regarding their optimum rotational speed
independently of each other. All units are connected by the cryogenic electric power
distribution center (CEPDC) as the head of this architecture. The cooling medium
is distributed via this unit to the electric machines, the inverter units and the cables.
The turbine as part of the power generation units are mainly supplied with jet fuel
but are also able to burn hydrogen after it has been used to cool the components of
the electric propulsion system. One superconducting generator per engine produces
the required electric power, which is afterwards converted into DC voltage by the
inverter unit [52]. In addition, power is provided by batteries in order to compensate
peak power.
This concept allows a flexible arrangement of electric propulsion unit, power gen-
eration unit and cryogenic electric power distribution center, keeping the system
simple. Additionally, the number of electric propulsion units and power generation
units can also be further increased to improve the reliability by distributed propul-
sion. The disadvantage is that at least three rotating components are required and
the electric propulsion unit has to be designed for maximum power.
Due to the high current carrying capabilities of superconductors, components such as
electric machines and cables can be designed much lighter. Additionally, the voltage
level can be reduced in order to transfer the same electric power. In this thesis the
focus is on the design of electric machines in this system in combination with cooling
by liquid hydrogen. The effect of superconductivity and its technical application in
electric machines is explained in more detail in the following sections.
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1.3. Superconductivity
Superconductivity as a physical phenomenon has been known since 1911 and is gen-
erally characterized by a vanishing direct current electrical resistance and an ideal
diamagnetic behavior which excludes the interior magnetic field of the superconduc-
tors [53, 54].
The temperature at which the transition from the normal conducting state to the
superconducting state as well as from the superconducting state to the normal con-
ducting state occurs is defined as the critical temperature Tc and is reached under
normal conditions at cryogenic temperatures. Figure 1.7 presents the critical tem-
perature and the year of discovery of several superconducting elements and com-
pounds. Furthermore, the boiling temperature of the cooling liquids helium, hydro-
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Figure 1.7.: Critical temperature Tc and the year of discovery for sev-
eral superconducting compounds. It is distinguished between
bardeen–cooper–schrieffer (BCS) superconductors, cuprates, iron-
based superconductors and the boiling points of some cooling liquids
are marked. Adapted from [55] and [56].

gen and nitrogen are marked. It is divided between BCS superconductors named on
the Bardeen–Cooper–Schrieffer theory, cuprates and iron-based superconductors.
A further distinction can be made according to the critical temperature in high-
temperature superconductor (HTS) and low-temperature superconductor (LTS).
The copper oxide compounds are the main representatives of HTS, which typically
have a critical temperature above the boiling point of nitrogen at 77.35K. The first
stable compound discovered above this temperature was YBa2Cu3O7−x (YBCO).
The rare earth element yttrium (Y) can be substituted by other rare earth elements
such as dysprosium, gadolinium or samarium and is then named rare-earth barium
copper oxide (REBCO) [57]. The compound with the currently highest critical tem-
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perature is HgTiBa2Ca2Cu3O8 with 138K [58]. Another important representative
of HTS for technical applications is Bi2Sr2CaCu2Oy or Bi2Sr2Ca2Cu3Oy (BSCCO)
with a critical temperature of 108K.
The critical temperature of LTS is typically below 23K, because until 1986 all discov-
ered superconductors had their critical temperature below this temperature. How-
ever, this value is historically determined and does not represent a fixed distinction.
An important representative for technical applications especially in the health tech-
nology are Nb3Sn and NbTi with a critical temperature of 18K and 9.6K, respec-
tively. These applications are cooled by liquid helium (LHe) which has its boiling
point at 4.2K. In 2001, the compound MgB2 was discovered with a critical tempera-
ture of 39K which is also a member of LTS.
The first iron-based superconductors were discovered in 2006 and are currently of
scientific interest and not relevant for technical applications.
HTS materials generally have significant advantages compared to LTS materials,
because they can be cooled at economically and commercially feasible temperatures
due to the decreasing efficiency of cryocoolers with decreasing temperature [59]. This
fact can significantly reduce the efficiency of technical applications. However, they
are used in technical applications such as medical diagnostic tools and superconduc-
ting machines.

1.4. Electric Machine
1.4.1. Conventional Machine
The basic property of electric machines is that the torque is proportional to the
product of the stator current per circumferential length and the flux density in the
air gap. Therefore, this product has to be maximized for light machines. However,
this approach is limited both thermally and magnetically in a conventional machine
design. This means that the current density in the windings is limited due to their
ohmic loss which has to be removed by cooling. Liquid cooling is one option for
an effective removal of this loss, resulting in a maximum current densities of about
10 A mm−2 for well-designed standard electric machines with copper windings [60].
This effect also limits the maximum flux density in the air gap of approximately 1T
for machines with rotor excitation windings [61]. This value is similar for excitations
with permanent magnets due to their limited remanence and coersivity. Further-
more, the saturation flux density of conventional ferromagnetic sheets reaches about
2T. This restricts the flux density in the iron teeth of the machine.
Thus, the material selection has a significant influence on the design and power-
to-weight ratios of around 10 kW kg−1 have already been achieved in the design of
normal conducting machines [62]. However, higher power-to-weight ratios and above
all lower power losses are required. Superconductivity is expected to be a key en-
abling technology to solving this trade-off between current density and power loss.

1.4.2. Superconducting Machine
Superconducting machines have been developed mainly for applications in mobility
and power generation with a power greater than 1MW. Figure 1.8 presents machines
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from the areas marine, wind, utility and aerospace in dependence of the power P
and the rotational speed n. Additionally, the development status of the machines is
divided into concepts and demonstrators.
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Figure 1.8.: Power P as a function of the rotational speed n of superconducting
machines from the areas marine, wind, utility and aerospace which are
divided into the development stages concept and demonstrator. The
data are summarized in Table 1.1 as well as in the Appendix in Ta-
ble F.1, F.2 and F.3.

Superconducting machines for wind turbines operate in the rotational speed range
around 10 min−1 and powers around 10MW as direct drives. The key parameters
such as power-to-weight ratio, efficiency, superconducting material and operation
temperature of these machines are listed in the Appendix in Table F.1. Both LTS
with NbTi and MgB2 as well as HTS with YBCO and BSCCO have been investigated
and realized as generators since 2007.
The identical superconductors can also be found in machines for marine propulsion
systems as direct drive with around 120 min−1. Furthermore, the first demonstrator
was developed with NbTi in 1983 [63]. The key parameters of all further machines
which are mainly based on HTS are summarized in the Appendix in Table F.3.
Machines for utility are operating typically at the line frequency of 50Hz or 60Hz
which corespondents to a rotational speed of 3000 min−1 or 3600 min−1 for one pole
pair. The power range is very wide and extends from a few MW to the GW range, as
listed in the Appendix in Table F.2. Due to the high power and continuous operation
in power plants, superconductors can be used particularly economically. This can
also be seen from the early application in several demonstrators with NbTi from
1978 onwards.
High rotational speeds are required for aviation applications, for example to further
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increase the power-to-weight ratio or to couple the machine directly to a turbofan.
The power ranges are in the single-digit and lower two-digit MW range, as listed
in Table 1.1. The first LTS demonstrator was built in 1980 and since 2017 many
more demonstrators and concepts have been launched. This is due to the necessity
to reduce the fossil CO2 emissions in civil aviation, as described in Section 1.1.
It can be concluded that in the last few years, the majority of superconducting
machine demonstrators and concepts were designed with HTS, due to the more
economic cooling. Additionally, some machines with MgB2 are also present. In nearly
all presented areas, the superconducting machine has not progressed beyond the
status of a demonstrator. This can change in the aviation area, because the technical
solution alternatives are more limited than in the other areas.

Table 1.1.: Main properties of the superconducting machines for aerospace applica-
tion corresponding to Figure 1.8.

Year Power1 Speed2 PTW3 Efficiency4 SC Temp.5 Source
1980 20 7000 0.06 99.5 NbTi\Nb3Sn 4 [64]
2008 1.3 10000 8.8 98.0 BSCCO 30 [65]
2009 0.16 2700 5.3 − YBCO\BSCCO 30 [66]
2017 1 2500 11.5 − REBCO − [67]
2017 1 2500 14.5 − REBCO − [67]
2017 1 2500 18.2 − REBCO − [67]
2017 2 2500 18.6 − REBCO − [67]
2017 2 2500 24.1 − REBCO − [67]
2017 3 2500 21.4 − REBCO − [67]
2017 3 2500 31.9 − REBCO − [67]
2017 5 2500 23.1 − REBCO − [67]
2017 5 2500 37.0 − REBCO − [67]
2017 10 7000 − − MgB2 20 [68]
2017 10 8000 − 81.9 MgB2 20 [69]
2017 10 8000 − 99.8 Nb3Sn 4 [69]
2018 0.85 12000 11.7 − MgB2 20 [70]
2018 1.25 12000 6.5 − MgB2 20 [70]
2018 1.4 6800 17.4 98.9 YBCO 63 [71]

2019 1 6000 20.0 99.0 YBCO 25 [72, 73,
74]

2019 3 5000 19.4 − YBCO\MgB2 20 [75]
2019 5 5000 25.2 − YBCO\MgB2 20 [75]
2019 10 3000 25.0 − Nb3Sn − [76]
2019 10 7000 20.0 98.0 YBCO 30 [77]
2019 10 9000 25.6 99.3 REBCO 20 [78]
1 in MW
2 in min−1
3 in kW kg−1
4 in %
5 in K
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1.5. Basic Idea and Solution Approach
Most of the listed and presented superconducting machines in the section before are
synchronous machines and their improved performance characteristics are based on
increasing the excitation flux density due to the high current carrying capabilities of
superconductors under DC conditions. This is based on the fact that the torque of
an electric machine is proportional to the product of the stator current per circum-
ferential length and the flux density in the air gap. Therefore, superconducting coils
are integrated in the rotor and the stator is equipped with conventional copper (Cu)
coils. Such a topology is shown in Figure 1.9a with an air gap stator winding and
is defined as partially superconducting rotor machine. Due to the high flux density
generated by the rotor coils, it is advantageous to design such machines without
stator teeth to avoid high saturation of the iron. Detailed machine concept designs

Stator

Rotor

(a)

Stator

Rotor

(b)

Figure 1.9.: Minimal sketch of radial flux synchronous machines with:
(a) Air gap stator winding of copper and superconducting rotor coil.
(b) Slotted superconducting stator and permanent magnet rotor.

including verification of specific components have already been realized and show
that a maximum power-to-weight ratio of about 20 kW kg−1 can be achieved with
this topology at high rotational speeds around 7000 min−1 [71, 77]. However, it is
necessary to achieve even higher power-to-weight ratios to meet the power-to-weight
requirement for the entire system and this also in cases of lower rotational speeds.
This approach offers less potential because it is limited due to the saturation of the
iron yoke and the copper loss in the stator windings.
Another topology is the partially superconducting stator machine with superconduc-
ting coils in the stator and normal conducting coils or permanent magnets (PM) in
the rotor, as shown in Figure 1.9b. However, in this configuration the superconduc-
tors would be exposed to a rotating magnetic field and have to carry an alternating
current. This leads to AC loss and explains why in the past superconductors were
used mainly in machines with DC excitation. It is essential to consider the influence

13



1. Introduction

of AC loss on the current carrying capacity of the superconductor in the design of
such machines. Therefore, conductors with high transport properties and low AC
losses are required. A superconducting stator can also be combined with a super-
conducting rotor, which is called a fully superconducting machine.
Magnesium diboride (MgB2) is a candidate for a machine with superconducting
stator coils because good transport properties at moderate magnetic fields up to
4T are demonstrated with lower cost, wide availability of raw materials and im-
proved mechanical stability compared to coated high-temperature superconductors
[79, 80, 81, 82]. However, the price target of 1e kA−1 m−1, which is cheaper than
a copper wire, has not yet been achieved [83]. The higher current-carrying capacity
of HTS tapes compared to MgB2 wires at identical temperature and magnetic field
cannot compensate the higher AC loss in alternating fields and would lead to an un-
economical high cooling effort, which is particularly disadvantageous in an aircraft
application [84]. Magnesium diboride wires are beneficial compared to conventional
LTS wires due to the higher temperature operation range and an increased stabil-
ity [85]. Moreover, MgB2 wires are characterized by low AC loss, explained by the
manufacturing of thin MgB2 filaments with a radius of a few micrometers. Many
filaments are twisted and combined by a metallic matrix to a round wire [86, 87].
Furthermore, MgB2 enables the production of conductors in kilometer length, which
is essential for the development of many commercial applications. The critical tem-
perature of MgB2 is 39K and allows cooling with liquid hydrogen. This combination
is promising for hybrid-electric aircraft when using the hydrogen for cooling and as
a source to generate electric energy. Thus, the cooling capacity is already on board
and does not need to be generated. Therefore the disadvantage of less economical
cooling due to the lower critical temperature compared to HTS is compensated.
This thesis discusses the design of electric machines with MgB2 stator windings. The
influence of the AC loss generated by the superconductor in alternating magnetic
fields is considered in the machine design process. The heating of the coils during
two-phase cooling with liquid hydrogen is calculated by taking into account varying
fields, frequencies and currents. In the stator design, an air gap winding is regarded
as more promising than a slotted stator, because the stator teeth are saturated due
to the high magnetic fields. The superconducting stator is combined with different
rotor topologies, which allows the investigation of both partially and fully super-
conducting machines. This includes superconducting coils, superconducting bulks,
permanent magnets and Halbach array as custom design of permanent magnets.
The models are variable and characterized by a reasonable simulation time due to
the holistic analytical design approach. Furthermore, the comparison of different
machine topologies and the investigation of parameter studies are enabled. This is
an advantage compared to an approach based on the finite element method (FEM),
where the design of superconducting machines has to be solved as a complex multi-
physics problem with a high computational effort.
The machine model is applied in a case study that aims to retrofit a state of the art
single aisle aircraft with a hybrid-electric propulsion system. The core engine is re-
placed by a superconducting machine and propels directly the fan. Finally, a design
proposal for the most promising superconducting machine topologies is made.
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1.6. Structure of this Thesis
In order to investigate the above mentioned topics, mainly three different disciplines
need to be considered. These are superconductivity, electric machine and hybrid-
electric aircraft, as illustrated in Figure 1.10.
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Figure 1.10.: Content of this thesis which is surrounded by the main topics super-
conductivity, electric machine and hybrid-electric aircraft.

Furthermore, the thesis is structured in five main chapters, which include the theo-
retical fundamentals of these technical fields up to the calculation and discussion of
a specific use case. The content of these main chapters is introduced in the following.

Content of main chapters
In Chapter 2, MgB2 is presented as superconductor for technical applications and
its critical properties are discussed. For this reason the critical current of a MgB2
multifilament wire is measured under varying temperature and external magnetic
flux density penetrating the wire. This provides the basis for implementing a model
to calculate the AC loss components in the different materials of the wire with a
combination of analytical formulas and finite element method.
Chapter 3 describes the analytical calculation of a two-phase flow to cool multi-
filament wires and coils of these wires. A thermal model is developed from this
knowledge, which separates between the heat transfer, the temperature distribution
inside the wire and the pressure drop. Since hydrogen is used as the cooling medium,
its thermal properties are discussed in detail. Subsequently, both models, the AC
loss model and the thermal model, are combined to the electro-thermal model. For
comparison reasons, a single-phase flow cooling model is implemented, in order to
compare a two-phase cooled MgB2 wire with liquid hydrogen and a state-of-the-art
single-phase cooled Cu wire with a synthetic oil regarding their maximum current
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density.
In Chapter 4, a machine model has been created for radial flux synchronous ma-
chines with air gap windings. Different machine topologies are defined which are
divided into partial and fully superconducting machines. Both superconducting and
normal conducting coils, superconducting bulks as well as permanent magnets are
calculated. Analytical equations are used to determine the magnetic flux density
distribution in the entire machine, except the stator yoke. The thickness of the
magnetic air gap is calculated model internally, taking into account mechanical and
thermal functionalities. This includes the calculation of the thickness of the sleeve,
which fixes the magnets or coils on the rotor by a press fit, and the thickness of the
cryogenic walls, which separate different temperature areas. In addition, the thick-
ness of the yoke is designed and its loss is determined. By calculating the passive
and active mass of the main components of the machine as well as the torque, the
power-to-weight ratio is determined.
Chapter 5 presents the fundamental design process of superconducting machines for
hybrid-electric aircraft under consideration of a flight mission. This includes how the
working point of the stator coils is adjusted and the determination of the total AC
loss in stator coils. Additionally, the AC loss minimization with optimized control
strategies is also being investigated. In order to consider the influence of the flight
mission on the machine design, a liquid hydrogen tank model is introduced, which
takes into account the thermal and mechanical effects.
In Chapter 6, the results for a machine design for an Airbus A321neo-LR are pres-
ented and the hybridization approach of this aircraft is explained in detail. Fur-
thermore, the machine topologies are compared under consideration of all boundary
conditions and a design proposal is presented.
Finally, the thesis is completed with a summary and an outlook in which the next
development steps and possible extensions of the models are described.
In order to provide the reader with all necessary information to reproduce the pres-
ented results the appendix contains further explanations and data.
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2. Magnesium Diboride
Magnesium diboride (MgB2) is a type-II superconductor and was discovered in the
year 2001 [88]. Bulks, wires and thin films are promising for many applications in
energy technology. This thesis utilizes wires which are available commercially [85].

2.1. Conductor Manufacturing and Architectures
Magnesium diboride wires are basically divided into monofilament and multifilament
wires. Both architectures have advantages and disadvantages, especially in their
electromagnetic, thermal and mechanical properties. The manufacturing process also
influences the wire properties, as described in the following [89].

Powder in Tube
One very popular method for achieving good quality MgB2 wires is the powder in
tube (PIT) method. Various pure metallic or alloy tubes are filled with precursor
powder in this process [85, 90, 91, 92, 93, 94]. The tube material is chosen by their
common workability, different hardness and tensile strength properties. Further cri-
teria are the thermal conductivity and bonding as well as the specific resistance of
the material. The powder is packed inside the tube by pressing with a steel piston.
Furthermore, doping the powder with silicon carbide (SiC) or carbon (C) leads to
higher critical current densities [89]. In the subsequent deformation process by rolling
and drawing, monofilament wires are manufactured. These wires can be combined
in a metallic matrix to form a multifilament wire, followed by further deformation
until the desired dimensions are reached. Afterwards, a heat treatment in vacuum
or oxygen protective atmosphere is applied to the wire. The powder in tube method
can be performed by either an ex-situ or in-situ process.
In the ex-situ process, the tube is filled with pre-reacted MgB2 and sintered at
around 950◦C [95]. In constrast, in the in-situ process a stoichometric mixture of
magnesium (Mg) and boron (B) powder is sintered at a temperature around 650◦C,
which is approximately the melting point of magnesium. This process results in a
volume reduction and thus the powder in tube method is distinguished by high
superconductor porosity and lower current carrying capability compared to the in-
ternal magnesium diffusion process, as presented in the next section [96].

Internal Magnesium Diffusion
The fabrication of wires with the internal magnesium diffusion (IMD) process was
successfully carried out by [97] and [98]. In this process, the starting materials are a
pure magnesium rod which is positioned in the centre of a metal tube and the gap
between rod and tube is filled with boron powder or a powder mixture. Subsequently,
the filled powder is packed by pressing with a steel tube. This starting billet is rod
rolled, swaged and drawn alternately until the final outer diameter is reached. During
heat treatment at a temperature of 650◦C, the magnesium diffuses into the boron
powder. At higher reaction temperatures, a decrease of the critical current density
must be expected for silicon carbide doped wires [97]. A high density MgB2 of higher
phase purity is achieved, compared with the powder in tube method. Furthermore,

17



2. Magnesium Diboride

the porosity in the MgB2 layer is much smaller compared to powder in tube processed
wires [89]. The diffusion reaction results in a circular MgB2 layer with a hole at the
place where the magnesium rod was [96].
However, wires manufactured with the internal magnesium diffusion process are
not commercially available, therefore only powder in tube manufactured wires are
considered in this thesis.

Properties of two commercially available multifilament wires
Two low AC loss multifilamentary wires are investigated in this thesis which are
manufactured by the in-situ PIT process by Hyper Tech Research. The first is a 114
filament wire (114F) and the second is a 54 filament wire (54F) shown in Figure 2.1a
and 2.2a, respectively. Moreover, the adapted geometry of both wires is shown in
Figure 2.1b and 2.2b which are used later in FEM calculations.

150µm

(a) (b)

Figure 2.1.: Cross section of the 114 filament MgB2 wire according to Table 2.1
shown as:
(a) Microscopic image.
(b) Adapted geometry for FEM simulations.
MgB2 , Nb barrier , Cu10Ni matrix , Cu interfilaments and
Cu30Ni outer sheath are marked.

The 114 filament wire has a filament diameter of 20µm and the filaments are sur-
rounded by niobium (Nb) which is used as diffusion barrier. Furthermore, the matrix
and the central core are manufactured with Cu10Ni and the outer sheath is made of
Cu30Ni to improve the mechanical strength. The Nb barrier avoids reactions of the
MgB2 powder with the cupronickel matrix. The outermost filament ring includes 6
Cu interfilaments to provide electrical and thermal protection for the superconduc-
ting wire in the event of a sudden loss of superconductivity. In total, the wire has a
diameter of 610µm and was delivered already reacted.
The 54 filament wire has a similar design to the 114 filament wire. The filaments,
with a diameter of 13µm, are coated with Nb and embedded in a Cu10Ni matrix.
Copper interfilaments are not present and the wire diameter is 290µm. Further ge-
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ometric and material properties, such as the volumetric mass density, the electrical
resistivity and the thermal conductivity, of the two wires are summarized in Ta-
ble 2.1 and 2.2, respectively. Magnesium diboride is about four times lighter than
copper but due to the low fill factor in the wires, this has only a marginal effect on
the total density of the MgB2 wires compared to a copper wire. In contrast to the
114 filament wire, this wire was delivered unreacted, which makes a heat treatment
necessary. This process is described in the following section.

50µm

(a) (b)

Figure 2.2.: Cross section of the 54 filament MgB2 wire according to Table 2.1 shown
as:
(a) Microscopic image.
(b) Adapted geometry for FEM simulations.
MgB2 , Nb barrier , Cu10Ni matrix and Cu30Ni outer sheath
are marked.

Table 2.1.: Geometric properties of the 54 filament (54F) and 114 filament (114F)
MgB2 wire.

Property Unit 54F 114F
Wire diameter µm 290 610
Filament diameter µm 101, 132 20
Number of SC filaments - 54 114
Number of NC filaments - - 6
Fill factor with MgB2 - 0.11 0.135
Thickness of outer sheath µm 35 65
Thickness of barrier µm 7.5 12
Twist pitch mm 5 5
1 mean value by measurement of the MgB2 area in Figure 2.2a
2 from data sheet
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2. Magnesium Diboride

Table 2.2.: Material properties of the investigated multifilament MgB2 wires which
are presented in detail in Appendix C [87, 86].

Part Material Density1 Electrical
resistivity2

Thermal
conductivity3

SC filament MgB2 2550 [99] − 6.8 [100]
NC filament Cu4 8940 [101] 0.026 [101] 8564.4 [101]
Barrier Nb 8570 [102] 5.64 [102] 8.5 [103]
Matrix Cu10Ni 8940 [104] 140 [102] 18.2 [105]
Outer sheath Cu30Ni 8800 [106] 365 [102] 9.1 [107]
1 in kg m−3
2 in nΩ m and at 20K and 0T
3 in W m−1 K−1 and at 20K
4 RRR equals 1000

Heat treatment
Heat treatments are performed in an electrically heated furnace under an argon
atmosphere with slight overpressure. Hydrogen gas with a concentration of 5% traps
any remnant oxygen in the furnace chamber. The non-reacted 54 filament wire is
wound to hollow steel cylinders with a radius of 8 cm which is far above the critical
bending radius defined in the next section. The wire is fixed at its ends by screws and
the furnace temperature is measured inside this hollow cylinder. The temperature
profile is shown in Figure 2.3. It is important that a temperature of over 600◦C is
reached for a period of 90min and a temperature of 650◦C for a period of 45min,
allowing magnesium and boron to react. The duration of the cool-down phase is
determined by the thermal capacity of the furnace and the ambient temperature. The
slow cooling-down phase reduces internal stresses which result from the deformation
process.
After heat treatment, the critical parameters of the conductors are examined.
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Figure 2.3.: Measured temperature T at the sample of the 54 filament wire as a
function of the time t.
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2.2. Critical Parameters
A superconductor has several critical parameters, which have a major impact on
the superconducting properties and must be taken into account when designing
applications.

Critical temperature
The characteristic critical temperature Tc of MgB2 is 39K, below which the electrical
resistance vanishes [88]. Above this temperature the superconducting state cannot
exist. Sufficient temperature margin must be maintained from this limit during op-
eration of the application to ensure safe operation. Furthermore, the critical current
and critical field of the conductor decreases with increasing temperature, which will
be presented in the following sections. [54]

Critical field
The superconducting state is lost if the critical magnetic field Hc is exceeded. Fur-
thermore, the Meissner effect describes the expulsion of the magnetic field of a
material during its transition to the superconducting state. [55]
This means that a type-I superconductor behaves like a perfect diamagnet, that ex-
pels the magnetic field from its interior. The critical magnetic field depends strongly
on the temperature and is zero at the critical temperature, as shown as an example
in Figure 2.4a.

0 Tc
0

Hc

Meissner state

Normal state

~H

~H

Temperature T

M
ag
ne

tic
fie

ld
H

(a)

0 Tc
0

Hc1

Hc2

Meissner state

Mixed state

Normal state

~H

~H

~H

Temperature T

M
ag
ne

tic
fie

ld
H

(b)

Figure 2.4.: Magnetic field H as a function of the temperature T for:
(a) Type-I superconductors. Adapted from [108].
(b) Type-II superconductors. Adapted from [108].
The penetration of a cylindrical superconductor by a parallel magnetic
field ~H is illustrated.

Type-II superconductors are characterized by two critical magnetic field values which
define two areas presented in Figure 2.4b. Firstly, the area between zero and lower
critical field Hc1 is defined for magnetic fields, which are completely excluded from
the superconductor by screening currents flowing in a very thin layer at the surface.
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2. Magnesium Diboride

Secondly, the field area between the lower critical field and upper critical field Hc2
in which the superconductor is penetrated in the form of flux tubes.
Nowadays, the upper critical field is increased by doping MgB2 [109]. Carbon doping
is one of the most effective variants for increasing this value. This was done by the
manufacturer in the 54 filament and 114 filament wire with 2% [86].

Critical current
The most important characteristic property of a superconductor for practical appli-
cations is the critical current Ic. This value defines the maximum electrical transport
current that the superconductor is able to carry without DC resistance. Due to the
importance for further calculations, the critical current is measured as a function of
the temperature and the external magnetic field. This measurement is done in an
electrical characterization system for superconductors [110]. Only straight samples
with a maximum length of 9 cm can be mounted, of which 5 cm are taken by the
current contacts. The maximum applied current is 1 kA and the temperature can be
adjusted between 1.8 K and 200 K. DC fields up to 6 T can be reached.
Due to the necessary two-phase hydrogen cooling in the electric machine and the
critical temperature of MgB2, the conductor is measured at the discrete tempera-
tures of 20K, 22K, 25K, 27K, 30K and 33K. The magnetic flux density is varied
between 0T and 2T in 0.1T steps. No higher fields are to be expected due to the
typical saturation of iron in electric machines beyond 2T and the strongly decreas-
ing current carrying capacity of MgB2 at increasing magnetic flux density.
The resistance of the conductor is determined by measuring the transport current
It and the voltage difference U , which can also be represented as electric field E.
By increasing the transport current, the critical current is determined by definition
when the critical electric field Ec of 1µV cm−1 has been reached. As an example,
a curve of the strongly non-linear electric field current characteristic is shown in
Figure 2.5.

0 10 20 30 40
0

0.5

1

1.5

Ic = 40.74 A→

Transport current It in A

El
ec
tr
ic

fie
ld
E

in
µ

V
cm
−

1 Measured E-field
Resistivity
Adjusted E-field

Figure 2.5.: Measured electric field E of the 114 filament wire as a function of the
transport current It to determine the critical current Ic at a critical
electric field Ec of 1 µV cm−1.
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The measurement results are then modified in two steps. Firstly, the DC resistance
generated by the current injection is removed. Secondly, the curve is fitted to the
power law in Equation 2.1 [111] with the parameters critical current density Jc and
n-value.

E = Ec

(
J

Jc

)n
(2.1)

The measurement results for both wires are summarized in Figure 2.6.
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Figure 2.6.: Critical current Ic as a function of the external flux density Bext meas-
ured at temperatures between 20 K – 33 K for the:
(a) 114 multifilament wire.
(b) 54 multifilament wire.

It is conspicuous that the current carrying capacity of the 54 filament wire is consid-
erably lower than that of the 114 filament wire. A comparison of the current densities
at 20K and self-field shows that the current density of the 54 filament wire reaches
a value of 300 A mm−2 and the 114 filament wire reaches a value of 770 A mm−2.
Their ratio difference increases with increasing flux density due to the stronger field
sensitivity of the 54 filament wire and is 9.8 at 20K and 2T. No improvement could
be achieved by changing the heat treatment. It can be concluded that the conductor
quality is not yet sufficient for this application. Another indication of this is that the
filament diameter varies strongly, as can be seen in Figure 2.2a, and the measured
mean value is only 10µm and not 13µm as specified by the manufacturer. The fill
factor is therefore also lower.
For this reason, the 54 filament wire is not further taken into account in this thesis
because the difference would be reflected in the overall machine design. The 114
filament wire shows much better current carrying capacity in dependence of flux
density and therefore it will be taken into account in the further design.
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Critical bending radius
The critical bending radius rb,c is important for conductors used in coils operated
in an external magnetic field and thus subjected to large stress and strain. If a Jc-
degradation occurs through bending, the critical bending radius is achieved. This
point mainly depends on the outer sheath material [112, 113]. Equation 2.2 can
be used to calculate the critical bending strain εb,c with the distance of the outer
filaments from the neutral axis dof .

εb,c = dof
dof + rb,c

(2.2)

Measurements at room temperature show that a critical current degradation occurs
at bending strains greater than 0.3 % – 0.5 % for MgB2 wires with CuNi outer sheath
[114, 115]. This leads to a minimum bending radius of 22 mm – 37 mm for the 54
filament wire and 48 mm – 80 mm for the 114 filament wire. The strain tolerance can
be improved with an outer sheath made of stainless steel [116].
Furthermore, bending before the heat treatment is advantageous so that no Ic-
degradation occurs. Cracks occur during bending, which are healed by the heat
treatment process. This results in advantages in the manufacturing of coils. However,
bending after heat treatment causes a significant Ic-degradation [112].
The Jc-degradation in dependence of the bending radius is not investigated in this
thesis. If the machine design reaches bending radii smaller than the critical values,
these designs will be dismissed.

2.3. AC Loss
The determination of the AC loss is a key task in this thesis because it limits the
current carrying capacity of the superconductor in alternating fields through heat-
ing of the wire. There is a mutual influence: The transport current influences the
external field loss component and the external field influences the transport current
loss component [117]. Thus, this calculation forms the basis for the design of electric
machines.
The AC loss in a superconducting wire consists essentially of five components, listed
in Table 2.3 and shown in Figure 2.7. They are distinguished according to the loca-
tion of their origin, superconducting (SC) or normal conducting (NC) material, and
essential influence parameters.
The loss is mainly caused by two sources. Firstly, the superconducting wire is pen-
etrated by an external sinusoidal field with the amplitude Bext and frequency fext
which generates the magnetization loss. This alternating field is generated in electric
machines by adjacent AC coils or by the DC field of the moving rotor. Secondly,
the transport current It produces an alternating magnetic self-field around the wire,
which is penetrating the wire and causes the self-field transport current loss [117]. In
addition, the loss is influenced by various material parameters, such as the electrical
resistivity ρnc or a ferromagnetic behavior of normal conducting materials.
The loss components in the superconducting filaments and the normal conduct-
ing materials, as shown in Figure 2.7, are the magnetization loss Pv,mag 1 and
the coupling-current loss Pv,cc 3 , respectively. Further loss components are the
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eddy current loss Pv,e 2 in normal conducting materials and possible overcurrent
transport loss Pv,oc 4 for example in the thermal and mechanical stabilizer. The
ferromagnetic loss Pv,fe 5 is generated in the sheath material if this is magnetic.

1

5

2 4

3
Bext

Figure 2.7.: Sketch illustrating the different loss components in SC filaments , NC
sheath material and NC stabilizer dedicated to different effects and
materials listed in Table 2.3.

Table 2.3.: AC loss components in a superconducting wire with the major influence
parameters and point of origin.

Loss component Point of origin Major influence
parameters

1 Magnetization loss Pv,mag SC filament Bext, fext, It
3 Eddy current loss Pv,e NC stabilizer/sheath Bext, fext, ρnc
2 Coupling-current loss Pv,cc NC sheath Bext, fext, ρnc
4 Overcurrent transport loss Pv,oc NC stabilizer It, ρnc
5 Ferromagnetic loss Pv,fe NC sheath Bext, fext, Qv,fe

It is common to specify the loss per wire length. All loss components summarized
result in the total AC loss per unit length P ′v,tot:

P ′v,tot = P ′v,mag + P ′v,e + P ′v,cc + P ′v,oc + P ′v,fe (2.3)

The analytical determination of the loss is very complex and different boundary
conditions have to be considered, which are explained below.
It is assumed that the external field Bext and transport current It in the wire are
in-phase. No analytical expression is known to calculate the loss if this field and this
current are not in-phase. If this is the case, the total loss becomes lower because
of Faraday’s Law. The electric field drives screening and coupling currents and has
its maximum at the moment when the time derivative of the flux density has its
maximum and thus, the flux density is zero [118]. At the same time and if external
field and current are in-phase, the current is also zero due to the inductive behavior
and leaves maximum space for screening and coupling currents. Thus, if they are
not in-phase, the external field and current are never zero simultaneously and the
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screening as well as coupling currents cannot be so high as in the in-phase case. [117]
Furthermore, no analytical expression is known to determine the alternating trans-
port current loss and the magnetization loss of a wire by an alternating external
field separately. Moreover, the calculation is independent of external thermal as well
as mechanical influences.
A more detailed description of the summarized loss components of Table 2.3 are
presented in the following sections of this chapter. Two different approaches to com-
pute the individual loss contributions are used in this thesis. In Section 2.3.1 general
analytical calculation methods are presented for each loss component. In contrast,
Section 2.3.2 shows the procedure to use numerical methods to calculate the mag-
netization loss. In the subsequent Section 2.3.3 the results of both approaches are
presented and compared for the 114 filament wire.

2.3.1. Analytical Calculation
The static analytical calculation of the AC loss described in the next sections is
based on the work of Wilson [119], Bean [120], Carr [121] and Oomen [117]. The
calculations differentiate between a multifilament wire in a normal conducting ma-
trix and a cable made of monofilaments. Even if no sample of a cable based on
monofilaments is available, this wire architecture can be considered theoretically to
discuss the general superconductor characteristics.

Magnetization loss
In type-II superconductors, an alternating magnetic field causes magnetization loss
being linked with two energy sources: an external magnetic field and the self-field of
the conductor when applying a transport current. These two superimposed sources
penetrate the superconducting material in the form of flux tubes. If the field is
changing, the internal magnetic field of the superconductor changes as well and in-
duces an electric field. This leads to screening currents at the level of the critical
current density in the outer part of the superconductor. The inner part of the super-
conductor is field-free. If a current is transported through a superconductor, Lorentz
forces are moving the flux tubes which is known as flux creep. [117]
The magnetization loss is calculated for an external sinusoidal magnetic field per-
pendicular to the conductor, carrying a sinusoidal transport current in-phase with
the magnetic field [117]. Initially two important quantities are introduced to de-
scribe the actual state and the AC loss of a superconductor. Firstly, the normalized
current In is defined in Equation 2.4 which describes the ratio of transport current
It to critical current Ic.

In = It
Ic

(2.4)

Secondly, the normalized flux density amplitude β in Equation 2.5 is introduced and
is defined by the ratio of external flux density Bext to penetration flux density Bp.

β = Bext

Bp

(2.5)

Furthermore, the penetration flux density Bp in Equation 2.6 is defined by the
required magnetic field, perpendicular to the superconductor, to penetrate the centre
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of a cylindrical superconductor [120]. This quantity depends only on the radius of
the superconductor rsc and its critical current density Jc.

Bp = 2 rsc µ0 Jc
π

(2.6)

The magnetization loss density of a superconducting wire Qv,mag, given as loss per
cycle and per unit of volume, is calculated according to Equation 2.7 [121].

Qv,mag =
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(2.7)

This equation was originally developed for an infinite slab parallel to a sinusoidal
magnetic field and can be extended with the ratio of the loss factors Γ(β) to a
cylindrical wire penetrated by a perpendicular field shown in Figure 2.8 [119].
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Figure 2.8.: Loss factor Γ for the magnetization loss density per cycle and per unit
volume as a function of normalized flux density amplitude β in different
shapes of superconductors [119].

Furthermore, it is assumed that the critical current is independent of the flux density
[117]. No expressions are known to separate the two physical contributions during
external alternating magnetic field and transport current. An important parameter
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for the characterization of a superconductor is the n-value which is used to describe
the sharpness of the E-J transition. Its influence on the magnetization loss is not
taken into account in this analytical approach because the equations are given for
Bean’s critical-state model [120]. This model assumes three current density states in
the superconductor which are the zero current density in field-free regions and the
positive and negative critical current density in the regions penetrated by a magnetic
field.
Finally, the magnetization loss per unit length P ′v,mag is determined by Equation 2.8
with the filament area Afil and the external frequency fext.

P ′v,mag = Qv,mag Afil fext (2.8)

As an example, Figure 2.9a shows results of Equation 2.7 as a function of the nor-
malized flux density amplitude β and normalized current In for a single filament of
the 114 filament wire with the input parameters according to Table 2.4. It is clearly
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Figure 2.9.: Magnetization loss results for an exemplary filament of the 114 filament
wire with the input parameters in Table 2.4.
(a) Magnetization loss density Qv,mag as a function of the normalized
flux density amplitude β and the normalized current In. The three cases
from Equation 2.7 are shown.
(b) Magnetization loss per unit length and per transport current
P ′v,mag/It as a function of the filament radius rfil.

visible that after reaching the penetration flux density at a normalized flux density
amplitude of 1, the magnetization loss increases rapidly and the normalized flux
density amplitude has a greater influence than the normalized current in the value
range investigated.
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For applications with a medium field lower than 2T, such as electric machines, the
penetration flux density is rapidly exceeded in wires with small filament radii. In
these cases applies β � 1 and only the first summand in the last case of Equation 2.7
is significant.
Furthermore, Figure 2.9b shows the influence of the filament radius rfil on the mag-
netization loss per unit length and per transport current P ′v,mag/It. This loss repre-
sentation is chosen to compare the filaments with each other [122]. With decreasing
filament radius, the loss per current decreases linearly.

Table 2.4.: Input parameters for the analytical magnetization loss calculation of the
114 filament wire shown in Figure 2.9.

Symbol Value Unit Explanation
In 0.7 − Normalized current
fext 500 Hz External frequency
Jc 2.083 · 109 A m−2 Critical current density
Bp 0.4 T Penetration flux density

The magnetization loss can be reduced by operation of the superconductor signifi-
cantly below the critical current. Furthermore, the reduction of the dimensions of
the superconducting filaments reduces the magnetization loss, but this increases the
critical bending radius and is limited by the manufacturing process [122]. In Sec-
tion 2.3.3 the influence of the filament radius is presented in more detail for the 114
filament wire.

Eddy current loss in normal conducting materials
The electromagnetic alternating fields induce eddy currents in normal conducting
materials. According to Figure 2.7, there are two sources of magnetic fields. Firstly,
the external field Bext and secondly the field which is generated by the adjacent
superconducting wires. Both fields superimposed generate loss in a normal conductor
known as proximity effect. A further loss component is known as skin effect, which
results from the self-field of a current carrying normal conductor. This effect occurs
in a superconducting application only if the superconductor is overloaded and thus
a part of the transport current It is flowing in the normal conductor. This current
is defined as external current Iext.
The eddy current loss per unit length P ′v,e is calculated by Equation 2.9 [123]. The
first summand represents the skin effect and the second summand represents the
proximity effect.

P ′v,e = R′dc

2Cs Iext2 + Cp

(
Bext

µ0

)2
 (2.9)

Parameters that influence the eddy current loss are the DC resistance per unit length
R′dc, which depends on the resistivity ρnc, and the area of the respective material.

R′dc = ρnc
π rnc2

(2.10)

29



2. Magnesium Diboride

Further parameters are the factors Cs and Cp in Equation 2.11 and 2.12, respectively,
which include the Kelvin functions KBer(ν, ξ) and KBei(ν, ξ) in dependence of the
relative thickness ξ.

Cs = ξ

4
√

2

(
KBer(0, ξ)KBei(1, ξ)−KBer(0, ξ)KBer(1, ξ)

KBer(1, ξ)2 +KBei(1, ξ)2

+ KBei(0, ξ)KBer(1, ξ) +KBei(0, ξ)KBei(1, ξ)
KBer(1, ξ)2 +KBei(1, ξ)2

) (2.11)

Cp = −
√

2 ξ π2 rnc
2
(
KBer(2, ξ)KBer(1, ξ) +KBer(2, ξ)KBei(1, ξ)

KBer(0, ξ)2 +KBei(0, ξ)2

+ KBei(2, ξ)KBei(1, ξ)−KBei(2, ξ)KBer(1, ξ)
KBer(0, ξ)2 +KBei(0, ξ)2

) (2.12)

ξ =
√

2 rnc
δs

(2.13)

The skin depth δs is defined as:

δs =
√

2 ρnc
ω µ0

(2.14)

and the Kelvin functions are the real and imaginary parts of the νth Bessel function
Jν [124]:

Jν
(
ν, ξ e

3πi
4
)

(2.15)

Equation 2.9 describes the two cases of partially and fully penetrated normal con-
ductors, as shown in Figure 2.10. It can be seen that the two loss effects as a function
of the resistivity ρnc generate losses of different levels. These can also become ex-
tremely large with a several hundred watts per meter, which should be avoided by
an appropriate wire design.
A further calculation option for eddy current loss is introduced according to [125].
For zero external current and full penetration Equation 2.16 can be used with the
second moment of area Ia. It is specified for circular cross-section in Equation 2.17.

P ′v,e = Ia
ω2Bext

2

2 ρnc
if δs ≥ rnc (2.16)

Ia = π

4 rnc
4 (2.17)

An advantage compared to the first approach with Bessel functions is that the calcu-
lation effort is greatly reduced, without loss of accuracy, as illustrated in Figure 2.10.
The eddy current loss increases in a partially penetrated conductor with increasing
resistivity until the maximum eddy current loss is reached, as shown and marked in
Figure 2.10. At this point, the conductor is completely penetrated by the magnetic
field. A further increase of the resistivity leads to decreasing eddy current loss in a
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Figure 2.10.: Eddy current loss per unit length P ′v,e as a function of the resistivity ρnc
for a NC material with circular cross-section, a radius rnc of 200 µm,
an external field Bext of 1 T and a frequency fext of 500 Hz.

fully penetrated conductor.
Eddy current losses can be reduced through an optimal choice of the normal conduct-
ing material. So far, the electrical resistivity has been assumed to be temperature
independent, but especially in the case of copper, it strongly varies in the cryogenic
temperature range, as presented in Appendix C.2. Further influencing parameters
are the residual-resistance ratio (RRR) and the external flux density.
In the further calculation, the detailed variant with Bessel functions for determining
the eddy current loss is chosen, because there are no limits to the electrical resistivity
to be considered.

Coupling current loss in multi-stage-twisted cable
An alternating external magnetic field induces an electric field according to Faraday’s
law, which causes cross-over currents in superconductors from one filament to the
other.
Figure 2.11 illustrates the origin of this coupling current loss. At first, Figure 2.11a
shows two parallel filaments in a normal conducting matrix, penetrated by a per-
pendicular external field B⊥. This magnetic field induces an electric field which in
turn drives a coupling current icoup around the loop. Furthermore, the current flows
through the normal conducting matrix and generates loss in this matrix. If the con-
ductor length increases, the filaments can reach their critical current very fast. This
condition is called critical length lc where the filaments are full coupled [119].

lc = 2
√
ρnc Jc,fil dfil
π fextBext

(2.18)

This results in a higher loss in a multifilament wire compared with a equivalent
monofilament wire. For this reason, multifilament superconductors in AC applica-
tions must always be twisted.
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Figure 2.11.: Sketch of the current path of coupling currents icoup between two fila-
ments , embedded in a matrix and penetrated by a perpendicular
magnetic field B⊥ in a:
(a) Non-twisted conductor. Adapted from [117].
(b) Twisted conductor. Adapted from [117].

Figure 2.11b presents two twisted superconductors where the voltage is induced in
each loop. Differently from Figure 2.11a, the cross-over current flows parallel to the
magnetic field through the matrix and not perpendicular. The distance between two
twisted filaments in a round wire is independent of the direction of the cross-over
current. The coupling currents are decreased to an acceptable level by choosing the
twist pitch ltw shorter than 2lc [117].
If filaments are combined into a wire or wires into a cable, in addition to twisting,
the increase of the effective resistivity ρb between the wires in the cable can also re-
duce coupling current loss. Equation 2.19 is used for the calculation of the coupling
current loss per unit length P ′v,cc with the cable area Acab and the external frequency
fext.

P ′v,cc = Qv,ccAcab fext (2.19)

Further, the coupling current loss density Qv,cc is defined in Equation 2.20 with the
total coupling time constant τtot.

Qv,cc = 2Bext
2 π ω τtot

µ0
(
1 + (ω τtot)2

) (2.20)

This time constant describes the decay time of a coupling current and depends on the
number of twisting stages n. For a better understanding, Figure 2.12 illustrates as an
example the situation of a cable with multifilament wires and three twisting stages.
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r1

r2

R2

R3

r3

R1

Figure 2.12.: Cable consisting of multifilament wires with SC filaments and NC
matrix in three twisting stages. The outer radius Rn and the twist
radius rn of each twisting stage n are illustrated.

The first stage is from the basic filament twist. It is also possible to calculate twisted
multifilament wires, which are combined to a twisted cable. The total coupling time
constant τtot of cables, manufactured by twisted composite wires, are calculated for
one or more stages, as follows in Equation 2.21.

τtot =



µ0 ltw
2

8 π2ρb
if n = 1

N∑
n=0

τn if n > 1
(2.21)

First of all, the case for more than one stage is considered. The total time constant
is summed over all stage time constants τn [126]. Every new twisting stage n causes
a decrease of coupling current loss, which is smaller than for an untwisted cable.
The general stage time constant is defined as:

τn = µ0

2 ρn∗

(
ltw,n

∗

2π

)2 1
1− εn−1

(2.22)

with the effective twist pitch length ltw,n∗, the effective resistivity ρn∗ and the average
void fraction εn between the cable stages. These parameters are defined as:

ltw,n
∗ = ltw,n −

rn−1

Rn−1
ltw,n−1 (2.23)

ρn
∗ = ρb db

ηnRn−1
(2.24)
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with the apparent twist pitch length ltw,n, the outer radius Rn, the twist radius rn,
the contact area ratio ηn, the resistivity ρb and thickness db of the contact resistive
barrier. The twist radius describes the path on which the centers of the filaments
move when twisting. If there are multiple materials in the barrier, the different
products ρb db are summed. For cables consisting of monofilament wires the first-
stage time constant τ1 in Equation 2.22 is zero.

Coupling current loss in mono-stage-twisted wire
Equation 2.20 can also be used to calculate the coupling current loss in multifila-
ment wires with one twisting stage. First the coupling time constant τtot has to be
determined with the effective resistivity ρb given in Equation 2.25 with the radius
of filamentary core rfc shown in Figure 2.13.

ρsh

rwire

rfc

rco
ρco

dsh

ρst

Figure 2.13.: Multifilament wire divided into the inner matrix core, the filamentary
zone and the outer sheath with the corresponding outer radii rco, rfc
and rwire, respectively.

ρb = 1
ρm,eff

+ dsh
rfc ρsh

(2.25)

The effective transverse resistivity ρm,eff of the matrix is determined by the matrix
material and by the shape as well as structure of the inner filaments. This resistivity
can be calculated by Equation 2.26 with the fraction of filaments in filamentary
core εf and if it is assumed that the filaments have good electrical contact with the
matrix material [121].

ρm,eff = ρst
1− εf
1 + εf

(2.26)

Another calculation method is described in [127, 128]. In this approach, the geo-
metric structure of the wire, as shown in Figure 2.13, is taken into account in more
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detail compared to the first approach. The wire is divided into the inner matrix core
with the radius rco, the filamentary zone with the radius rfc and the outer sheath
with its outer radius rwire. Each area has a corresponding resistivity. The coupling
current loss per unit length P ′v,cc is given by the following equation:

P ′v,cc = Acab

(
rfc
rwire

)2
Bext

2 ω2
(
ltw
2π

)2 ( 1
ρsh

rwire
2 − rfc2

rwire2 + rfc2
+ 1
ρst

rfc
2 − rco2

rfc2

− 1
ρco

rco
2

rfc2

)
+ Acab

1
4ρsh

Bext
2 ω2

(
rwire

4 − rfc4

rwire2

) (2.27)

Figure 2.14 shows the comparison of both calculation methods in Equations 2.19
and 2.27. Both approaches show similar behavior. With increasing flux density and
frequency the loss increases rapidly. Furthermore, the approach with the loss calcu-
lation through the coupling current time constant provides more pessimistic values,
which are about 15% higher. This variant is selected for further calculations in order
to achieve a conservative design.
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Figure 2.14.: Coupling current loss per unit length P ′v,cc as a function of the exter-
nal flux density Bext at different external frequencies fext for the 114
filament wire.

Overcurrent loss
Overcurrent loss occurs when the superconducting filaments of a wire are overloaded
in the case of a quench and, as a consequence, a part of the transport current It flows
as overcurrent in the normal conducting material. This is only possible for limited
time, otherwise the wire will be destroyed due to high AC loss.
The parallel resistance per unit length R′nc from all normal conducting materials in
the cable must be determined for the calculation of the overcurrent loss per unit
length P ′v,oc in Equation 2.28.
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P ′v,oc =


R′nc (It − Ic)2 if In > 1

0 if In ≤ 1
(2.28)

In this event, the skin effect and proximity effect presented in Equation 2.9 also
occur as additional AC loss.
This exceptional condition is neglected in the machine design and is therefore not
taken into account in the loss calculation. Furthermore, quenching is prevented by
having transport currents equal to a small fraction of the critical current. In this
work, the normalized current is limited to less than 0.7.

Ferromagnetic loss
Ferromagnetic loss Pv,fe is caused by hysteresis behavior of ferromagnetic non-super-
conducting materials. During manufacturing of the wires, undesirable ferromagnetic
impurities can occur [68]. Apart from impurities, some MgB2 wires are manufactured
with magnetic material [129, 130]. The loss density Qv,fe can be determined by
integration over the closed hysteresis curve area Ah:

Qv,fe =
∫
Ah

H dB (2.29)

The hysteresis curve is non-linear and thus no closed-form expression is known to
calculate its loss density. With the approximation according to Steinmetz in Equa-
tion 2.30 the ferromagnetic loss density Qv,fe and subsequently the ferromagnetic
loss per unit length P ′v,fe in Equation 2.31 is determined. The material dependent
constant Cfe and the exponent n, which varies in the range from 1.5 – 3, have to be
determined empirically by measurements [131].

Qv,fe = CfeB
n (2.30)

P ′v,fe = Qv,feAfe fext (2.31)

The basic equations to analytically derive the different terms contributing to the
total AC loss in Equation 2.3 of a superconducting wire carrying an alternating
transport current when being exposed to an alternating magnetic field are now
described. Assuming that no quench occurs and non-magnetic normal conducting
materials are used in the further investigation, the most influential loss terms are the
magnetization loss, the eddy current loss and the coupling current loss. Therefore,
in the next sections, they will be investigated in more detail using finite element
method (FEM) to understand the profound behavior.

2.3.2. Finite Element Method
The FEM calculation is based on the H-formulation of Maxwell’s equations. Faraday’s
Law in Equation 2.32 and Ampère’s Law in Equation 2.33 are incorporated in com-
mercial FEM software (Comsol 5.3a) as user-defined partial differential equations
(PDE) using the components of the magnetic field ~H as state variables. Addition-
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ally, special features in the simulation of the non-linear behavior of superconductors
are applied [132].

∇× ~E = −∂
~B

∂t
(2.32)

∇× ~H = ~J (2.33)
For isotropic materials and time invariant systems the following relations are given:

~J =
~E

ρ
(2.34)

~B = µ0 µr ~H (2.35)
The electrical resistivity ρ and the relative permeability µr could be non-linear.

Two dimensional modeling
In this case, the model is reduced to the cross sections of the wire shown in Figure 2.1
as a two-dimensional problem. If the magnetic flux is limited to the x-y plane, the
electric field ~E as well as the current density ~J have only non-zero components in
z-direction. Ampere’s Law in Equation 2.33 simplifies too:

Jz = ∂Hy

∂x
− ∂Hx

∂y
(2.36)

Compared to the electromagnetics of normal conductors, where the electric field
and the current density have a linear correspondence, for superconductors the non-
linear E-J power law is applied [111]. This relation can be used to describe the
phenomenon of flux creep and is defined as follows in Equation 2.37.

Ez = Ec

(
Jz

Jc(B)

)n
(2.37)

The critical electric field Ec is 1µV cm−1 and characterizes the voltage drop per
meter, which is commonly used to define the critical current density Jc(B) of the
superconductor presented in Section 2.2. The n-value characterizes the transition
behavior between superconducting state and normal conducting state. For an n-
value of 1 linear resistivity is set and if the n-value increases the behavior gets closer
to Bean’s critical state model. The measured critical current density, as presented
in Section 2.2, is fitted now to one of the following models.
The Bean model [120] is extended in [133] by introducing the dependence of the
critical current density on the magnetic field, which is called Kim model and is
described by following equation with the fitting parameters β and B0:

Jc(B) = β

B +B0
(2.38)

This Kim model is modified in [134] by adding the fitting parameter α, as given in
Equation 2.39. This allows the adjustment of the steepness of the J-B correlation
from α equals 0 for the Bean model and α equals 1 for the Kim model.
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Jc(B) = Jc0
1(

1 + B
B0

)α (2.39)

A further adaptation is given by [135] where an additional parameter has been
added. In Equation 2.40 the fitting parameter B1 describes the flux density where
the critical current of the superconductor reaches zero.

Jc(B) =


Jc0

1− B
B1(

1 + B
B0

)α if B < B1

0 if B ≥ B1

(2.40)

In this work is Equation 2.39 used and Table 2.5 presents the fit results for the
measured critical currents from Section 2.2.

Table 2.5.: Fit parameters for the critical current density according to Equation 2.39
of the 114 filament wire.

T 1 Jc0
2 B0

3 α

20 0.770 · 109 7.581 6.654
22 0.727 · 109 5.696 5.760
25 0.642 · 109 6.810 8.005
27 0.540 · 109 7.003 9.343
30 0.384 · 109 4426 7778

1 in K
2 in A m−2
3 in T

To solve the presented equations, boundary conditions are necessary, as explained
in the next section.

Boundary conditions
First of all, at interfaces between two materials with the magnetic field ~H1 and ~H2
the tangential component of the field is continuous if no surface current density ~K
occurs, as described by the following equation with the normal vector ~n.

~n×
(
~H1 − ~H2

)
= ~K = 0 (2.41)

Two boundary conditions are required to solve the partial differential equation. The
first one is the magnetic insulation at the edge of a simulation area defined in
Equation 2.42.

~n ·
(
Hx

Hy

)
= 0 (2.42)

The second boundary condition is defined in Equation 2.43 by the line integral of
the tangential component of the magnetic field Hθ equal to the sinusoidal transport
current It. √

2 It sin (ωt) =
∮
Hθ ds (2.43)
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If a twisted cable is calculated in a two-dimensional model, additional boundary
conditions can be set. In a perfectly twisted cable, the same current flows in every
filament. This condition is realized for the kth filament by Equation 2.44.

Ik(t) =
∫
A
Jz,k dA (2.44)

Not all filaments are transposed in the 114 filament wire. The filaments are only
transposed in the five superconducting shells, as shown in Figure 2.1. Therefore, the
same current flows in the filaments of a shell, but the current splitting between the
shells remains free. This fact is taken into account by adjusting the condition in
Equation 2.44 in the FEM model.

AC loss calculation
The determination of the different AC loss components is made by integration over
the surface area. Accordingly, the magnetization loss of the superconducting fila-
ments is calculated by integration over the area of the filaments in Figure 2.7 and
the eddy current loss is determined by integration over the area of the normal con-
ducting material.
The instantaneous value of loss per unit length is given by:

p′v(t) =
∫
A
Jz Ez dA (2.45)

and the time averaged value per unit length by:

P ′v =
∫
p′v(t) dt (2.46)

Coupling current loss can only be determined in a three-dimensional model, which
will be discussed in the next section.

Three dimensional modelling
A three-dimensional model is advantageous to calculate the coupling current loss
more precisely compared to the analytical approach. Especially at high external
fields and frequencies, this loss component takes up the main part of the total AC
loss, as shown in Figure 2.20.
In the past, three-dimensional calculations were successfully carried out on simplified
models or wires with a low number of filaments [136, 137]. The number of nodes
increases due to the additional nodes in the third dimension. Consequently, the
computation time increase approximately by a factor proportional to the number
of inserted mesh points along the third dimension [138]. This would lead to a huge
calculation effort and for this reason three-dimensional models are not performed in
this thesis.
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2.3.3. Results
This section presents the results of the AC loss calculation generated by finite el-
ement method (FEM) and compares them with analytical results. Firstly, a mono-
filament is calculated with FEM to explain the basic superconductor behavior. Af-
terwards, the 114 filament wire is investigated. Finally, design suggestions and guide-
lines are derived from the findings.

Magnetization loss of a monofilament
The magnetization loss per unit length P ′v,mag is presented according to the input
parameters in Table 2.6. The constant current density at a temperature of 20K and
a flux density of 1T is used in the analytical calculation only. In the FEM calcula-
tion the measured Jc(B)-characteristic at a temperature of 20K is used.
Figure 2.15a presents the magnetization loss per unit length and per transport cur-
rent P ′v,mag/It of a monofilament wire as a function of the filament radius rfil and the
analytical approach from Equation 2.8 is compared with FEM results. The loss is
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Figure 2.15.: Magnetization loss results with the input parameters in Table 2.6:
(a) Influence of the filament radius rfil on the magnetization loss per
unit length and per transport current P ′v,mag/It of a monofilament wire.
(b) Comparison of the magnetization loss per unit length P ′v,mag be-
tween the monofilament (1F) and the 114 filament (114F) wire depend-
ing on the external flux density Bext. The loss of the monofilament is
scaled with a factor of 114 to those of the 114 filament wire.

normalized to the transport current in order to achieve comparability. As expected,
the loss increases linearly with increasing filament radius as already shown in Fig-
ure 2.9b. However, the loss results for the analytical approach are too low with a
deviation of 43% percent at a filament radius of 10µm. This is a too high inaccuracy,
so the FEM is taken to calculate this loss component.
Next, the difference in magnetization loss per unit length P ′v,mag between the mono-
filament and the 114 filament wire in dependence of the external flux density Bext
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is examined. This verifies whether it would be possible to determine the loss of a
multifilament wire by a quicker calculable monofilament model. For a better compar-
ison, the loss of the monofilament is scaled to the loss of the 114 monofilament wires
by multiplication with 114. The results for different temperatures are presented in
Figure 2.15b. Over the entire field range, the losses of the monofilament are lower
than those of the 114 filament wire.
In the field range smaller than the penetration flux density of around 0.2T at a tem-
perature of 20K, large deviations occur because the self-field and the shielding effect
of several filaments are not taken into account. Furthermore, eddy current effects
are not considered in the monofilament. Due to the high deviation a monofilament
cannot be used to describe the loss behavior of the 114 filament wire accurately.

Table 2.6.: Input parameters for the analytical and FEM magnetization loss calcu-
lation for a monofilament and the 114 filament wire presented in Fig-
ure 2.15, 2.16 and 2.17.

Symbol Value Unit Explanation
In 0.7 − Normalized current
Bext 1 T External flux density
fext 500 Hz External frequency
Jc

1 2.567 · 109 A m−2 Critical current density
T 20 K Temperature

1 only used in the analytical calculation

Magnetization loss of the 114 filament wire
Figure 2.16 presents the behavior of the 114 filament wire depending on the time
t. An external flux density of 1T, an external frequency fext of 500Hz and a nor-
malized current of 0.7 is selected as the operating point of the wire. The phase
angle between current and external field varies between 0◦ and 90◦, as shown in Fig-
ure 2.16a and 2.16b, respectively. The instantaneous critical current ic of the wire is
calculated by integration of the instantaneous critical current density over all fila-
ments to represent the instantaneous utilization rate of the wire. It should be noted
that the critical current is a DC quantity and is in general frequency dependent for
alternating currents [139]. However, the critical current can be measured only for
DC field and direct current with the electrical characterization system presented in
Section 2.2.
The highest instantaneous utilization rate of the wire occurs in Figure 2.16a when
the external field and the transport current are exactly in phase. The minimum
instantaneous critical current and the maximum instantaneous transport current
it arises at the same time and the maximum instantaneous normalized current is
reached with represents the target normalized current of 0.7. A comparison with
Figure 2.16b shows that the maximum instantaneous normalized current is signifi-
cantly lower with 0.4.
The phase angle between magnetic field and transport current cannot be fixed in
electric machines, because this parameter can be changed by the machine control.
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Figure 2.16.: Instantaneous transport current it, the instantaneous critical current
ic and the instantaneous magnetization loss per unit length p′v,mag as a
function of the time t for the 114 filament wire with the input param-
eters in Table 2.6 and for a:
(a) Phase angle of 0° between external field and transport current.
(b) Phase angle of 90° between external field and transport current.

The peak of magnetization loss occurs when ∂B/∂t becomes maximal and there-
fore the flux density is zero. Furthermore, the non-linearity of the superconductor
is visible in the loss curve. However, the time average of the magnetization loss is
practically independent from the phase angle and due to the minimal impact, it is
neglected in further AC loss calculations.
The adapted geometry of the 114 filament wire in Figure 2.1b is not rotationally
symmetrical. For this reason, the influence of the spatial rotation angle θsc on the
magnetization loss per unit length P ′v,mag is investigated and the results are shown
in Figure 2.17a. The adaptation of the geometry has no significant influence on the
magnetization losses and therefore requires no detailed consideration.
A further investigation is done regarding the frequency dependence of magnetization
loss. The target is to reduce the loss calculation to the magnetization loss density
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Figure 2.17.: Magnetization loss results for the 114 filament wire with the input pa-
rameters in Table 2.6:
(a) Magnetization loss per unit length P ′v,mag as a function of the ro-
tation angle θsc.
(b) Magnetization loss per unit length P ′v,mag as a function of the ex-
ternal frequency fext.

Qv,mag by using Equation 2.8 and thus to be independent of the frequency. Fig-
ure 2.17b compares FEM results with an ideal linear dependence. It can be seen
that the loss has a moderate quadratic dependence on the frequency, which results
in a maximum deviation of 20% between linear approximation and FEM result at
1000 Hz and 2 T. The amount of deviation also varies with the magnitude of the
magnetic flux density visible as an example for 1000 Hz and 1 T with a maximum
deviation of a 18%. This means that even a field-dependent correction cannot be
introduced. To eliminate the frequency dependence, the magnetic flux density is
calculated at 1000 Hz, whereby the losses for frequencies less than 1000 Hz are de-
termined slightly too high. Thus, it is possible to determine the magnetization loss
density Qv,mag in an acceptable calculation time depending on the three most im-
portant influencing parameters: the flux density, the normalized current and the
temperature. The calculation is based on the measured temperatures shown in Fig-
ure 2.6a and is limited to temperatures below 30K.
It can be seen in Figure 2.18 that with decreasing temperature, the magnetization
loss density decreases, because the critical current density and thus the penetration
flux density decreases according to Equation 2.6. This increases the normalized flux
density amplitude, which decreases the loss density according to Equation 2.7 case
3. Furthermore, the flux density has a much greater influence on the magnetization
loss density than the normalized current. This can also be seen in Figure 2.19a at
a normalized current of 0.7. The impact of the normalized current is visible at low
flux densities and at a temperature of 20K in Figure 2.18a, due to the high critical
current densities at this temperature. With increasing temperature and flux density
the influence of the normalized current is decreasing. This fact is additionally shown

43



2. Magnesium Diboride

0 0.2 0.4 0.6 0.8
0

0.5

1

1.5

2

Normalized current In

Ex
te
rn
al

flu
x
de

ns
ity

B
e
x
t
in

T

0 5 10 15 20 25 30
Qv,mag in kJ m−3

(a)

0 0.2 0.4 0.6 0.8
0

0.5

1

1.5

2

Normalized current In
Ex

te
rn
al

flu
x
de

ns
ity

B
e
x
t
in

T

0 5 10 15 20 25 30
Qv,mag in kJ m−3

(b)

0 0.2 0.4 0.6 0.8
0

0.5

1

1.5

2

Normalized current In

Ex
te
rn
al

flu
x
de

ns
ity

B
e
x
t
in

T

0 5 10 15 20 25 30
Qv,mag in kJ m−3

(c)

0 0.2 0.4 0.6 0.8
0

0.5

1

1.5

2

Normalized current In

Ex
te
rn
al

flu
x
de

ns
ity

B
e
x
t
in

T

0 5 10 15 20 25 30
Qv,mag in kJ m−3

(d)

Figure 2.18.: Magnetization loss density Qv,mag of the 114 filament wire as a function
of the external flux density Bext and the normalized current In for a:
(a) Temperature T of 20 K. (b) Temperature T of 22 K.
(c) Temperature T of 25 K. (d) Temperature T of 27 K.

in Figure 2.19b at a flux density of 0.1T.
Due to the higher accuracy of the magnetization loss calculated by FEM, these
results are integrated into the analytical calculation and replace the loss component
according to Equation 2.8.
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Figure 2.19.: Magnetization loss density Qv,mag of the 114 filament wire as a function
of the temperature T for a:
(a) Normalized current of 0.7 and different external flux densities Bext.
(b) External flux density of 0.1T and different normalized currents In.
The points present the loss at the measured temperature values and
the line illustrates the quadratic fit between these points.

2.4. Summary and Recommendation
The major loss components are the magnetization loss, the eddy current loss and
the coupling current loss, which add up to the total AC loss. In the AC loss model
of this work, the magnetization loss is calculated by FEM and all other components
are calculated analytically. They are mainly influenced by the external alternating
magnetic field penetrating the wire, the normalized current of the wire and the wire
design. For the latter, design specifications can be collected in the following, which
characterizes an AC loss optimized MgB2 multifilament wire.
Firstly, if the filament radius is reduced, the magnetization loss is decreasing as long
as no critical current degradation due to mechanical stress occurs. This can hap-
pen, for example, by bending and twisting the wire, which is essential in AC coils.
Twisting reduces efficaciously the coupling current loss, which is further influenced
by the specific resistance of the matrix material. The matrix ensures thermal and
mechanical stability of the filaments and must therefore have sufficient thermal con-
ductivity for more robustness during operation [140]. Coupling current loss cannot
be completely prevented in such wires. In the 114 filament wire, it generates the ma-
jority of total loss and is strongly field and frequency dependent, as can be seen in
Figure 2.20 at fields between 0.5 T – 1.5 T and frequencies between 100 Hz – 500 Hz.
The magnetization loss is significantly lower and with less field and frequency de-
pendence, which can be explained by the high number of filaments. The eddy current
loss is very low due to the low copper fraction in the conductor.
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Figure 2.20.: Comparison of the loss components per unit length of the 114 filament
wire depending on the external frequency fext and the flux density Bext

(on the bars) at a normalized current In of 0.7 and a temperature T
of 20K.

In the future, the aim will be to characterize the AC loss of a superconductor by
measurement at high field and frequency as well as cryogenic temperatures [141].
Overall, it is demonstrated that the AC loss of MgB2 wires can be calculated with
analytical approaches with integrated FEM results. This is a fast and sufficient pos-
sibility to calculate the AC loss within the machine design.
The temperature dependencies of the critical current density and the AC loss are not
taken into account in the developed model so far. Therefore, the following chapter
examines the temperature increase of the superconducting wire while cooling.
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3. Electro-Thermal Model of
Magnesium Diboride Wires

The critical current density of a superconducting wire depends on the wire tem-
perature and the magnetic field, which is specified by the respective application in
general. Especially the wire temperature is affected by the AC loss of the wire. This
non-negligible effect is considered through the development of an electro-thermal
coupled model in this section. Therefore, the static temperature distribution in a
cooling slot and inside a MgB2 wire is calculated at different operating points. For
comparison, a copper wire is considered for the design of machines with a normal
conducting stator.
The calculation procedure includes the electro-magnetic behavior of the supercon-
ductor (SC behavior) and a model of the cooling process (cooling), as shown in
Figure 3.1. Both parts, which are described in detail below, influence each other
and are therefore calculated iteratively until a static state is reached. The input
parameters of the model are the geometry and the normalized current In of the
superconductor as well as the flux density Bext and the frequency fext of the exter-
nal field. The various components of the AC loss that are described in Section 2.3

SC performance

AC lossq̇

Je

Tsc
Two-phase flow

Pressure drop

ẋin − ẋout
slh2

fext

BextJe

SC behavior

Cooling

∆p ṁlh2

In

Jc

of LH2

Figure 3.1.: Calculation procedure of the electro-thermal model divided into SC be-
havior and cooling. [142]

cause heat fluxes q̇ that occur at different locations in the wire, as shown in Fig-
ure 2.7. These local sources of heat affect the temperature distribution Tsc in the
wire, which is cooled by a two-phase flow of liquid hydrogen (LH2). Furthermore, the
evaporation of liquid hydrogen is calculated analytically and the pressure drop ∆p
is considered. Both processes are described in more detail in Section 3.2 for the heat
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3. Electro-Thermal Model of Magnesium Diboride Wires

transfer and Section 3.3 for the pressure drop. The new temperature of the MgB2 is
defined at the local maximum at the innermost point of the wire and results a new
critical current density Jc. This current density is used to determine the engineering
current density Je by multiplication with the normalized current. The calculation
loop is closed with the new AC loss for this new current density. In addition, this
calculation procedure is illustrated by the flowchart in Figure B.1. The cooling slot
thickness slh2 and the vapor quality at the beginning ẋin and ending ẋout of the
cooled wire are additional output parameters, as shown in Figure 3.1 and 3.2.

Afl, Tfl

Acon, q̇, αw, Tw

slh2

dcon

ẋin, Tin

ẋout, Tout

ṁ

lw

Figure 3.2.: Three-dimensional view of a multifilament MgB2 wire with a normal
conducting matrix cooled with evaporating liquid hydrogen in axial
flow direction through the whole superconductor surface. The filaments
and the outer sheath are marked and , respectively.

Equation 3.1 defines the vapor quality ẋ by the quotient of the vapor mass flow rate
ṁv and the total mass flow rate ṁ.

ẋ = ṁv

ṁ
(3.1)

It is assumed that the heat emitted over the wire surface must be equal to the heat
output during evaporation of liquid hydrogen. This equilibrium is determined by the
left and right parts of Equation 3.2.

ṁAfl ∆ẋ∆hv = q̇ Acon (3.2)
The cross section of the cooling slot Afl and the conductor shell surface Acon are
defined in Equation 3.3 as well as 3.4 and are illustrated in Figure 3.2. The specific
enthalpy ∆hv and further properties of hydrogen are explained in more detail in
Section 3.1.

Afl =

(
(dcon + slh2)2 − dcon2

)
π

4 (3.3)
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Acon = π dcon lw (3.4)

In this model, the assumption is made that only already hydrodynamically formed
flows occur. Anomalies at the inlet of the cooling slot are neglected. In addition, the
thermal properties of the cooling medium and the materials along the cooling slot
change due to the continuous input of heat. Therefore it is essential to calculate the
temperature distribution iteratively along the cooling slot.

3.1. Properties of Hydrogen
This section introduces the most important thermodynamic properties of hydrogen
to allow a better understanding of the wire cooling.
Figure 3.3 presents the T -s diagram with the specific entropy s of liquid hydrogen
depending on the temperature T . In addition, isobars and constant vapor qualities
ẋ are shown. The evaporation enthalpy ∆hv is calculated at the temperature, the
pressure p and the free optimization parameters the vapor qualities ẋin and ẋout.
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Figure 3.3.: T -s diagram of hydrogen with a descriptive determination of the evapo-
ration enthalpy ∆hv at different pressures p and vapor qualities ẋ. Pro-
duced with data from [143].

An example for the determination of the evaporation enthalpy at a pressure of 2 bar
and a vapor quality from 0 to 1 is shown in the T–s diagram. The evaporation
enthalpies at boiling and dew point are hl and hv, respectively. The operating point
for the two-phase cooling can be freely adjusted below the entire vapor curve, which
is limited at the critical pressure of hydrogen pc.
Figure 3.4 shows the three phases of hydrogen in a p-T diagram. The triple point
is defined at the corresponding pressure ptri and temperature Ttri at which solid,
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3. Electro-Thermal Model of Magnesium Diboride Wires

liquid and vapor phases of a substance coexist in equilibrium. Furthermore, the
liquid-vapor critical point is given at the end point of the pressure-temperature
curve at which a liquid and its vapor can coexist. This point is defined at the
critical pressure pc and critical temperature Tc. Both points must not be exceeded
and thus are limiting the operational range.
The operating temperature of liquid hydrogen, as marked in Figure 3.4, is defined
between 20 K and 30 K due to the minimum pressure of 1 bar and the critical current
measurements of the 114 filament wire in Section 2.2, respectively.
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Figure 3.4.: Phase diagram of hydrogen with the marked operating range between
20 K and 30 K. Produced with data from [143].

Thermodynamic and transport properties of hydrogen are provided by the library
for fluid properties REFPROP and the electro-thermal model is implemented in
Matlab 2019b [143].

3.2. Heat Transfer
The heat transfer is mainly characterized by the heat transfer coefficient of the wall
αw and can be implemented by a single-phase flow or two-phase flow. For this reason,
the calculation of both variants, based on [144], are presented in the next sections
and a comparison of the variants is carried out.

3.2.1. Single-Phase Flow
The heat transfer coefficient for single-phase flows αsp is given by Equation 3.5 with
the thermal conductivity λm at average liquid temperature, the hydraulic diameter
dh and the Nusselt number Nusp [144].
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3.2. Heat Transfer

αsp = λmNusp
dh

(3.5)

The hydraulic diameter is a commonly used quantity to describe flow conditions
in non-circular tubes and is defined by its area Afl and circumference Ufl of this
non-circular geometry. For an annular gap and a rectangular duct the hydraulic
diameters are given by Equation 3.6 and Equation 3.7, respectively.

dh,ann = 4 Afl
Ufl

= 4
π
4

(
dout

2 − din2
)

π (dout + din) = dout − din = s (3.6)

dh,rec = 4 Afl
Ufl

= 4 a b

2(a+ b) (3.7)

The Nusselt number is mainly determined by the Reynolds number Re, which char-
acterizes the type of flow and is given in Equation 3.8 with the dynamic viscosity ηm,
the volumetric mass density ρm and the flow velocity wm at average temperature. It
is distinguished between laminar flow (Re ≤ 2300), turbulent flow (Re ≥ 104) and
the transition between both.

Re = ρmwm dh
ηm

(3.8)

Consequently, the Nusselt number at laminar flows Nusp,lam, which is valid for the
entire cooling slot length, is given by Equation 3.9 including the Prandtl number Pr
in Equation 3.10 with the specific heat capacity cp,m at average temperature [144].

Nusp,lam =

4.6343 + 0.63 +
1.953

(
RePr

dh
l

)−3

− 0.6
3

−3

(3.9)

Pr = ηm cp,m
λm

(3.10)

Further, the Nusselt number at turbulent flows Nusp,tur, which is valid for the local
cooling slot position z, is defined in Equation 3.11 with the factor ξ in Equation 3.12.

Nusp,tur =
ξ
8 RePr

1 + 12.7
√

ξ
8

(
Pr

2
3 − 1

)
1 + 1

3

(
dh
z

) 2
3
 (3.11)

ξ = (1.8 log(Re)− 1.5)−2 (3.12)
The Nusselt number at intermediate flow Nusp,int is determined by Equation 3.13.

Nusp,int =
(

1− Re− 2300
104 − 2300

)
Nusp,lam(Re = 2300)

+Re− 2300
104 − 2300 Nusp,tur(Re = 104)

(3.13)
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3.2.2. Two-Phase Flow
The heat transfer coefficient for two-phase flows αtp is a combination of the heat
transfer coefficient of convective boiling αk and the heat transfer coefficient of nu-
cleate boiling αb according to Equation 3.14 [144].

αtp = 3
√
αk3 + αb3 (3.14)

Both heat transfer coefficients are given by the empirical estimated Equations 3.15
and 3.19 and are valid for two-phase flows of liquids in horizontal pipes [144, 145].
This is the worst case compared to a vertical arrangement. Due to gravity, the liquid
phase can be stratified. This results in partial wetting of the heating wall with a
generally reduced heat transfer.

αk = αl0

 (1− ẋ)0.01

(1− ẋ) + 1.2ẋ0.4
(
ρl
ρv

)0.37
−2.2

+ ẋ0.01

αv0

αl0

1 + 8 (1− ẋ)0.7
(
ρl
ρv

)0.67
−2−0.5 (3.15)

In the following, the heat transfer coefficients αl0 and αv0 are defined if the whole
cooling medium is flowing in the liquid or the vapor phase with the corresponding
Nusselt number and thermal conductivity.

αl0 = Nul λl
dh

(3.16)

αv0 = Nuv λv
dh

(3.17)

Nucleate boiling activates if the heat flux q̇on is exceeded at the wire wall, as given in
Equation 3.18 with the surface tension of the liquid σl, the roughness of the wall Rw

and the volumetric mass density of the vapor ρv. If this overheating does not occur,
only convective boiling has to be considered in Equation 3.14. This is especially the
case in the range of vapor qualities smaller than 0.3 [144].

q̇on = 2σl T αl0
Rw ρv ∆hv

(3.18)

The heat transfer coefficient of nucleate boiling is defined by the following equation:

αb =



αn

Cn
(
q̇

q̇n

)n∗ (
2.692 p∗0.43 + 1.6 p∗6.5

1− p∗4.4

)

·
(
dn
d

)0.5 (
Rw

Rw,n

)0.133 (
ṁ

ṁn

)0.25

·
(

1− p∗0.1 q̇

q̇cr,PB

)0.3

ẋ


if q̇ ≥ q̇on (3.19)
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3.2. Heat Transfer

The normalization values dn, Rw,n, ṁn, αn, q̇n and the constant value Cn that are
used in Equation 3.15 and 3.19 are summarized in Table 3.1. The exponent n∗
and the normalized pressure p∗ are given in Equation 3.20 and 3.21 with the inlet
pressure pin and the critical pressure pc. A detailed calculation of the reference heat
flux q̇cr,PB is presented in [144].

Table 3.1.: Constants and normalization values of evaporating hydrogen for the heat
transfer coefficient calculation [144].

Parameter Value Parameter Value
dn 1 · 10−2 m αn 12 220 W m−2 K−1

Rw,n 1 · 10−6 m q̇n 10 000 W m−2

ṁn 100 kg s−1 m−2 Cn 0.79
pc 12.97 N m−2

n∗ = 0.9− 0.44 p∗0.085 (3.20)

p∗ = pin
pc

(3.21)

After the heat transfer coefficients αw of both flows have been calculated, the wall
temperature Tw of the wire can be determined. As schematically illustrated in Fig-
ure 3.2, this temperature is computed with the heat flux q̇ generated by the total
AC loss of the wire in the following equation:

Tw = Tfl + q̇

αw
(3.22)

3.2.3. Feasibility Analysis
The heat dissipation of a multifilament MgB2 wire with a single-phase flow and a
two-phase flow of hydrogen are compared at expected operating temperatures in
this section.
In the following, the 114 filament wire described in Section 2.1 is assumed to be
cooled at the conditions according to Table 3.2. The heat flux q̇ is calculated by

Table 3.2.: Input parameters for a benchmark cooling calculation for single-phase
flow and two-phase flow of liquid hydrogen.

Parameter Value Parameter Value
Tin 20.0 K q̇ 0.43 W cm−2

p 1 bar slh2 1 mm
ẋin 0 wsp 57.4 m s−1

ẋout 1 lw 1 m
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3. Electro-Thermal Model of Magnesium Diboride Wires

the total AC loss of the 114 filament wire at a flux density of 1T, a frequency of
500Hz and a normalized current of 0.7. Furthermore, an inlet temperature Tin of
20K is chosen for both flow states. To simplify the calculation, the pressure drop is
neglected and the pressure p is set to 1 bar. For comparison, both calculations are
carried out with the same cooling slot thickness slh2 and heat flux q̇. The velocity of
the single-phase flow wsp is selected such that a turbulent flow occurs and the vapor
quality of the two-phase flow at the beginning ẋin and ending ẋout of the cooling
slot are specified as 0 and 1, respectively.
Figure 3.5 shows that the heat transfer coefficient of a two-phase flow is about five
times higher compared to single-phase flow. Accordingly, the wall temperatures are
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Figure 3.5.: Heat transfer coefficient αw and wall temperature Tw as a function of

the wire length lw for an exemplary wire cooling at single-phase and
two-phase flow.

lower with two-phase cooling. The difference is about 1.75K over the entire length
of the wire. This temperature difference would lead to an essential reduction of the
critical current density, as shown in Figure 2.6a. To counteract this, sub-cooled liq-
uid hydrogen could be used.
However, turbulent single-phase flows have a higher heat transfer coefficient than
laminar flows. But this requires high flow velocities and thus high volume flows,
which are about 100 cm3 s−1 in case of a single-phase flows. This is much higher
compared to the two-phase cooling with about 0.26 cm3 s−1, because it requires large
amounts of liquid hydrogen. Therefore, single-phase cooling is not feasible due the
high necessary volume flow caused by the AC loss in the superconductor. Further-
more, the amount of hydrogen for single-phase flow would also be too high for an
application in an aircraft. The cooling energy is provided by a hydrogen tank with
limited space on board of an aircraft, as introduced in Section 6.2. As a consequence,
a large amount of the cooling energy of the hydrogen would be unused due to the
low usable temperature range in a MgB2 application.
The high flow velocity would also lead to a high pressure drop which would be
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another disadvantage. The calculation of the pressure drop in both flow states is
presented in the next section.

3.3. Pressure Drop
The determination of the pressure drop ∆p is an important part of the calculation
to stay within the operating range shown in Figure 3.3 and 3.4. The total pressure
drop ∆ptot consists of the frictional pressure drop ∆pfric, gravitational pressure drop
∆pgrav and accelerational pressure drop ∆pacce according to Equation 3.23 [144].

∆ptot = ∆pfric ±∆pgrav + ∆pacce (3.23)

It is assumed that the gravitational and acceleration pressure drop are much smaller
than the frictional pressure drop for steady state flows [146]. Consequently, only the
frictional pressure drop is considered:

∆ptot = ∆pfric = ∆p

The pressure drop calculation starts with the single-phase flow situation and after-
wards the two-phase flow is considered, because the calculations are based on each
other.

3.3.1. Single-Phase Flow
The single-phase pressure drop ∆psp depends on the mass flow rate ṁ, the length of
the cooling channel section ∆lw , the volumetric mass density ρ and the hydraulic
diameter dh [147].

∆psp = fsp
2 ∆lw ṁ2

ρ dh
(3.24)

The Fanning friction factor fsp given in Equation 3.26 depends on the Reynolds
number Re, which determines the flow regime as laminar or turbulent.

Re = ṁ dh
η

(3.25)

It is expected that only turbulent flows occur with a Reynolds number Re larger
than 2300 and different correlations for different ranges [144]:

fsp =



0.3164
4
√
Re

if 2300 ≤ Re < 104

(1.8 lg(Re)− 1.5)−2 if 104 ≤ Re ≤ 106

(
2 lg(Re

√
fsp)− 0.8

)−2
if Re > 106

(3.26)
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3.3.2. Two-Phase Flow
The two-phase frictional pressure drop is modeled by the Lockhart-Martinelli corre-
lation [148] with the multiplier Φ2 to relate the two-phase pressure drop ∆ptp to the
reference single-phase pressure drop ∆psp. It is assumed that only one of the two
phases is flowing in the annular gap.

∆ptp = Φ2
l,tt 2 fsp

∆lw ṁ2 (1− ẋ)2

dh ρl
(3.27)

McFarlane [149] describes a simple equation, which approximates the Lockhart-
Martinelli multiplier Φ2

l,tt for the case of turbulent flow in both phases:

Φ2
l,tt = 1 + 20

Xtt

+ 1
X2
tt

(3.28)

The Martinelli parameter Xtt is defined in Equation 3.29 with the volumetric mass
densities ρl and ρv as well as the dynamic viscosities ηl and ηv at boiling and dew
point, respectively.

Xtt =
(1− ẋ

ẋ

)0.9 (ρv
ηl

)0.5 (
µl
ηv

)0.1

(3.29)

An additional approach is presented by Equation 3.30 with the mean flow velocity
wm,lv and the mean volumetric density ρm,lv between liquid and vapor state [144].
Furthermore, the empirical coefficient ftp is given in Equation 3.31.

∆ptp = ftp
2 ρm,lv wm,lv2 ∆lw

dh
(3.30)

ftp = 0.00925Re−0.2534 + 13.98Re−0.9501 − 0.0925Re−0.2534(
1 +

(
Re
293

)4.864
)0.1972 (3.31)

In the electro-thermal model, the calculation according to Equation 3.30 is applied,
because this variant is based on a large number of measurements and is suitable if
the flow type is unknown.
With the known heat transfer coefficient and the pressure drop, the temperature
distribution inside the wire is calculated in the next section.

3.4. Temperature Distribution Inside the Wire
To determine the current density at the modified temperature Tsc according to
Figure 3.1, the temperature distribution inside the wire is calculated. In this section,
an analytic model is presented and cross-checked with finite element method (FEM)
to compute this temperature distribution.
Due to the widely varying AC losses in the different materials of the wire, there
is a high requirement on the computing time of the thermal model. Therefore, a
one-dimensional temperature model is developed. For this purpose, the wire cross-
section from Figure 2.1b needs to be transferred and simplified to a shell model to
calculate the temperature distribution in a cylindrical coordinate system, as shown in

56



3.4. Temperature Distribution Inside the Wire

Figure 3.6b. In this operation, the surface ratios remain constant and the insulation
thickness of the wire is taken into account. Additionally, the calculation in a cartesian
coordinate system is introduced to calculate the temperature distribution in a coil,
as illustrated in Figure 3.6a.
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Figure 3.6.: Minimal sketch for the heat conduction calculation trough a shell model
in a:
(a) Cartesian coordinate system.
(b) Cylindrical coordinate system.
Evaporating hydrogen is marked .

3.4.1. Analytical Calculation
Cartesian coordinate system
The differential heat conduction equation in cartesian coordinates is defined in Equa-
tion 3.32 with the heat flux q̇, the thermal conductivity λ, the volumetric mass
density ρ and the specific heat capacity at constant pressure cp [150].

λ
∂2T

∂x2 + λ
∂2T

∂y2 + λ
∂2T

∂z2 + q̇ = ρ cp
∂T

∂t
(3.32)

For a one-dimensional problem in x-direction, as shown in Figure 3.6a, and steady
state conditions the Partial differential equation 3.32 reduces to:

λ
∂2T

∂x2 + q̇ = 0 (3.33)

with the general solution:

T (x) = C1 x+ C2 −
q̇

2λx
2 (3.34)

Figure 3.6a illustrates the convective heat transfer in cartesian coordinates between
two layers and the cooling fluid. The heat transfer depends on the temperature
differences between the walls Tw, the fluid Tfl and the heat transfer coefficient αw.
Each shell is characterized by a specific heat flux q̇ and thermal conductivity λ.
Furthermore, the outermost shell is always assumed to be insulation material.
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3. Electro-Thermal Model of Magnesium Diboride Wires

Equation 3.33 requires several boundary conditions for the determination of the
coefficients C1 and C2 in Equation 3.34. The first boundary condition is defined by
the heat transfer between the coolant and outer wall in Equation 3.35.

αw (Tfl − Tw3) = λ2
∂T2

∂x

∣∣∣∣∣
x=x2

(3.35)

Between two layers with different thermal conductivities, the same temperature oc-
curs if the contact resistance is neglected. This correlation is defined by Equation 3.36
and represents the next boundary condition.

T1

∣∣∣
x=x1

= T2

∣∣∣
x=x1

(3.36)

Additionally, the heat fluxes between two layers are identical and given by Equa-
tion 3.37.

λ1
∂T1

∂x

∣∣∣∣∣
x=x1

= λ2
∂T2

∂x

∣∣∣∣∣
x=x1

(3.37)

With these boundary conditions it is now possible to calculate the coefficients C1
and C2 of Equation 3.34 and the detailed calculation results are listed in the Ap-
pendix A.1.

Cylindrical coordinate system
The differential heat conduction equation in cylindrical coordinates is given by [150]:

1
r

∂

∂r

(
λ r

∂T

∂r

)
+ 1
r2

∂

∂θ

(
λ
∂T

∂θ

)
+ ∂

∂z

(
λ
∂T

∂z

)
+ q̇ = ρ cp

∂T

∂t
(3.38)

The calculation of the temperature distribution in the wire after the simplification
to a one-dimensional problem with temperature gradients only in radial direction is
shown in Figure 3.6b. In steady state conditions Equation 3.38 is reduced to:

1
r

∂

∂r

(
λ r

∂T

∂r

)
+ q̇ = 0 (3.39)

with the general solution:

T (r) = − q̇

4λ r
2 + C1 ln(r) + C2 (3.40)

Figure 3.6b presents a minimal sketch of this temperature distribution in a cylindri-
cal coordinate system. The boundary conditions are similar to these in the cartesian
coordinate system and are therefore not presented. The detailed calculation results
are summarized in the Appendix A.1.
For the determination of the critical current density according to Figure 3.1, the
maximum temperature in the superconducting material is crucial. Therefore, only
the maximum temperature of the innermost MgB2 shell has to be calculated.
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3.4. Temperature Distribution Inside the Wire

3.4.2. Numerical Calculation
The influence of the geometric simplifications on the temperature distribution inside
the wire is verified by finite element simulations using COMSOL 5.3a. Table 3.3
shows the input parameters for the operation point at an external flux density Bext

of 1T, a frequency fext of 500Hz and a normalized current In of 0.7. It is assumed
that the heat flux generation by the different AC loss components in the different
materials presented in Table 2.3 are constant. Furthermore, when comparing finite
element simulations to analytic calculations, the temperature dependency of the
thermal conductivities are neglected. In the temperature distribution calculations
according to Figure 3.1, the conductivity is temperature dependent.

Table 3.3.: Input parameters of the temperature distribution calculation at an exter-
nal flux density Bext of 1 T, a frequency fext of 500 Hz and a normalized
current of 0.7.

Parameter Value Parameter Value
q̇sc

1 47.6 λsc
3 6.8

q̇b
1 - λb

3 8.4
q̇cu

1 5.6 λcu
3 8564.4

q̇ma
1 77.4 λma

3 18.1
q̇sh

1 0.0 λsh
3 8.4

q̇ins
1 0.0 λins

3 0.048
αw

2 10.0 Tfl
4 20.0

1 in W m−3
2 in W m−2 K−1
3 in W m−1 K−1
4 in K

Figure 3.7a shows the temperature profile of the 114 filament wire calculated by the
finite element simulation with the cooling conditions presented in Table 3.3. The
wire insulation thickness is assumed to be 5µm of the polyimide Kapton and is
cooled over the entire surface. The dielectric strength of Kapton is approximately
291 V µm−1 [151]. This is the maximum electric field that the material can withstand
without an electrical breakdown under ideal conditions. Furthermore, the thermal
conductivity λins is assumed according to [152]. The thermal conductivity of this
polyimide is presented in Appendix C.3. This represents a conservative assumption,
because higher thermal conductivities were also measured by [153]. For compari-
son, Figure 3.7b shows the simplified geometry of the wire as a shell model whose
temperature distribution is reduced to a one-dimensional problem in cylindrical co-
ordinates. The area ratios and the total loss of the wire remains constant.
Furthermore, the temperature distribution in radial direction is shown in Figure 3.8a
for both the finite element models and the analytical approach. The simplification
of the wire geometry shows no significant effect on the temperature profile. There-
fore, the analytical approach presented in Section 3.4.1 can be used. Due to its low
thermal conductivity, the insulation layer has the strongest influence and is mainly
responsible for the temperature gradient in the wire. For example, the thermal con-
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Figure 3.7.: Temperature profile of the perfect cooled:
(a) Round 114 filament wire model.
(b) Round shell model.
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Figure 3.8.: Temperature distribution in:
(a) r-direction of the round wire model.
(b) y-direction of the quadratic wire model.

ductivity is about 175 times lower compared to the outer sheath material of the
wire Cu30Ni. For this reason only the turn-to-turn insulation is considered by this
insulation layer. Such insulation separates wires and turns of a coil. Moreover, the
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3.5. Coupled Model Results of Electromagnetics and Thermal

slot insulation, which is implemented for the galvanical separation of a coil from
earthed parts, as well as the phase-to-phase insulation are distanced and separated
from the heat transfer into the liquid hydrogen. They are integrated in the support
structure of the coils, as introduced in Chapter 4.
The assumption that a wire is cooled on its entire surface cannot be realized in prac-
tical applications. For this reason, the cooling area is reduced to a quarter. This has
the consequence that a one-dimensional calculation in cylindrical coordinates is no
longer possible. However, the round wire is transformed into a quadratic geometry,
as shown in Figure 3.9a. Subsequently, this geometry is transformed in Figure 3.9b
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Figure 3.9.: Temperature profile of the one-side cooled:
(a) Quadratic 114 filament wire.
(b) Quadratic shell model.

into a shell model in order to obtain a one-dimensional problem in cartesian co-
ordinates. Again, the insulation is responsible for the largest temperature gradient
inside the wire, as shown in Figure 3.8b.
This comparison demonstrates that the analytical and one-dimensional approaches
can be used to determine the temperature inside the conductor with sufficient pre-
cision.

3.5. Coupled Model Results of Electromagnetics and
Thermal

In this section the coupled model results are presented according to Figure 3.1 for the
114 filament MgB2 wire cooled with liquid hydrogen. For comparison reason a copper
litz wire cooled with a silicone oil at non-cryogenic temperatures is firstly analyzed
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3. Electro-Thermal Model of Magnesium Diboride Wires

in the next section. Furthermore, two wire cooling arrangements are presented in
each case to achieve a realistic air gap winding design. It is important to note that
the current densities are related to the wire cross-section and cooling area.

3.5.1. Copper Litz Wire
For the design of partially superconducting machines with a copper stator, it is
necessary to calculate the engineering current density under single-phase cooling
conditions. This is mainly the same procedure as for MgB2 wires with the difference
that the total conductivity of the insulated copper litz wire λw is known by meas-
urement [154]. The cooling arrangement is designated as single one-side cooled, as
shown in Figure 3.10. Furthermore, the silicone oil Novec is used as liquid coolant
[155].

αwTwTflTin

bw

hw

hs

ls

Support structure

λw

Tout

Thot

Figure 3.10.: Single one-side cooled arrangement of a potted and pressed copper litz
wire including insulation .

The copper litz wire geometry is defined by the wire height hw and the wire width
bw. Additionally, the cooling slot width is identical to the wire width and the cooling
slot length ls is identical to the wire length. An important optimization parameter
is the cooling slot height hs, because this influences the flow type and thus the
heat transfer coefficient αw. Another free parameter is the inlet temperature Tin, by
which the outlet temperature Tout is calculated according to Equation 3.41 with the
specific heat capacity cp and the mass flow Ṁ .

Tout = Pv,tot

cp Ṁ
+ Tin (3.41)

The cooling slot is discretized in direction of the cooling flow, whereby input and out-
put temperature are calculated for each segment. However, the highest cooling fluid
temperature is reached in the final segment. Subsequently, the wall temperature Tw
is calculated by Equation 3.42 with the cooling fluid temperature Tfl corresponding
to the outlet temperature of the final segment.
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3.5. Coupled Model Results of Electromagnetics and Thermal

Tw = Pv,tot
ls bw αw

+ Tfl (3.42)

This results in a hot spot temperature Thot at the inner most position of the wire
given in Equation 3.43, which defines the maximum allowable temperature of the
insulation.

Thot = hw Pv,tot
ls bw λw

+ Tw (3.43)

The single one-side cooled arrangement described above can also be designed as
double one-side cooled, as ilustrated in Figure 3.13b for MgB2 wires. This means
that there is an additional copper litz wire above the cooling channel, which doubles
the heat input in the cooling slot. This saves area in the stator for example through
less support structure and is calculated in the following for an example.
Figure 3.11 presents the impact of the cooling slot height on the engineering current
density Jcu of the copper litz wire and the pressure drop ∆p. Further input param-

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 115

17.5

20

22.5

25

27.5

30

Cooling slot height hs in mm

C
ur
re
nt

de
ns
ity

J
cu

in
A

m
m
−

2 Bext = 0.5 T
Bext = 1.0 T
Bext = 1.5 T
Bext = 2.0 T

0

1

2

3

4

5

6

Pr
es
su
re

dr
op

∆
p
in

ba
r

Figure 3.11.: Engineering current density of copper Jcu and pressure drop ∆p as a
function of cooling slot height hs for a slot with double one-side cooling.
The input parameters are listed in Table 3.4.

eters are the fill factor ffil, the filament diameter dfil as well as the volume flow rate
V̇s. All parameters are summarized in Table 3.4. Additionally, the copper litz wire
is penetrated by fields between 0.5T and 2.0T at a frequency of 500Hz. With de-
creasing cooling slot height the cooling improves, because the Reynolds number rises
and thus the heat transfer coefficient. This allows a higher loss which is limited by
the maximum temperature Tmax. In addition, the area of the cooling slot decreases,
which also increases the maximum engineering current density, because the current
density is related to the cross-section of wire and cooling slot. Furthermore, higher
current densities are possible at lower external fields and frequencies. In practice,
this effect is limited by the pressure drop, which rises sharply when the cooling slot
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3. Electro-Thermal Model of Magnesium Diboride Wires

Table 3.4.: Input parameters of the electro-thermal calculation for an exemplary
copper litz wire.

Parameter Value Parameter Value
hw 3 mm hs 0.5 mm
bw 6 mm ls 0.5 m
ffil 0.75 V̇s 4 cm3 s−1

dfil 0.4 mm Tin 353.15 K
λw 3 W m−1 K−1 [154] Tmax 453.15 K

decreases. Cooling slot heights smaller than 0.28mm lead to pressure drops of more
than 1 bar at a cooling slot length of 0.5m. For this reason, a cooling slot height
of 0.5mm is specified for further investigation. Additionally, the pressure drop is
generally independent of the loss.
The current density of the copper litz wire Jcu as a function of the external flux den-
sity Bext and frequency fext is especially important for an optimal machine design.
Figure 3.12 shows this dependency for the wire geometry and cooling conditions
according to Table 3.4 and for double one-side cooling. At small fields and frequen-
cies, the maximum of the current density is around 28.5 A mm−2 . It is limited by
the DC resistance of the copper litz wire. Furthermore, a transition with quadratic
dependence between field and frequency to lower current densities is visible. As a
result, the AC losses at high fields and frequencies cannot be cooled and the current
density decreases to zero.
These results can now be compared with the 114 filament MgB2 wire in the next
section.
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Figure 3.12.: Current density of the copper litz wire Jcu as a function of external
flux density Bext and frequency fext for the cooling conditions as well
as wire properties summarized in Table 3.4.
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3.5.2. Magnesium Diboride Wire
In this section the 114 filament MgB2 wire is characterized with the electro-thermal
model. For comparison, three conductor arrangements are considered. These are the
perfectly cooled wire known from Figure 3.2 and the single one-side cooled wire
shown in Figure 3.13a. The third arrangement is the double one-side cooled wire in
Figure 3.13b.
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Figure 3.13.: Minimal sketch of periodic cooling arrangements in the MgB2 stator
based on the insulated 114 filament wire and divided into:
(a) Single one-side cooling.
(b) Double one-side cooling.

Table 3.5 summarizes the input parameters of the electro-thermal calculation of the
114 filament MgB2 wire.

Table 3.5.: Input parameters of the electro-thermal calculation for the 114 filament
MgB2 wire.

Parameter Value Parameter Value
hw 546 µm hs 1.0 mm
ls 3.0 m bs 12.0 mm
ẋin 0.0 Tin 20.3 K
ẋout 1.0 pout 1.0 bar

Most important optimization parameters are the slot height hs and the insulation
thickness dins. The slot length is 3m and corresponds to the iron length of the ma-
chine. The slot length must be estimated according to the maximum expected iron
length because the electro-thermal calculation is completed before a specific machine
is designed. This is possible because the slot length has only a minimal impact on
the current density as long as the influence of pressure drop on cooling is negligible.
Furthermore, the inlet pressure pin is adjusted such that the outlet pressure pout
is 1 bar. Due to the slot width bs of 12mm, 20 windings can be arranged next to
each other. Further, it is assumed that the hydrogen is evaporated in a cooling slot
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3. Electro-Thermal Model of Magnesium Diboride Wires

between the vapor quality at the beginning ẋin and ending ẋout of the cooling slot.
Figure 3.14 shows the engineering current density Je,sc and the maximum MgB2
temperature Tsc,max as a function of the insulation thickness dins. Furthermore, the
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Figure 3.14.: Engineering current density Je,sc of the 114 filament MgB2 wire and
the maximum MgB2 temperature Tsc,max as a function of the insula-
tion thickness dins for a slot with double one-side cooling. The input
parameters are listed in Table 3.5.

insulation thickness is varied between 1 µm – 20 µm and the external field is 0.75T,
1T and 1.25T at a frequency of 500Hz. It is shown that the insulation thickness
has a strong influence on the engineering current density and this influence increases
at higher flux densities. This behavior is caused by the 175 times smaller thermal
conductivity between insulator and outer sheath of the wire, which results in a high
temperature gradient inside the insulator. For this reason, the insulation must be
designed as thin as possible and must be in direct contact with the cooling medium.
An insulation thickness of 5 µm is chosen and represents a compromise between di-
electric strength and cooling performance.
Figure 3.15 presents the engineering current density Je,sc and the inlet pressure pin
as a function of the cooling slot height hs, which is varied between 0.1 mm and 2 mm.
Additionally, the external field is 0.75T, 1T and 1.25T at a frequency of 500Hz.
With decreasing cooling slot height, the engineering current density increases be-
cause the flow conditions improve and the total area consisting of wire and cooling
decreases. This effect ends when the pressure drop becomes too large with about
0.2 bar and the cooling conditions deteriorate considerably. In this example, this
point is reached at a cooling slot height of 0.39mm. In order to have a safety margin
to this point, a cooling slot height of 0.5mm is selected for further calculations.
Figure 3.16 shows contour lines of the current density J as a function of the external
flux density Bext and frequency fext. This enables the comparison between the single
one-side cooled wire, the perfect cooled wire and the current density measurement
in DC field.
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Figure 3.15.: Engineering current density Je,sc of the 114 filament MgB2 wire and
the inlet pressure pin as a function of the cooling slot height hs for a
slot with double one-side cooling. The input parameters are listed in
Table 3.5.
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Figure 3.16.: Current density J in A mm−2 of the 114 filament MgB2 wire in the
cases single one-side cooled as well as perfect cooled at a normalized
current of 0.7 and the measured values at a temperature of 20K.
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Even at low fields and frequencies, the perfect cooled 114 filament MgB2 wire
achieves considerably higher current densities than the single one-side cooled 114
filament MgB2 wire. This is due to the 4 times smaller cooling surface of the one-
side cooled wire. With increasing field and frequency, this difference becomes larger
and larger. This effect is caused by a higher temperature gradient, especially in the
insulation. The measured current densities, which are frequency independent and
presented in Section 2.1, clearly show the influence of the electro-thermal model.
A significant reduction of the current density is thereby achieved and forms the
basis for a realistic machine design. The sudden change of the current density be-
tween 150Hz and 300Hz in the case of the perfectly cooled wire results from the
additional nucleate boiling, which is activated above a specific heat flux defined in
Equation 3.18. This transition is not visible for the single one-side cooled multifila-
ment MgB2 wire, because the specific heat flux is 4 times higher due to the cooling
surface reduction.

3.6. Summary
Figure 3.17 shows the engineering current density Je as a function of the external
flux density Bext and frequency fext. Furthermore, the contour lines of the single
one-side cooled MgB2 wire, the double one-side cooled MgB2 wire and the copper
litz wire are plotted. MgB2 wires achieve a much higher current density in the en-
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Figure 3.17.: Engineering current density Je in A mm−2 of the 114 filament MgB2
wire in the cases single one-side cooled as well as double one-side cooled
at a normalized current of 0.7 and the copper litz wire.
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3.6. Summary

tire field and frequency range than copper litz wires. This is a great advantage in
the machine design, because this leads to a significant torque increase compared to
copper. The current density of copper litz wires have a higher frequency dependence
compared to MgB2 wires. This is due to the AC loss chracteristic of the MgB2 wire.
Figure 3.18 presents a further comparison of the three wires. For this purpose, the
current density ratios as a function of the external flux density Bext and frequency
fext are shown.
A comparison of the single one-side cooled and double one-side cooled wire in Fig-
ure 3.18a shows that the single one-side cooled wire performs better than the double
one-side cooled wire in the high field and frequency area (Je,sc,d/Je,sc,s > 1). This is
due to the higher AC losses in this area, which have to be removed via the identical
cooling slot width. In the low field and frequency area (Je,sc,d/Je,sc,s < 1), the double
one-side cooled wire reaches a current density that is up to 1.5 times higher than
the current density of the single one-side cooled wire. This factor results from the
area ratio between the two cooling arrangements of MgB2 in the case of negligible
losses.
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Figure 3.18.: Current density ratio between the:
(a) 114 filament MgB2 wire double one-side cooled Je,sc,d and single
one-side cooled Je,sc,s.
(b) 114 filament MgB2 wire double one-side cooled Je,sc,d and the cop-
per litz wire Jcu.

Figure 3.18b presents the current density ratios between the double-one side cooled
wire and the copper litz wire. The MgB2 wire achieves for 1T and 500Hz a current
density that is 5 times higher than that of the copper litz wire. For very small fields
close to zero this factor increases up to 18.
As design recommendations, it remains to be concluded that the MgB2 wire in-
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3. Electro-Thermal Model of Magnesium Diboride Wires

sulation must be designed as thin as possible to guarantee effective heat transfer
in the small temperature range between 20 K – 30 K. For this reason, the insulated
superconductor must be in direct contact with the liquid hydrogen. For cooling, the
cooling slot must be chosen as small as possible to guarantee excellent heat transfer.
However, the pressure drop has to be limited to an insignificant level to prevent a
deterioration of the heat transfer.
It is recommended to investigate the total thermal conductivity of insulated MgB2
wires in the future to improve the model, which also takes contact resistances into
account. Furthermore, the development of insulation materials for cryogenic temper-
atures is important. The two-phase cooling can be validated by practical examination
of the heat transfer coefficient of liquid hydrogen.
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4. Electromagnetic Machine Design
4.1. Introduction
The calculation of the engineering current density in superconducting coils under
different conditions is explained in the electro-thermal model in the sections before.
The results show a strong dependence on the AC loss which has an influence on the
machine design. This can be justified by the fact that the maximum flux density
penetrating the stator coils depends strongly on the machine geometry. Another
example is that changing the number of pole pairs results in a change of the elec-
trical frequency and thus in the loss as well as the engineering current density. The
dependencies mentioned are shown in Figure 3.17.
Therefore, a machine model is developed that includes the electro-thermal model
into the machine design, according to [142]. Its calculation procedure is presented
in Figure 4.1. In this figure, the electro-thermal model of Figure 3.1 is simplified to
its superior functionalities of superconductor (SC) behavior and cooling. For a given
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Figure 4.1.: Calculation procedure of the analytical machine design model including
results by the electro-thermal model. [142]
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alternating field and a normalized transport current that are related to a specific
machine design, the engineering current density Je, the loss density pv and the mass
flow rate of liquid hydrogen (LH2) ṁlh2 are calculated in the electro-thermal model
and feed back into the machine model. This approach allows to design a machine
with a specific engineering current density that depends on the alternating exter-
nal flux density Bext with frequency fext, the normalized stator current In and the
cooling conditions [142]. The external flux density penetrating the superconductors
is mainly generated by the rotor magnets or coils and the stator coils.
The main purpose of the machine design model, which is illustrated as flowchart in
Figure B.2, is the determination of the machine geometry and architecture accord-
ing to Table 4.1. This variability allows to calculate different machine topologies:
fully superconducting machines, partially superconducting machines as well as nor-
mal conducting machines. Thus, the advantages and disadvantages of the individual
topology can be analyzed in detail. Active parts, support structures and housing
are included in the geometry and consist of different materials depending on their
respective functionality. A couple of examples of these are magnets, coils, carriers,
sleeves and cryogenic parts. Moreover, the entire geometry is adapted to the ma-
chine architecture to be calculated [142]. This allows to compute the mass of several
parts and enables the distinction between active and passive mass. Excluded from
the passive mass are the masses for the bearing shields, bearings, torque transmis-
sion elements, shaft, measuring systems and cooling connections as well as electrical
connections, such as current leads.
The geometry forms the basis to calculate the magnetic field distribution inside
the machine. An exact calculation of the field distribution is essential due to the
high sensitivity of the AC loss in dependence of the flux density, as presented in
Figure 2.20. Therefore, a large programming effort in the two-dimensional field cal-
culation is required. Furthermore, an exact field information is indispensable in the
calculation of torque, loss and hydrogen consumption. [142]
The equations that describe the electromagnetic fields are solved in the frequency
domain [156]. The solutions are calculated in Python 3.7.2. using mainly the pack-
ages NumPy and SymPy.
The main features of the machine design tool are as follows [142]. Firstly, the model
supports the design of synchronous radial flux machines with air gap windings, shown
in Figure 4.2. In this example, a three-phase machine is shown, but in general the
number of phases is a free parameter.
In this model a slotted stator and rotor is not foreseen. The work [157], [158] and
[159] claim that an analytical calculation is feasible and that a good match for the
magnetic field in the air gap is achieved. However, in these works the stator slot field
is not compared with FEM. In contrast, the work [160] presents a strong deviation of
the stator slot field, caused by the infinite permeability of the iron teeth. They found
the deviation rises for an increasing stator current. Furthermore, it is expected that
the iron teeth experience high saturation due to the high magnetic flux densities in
superconducting machines.
Secondly, the rotor is free of iron and the stator is enclosed by a yoke of iron. This
reduces weight in the rotor and the stator shields the environment from electro-
magnetic fields. Regardless of the machine topology, the stator iron is assumed to
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Figure 4.2.: General superconducting machine model with a cold air gap winding and
variable rotor excitation presented in Figure 4.8. The sketch is reduced
to the relevant information for the electromagnetic calculation and the
regions correspond to the parameter o in Section 4.5. [142]

be operated at ambient temperatures. This has several reasons as investigated by
[185]. Due to the increased relative permeability of iron it seems advantageous to
operate at cryogenic temperatures. However, since the iron loss grow rapidly with
decreasing temperature and would burden the cryogenic system, this variant is not
considered. Moreover, the machines are designed for a high power-to-weight ratio,
which requires to operate the stator magnetic steel close to the saturation point to
keep its mass low. This leads to a further increase of the iron loss.
The following effects are neglected in the model. Firstly, due to the two-dimensional
static calculation, end effects are not considered. This effects occur at the end region
of electric machines for example, by the winding heads or a field component in axial
direction, which can cause additional loss [60]. Furthermore, mechanical loss, such
as bearing friction loss and air gap loss due to air friction, as well as additional loss
caused by harmonics are neglected. This also includes loss in permanent magnets
and superconducting magnets or coils in the rotor. It is also assumed that eddy
currents in the permanent magnets generate low heating due to the low harmonics
caused by the air gap winding approach, the large air gap and a high level of magnet
segmentation. However, neodymium iron boron magnets, for example, are particu-
larly temperature-sensitive and effective cooling of the magnets must be ensured in
a detailed machine design [60].
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4. Electromagnetic Machine Design

Secondly, the thickness of the stator yoke and its relative permeability are assumed
as infinite during the computation of the field distribution. This assumption makes
it impossible to calculate residual fields outside the machine. The thickness of the
yoke is adapted in the machine design process and is described in more detail in
Section 4.7.
The computational effort would grow significantly with the introduction of a finite
thick yoke of finite permeability. However, this functionality is not necessary for to-
pology comparisons and can be considered in the detail engineering by finite element
method. Finally, the current density distribution in the coil is assumed as constant,
by which skin effects in normal conductors and shielding in superconductors are
neglected.
In the following chapters, the different parts of the model are explained and derived,
starting with the stator winding system followed by the different excitations. This
also includes the adaptation and design of the air gap according to the machine to-
pology. Subsequently, the magnetic fields are compared with finite element method
in detail. Finally, the yoke is designed including the calculation of the iron loss.

4.2. Stator Winding System

The stator is built up by an m-phase air gap winding system, as shown in Figure 4.2,
and the various coils are shaped race track coils for simplification. Furthermore, it
is assumed that the manufacturing of such a coil is possible and only the bending
radius limits the coil. Figure 4.3 shows a sketch of the coil along two different axes.
The inner bending radius of a stator coil rs,b,i is defined in Equation 4.1 at the middle
stator radius rs,m, which is shown in Figure 4.11.

z

θ

r

θ

leff

rs,b,i bs,c,i rs,b,o

ds,c

bs,c

Figure 4.3.: Sketch of a flat coil with the top view (left) if the stator coil area in
Figure 4.2 is sectioned in the z-θ plane and the cross section (right) as
cut through the r-θ plane.
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rs,b,i = rs,m

(
1− α0

2m

)
sin

(
π

2 p

)
(4.1)

The beding radius of a rotor coil is presented in Section 4.4. Further parameters to
characterize the coil are the width bs,c, the thickness ds,c and the inner diameter bs,c,i
of the stator coil as well as the effective machine length leff . The effective machine
length is valid for the rotor and stator.
The spatial and time depending stator current density Js is defined in Equation 4.2
for an m-phase system with constant spatial distribution and phase shift. Further
parameters of this equation are the number of pole pairs p, angular coordinate θ,
angular frequency ω and time t.

Js (θ, t) =
m−1∑
k=0

∑
n

Jn cos
(
n

(
pθ − 2πk

m

))
Fn cos

(
n

(
pωt− 2πk

m

))
(4.2)

The shape of the coils and the current waveform are described by the Fourier co-
efficients Jn and Fn of the nth harmonic. The Fourier coefficient of a rectangular
spatial shape can be calculated by Equation 4.3 with the maximum current density
over one period of time Jmax. Additionally, the coverage α0 denotes the percentage
share of the stator area that is covered by the coils.

Jn = 2α0 Jmax sinc
(
nα0

2

)
(4.3)

In time domain with sinusoidal supply only the fundamental wave is necessary, but
for example, harmonics generated by an inverter can be taken into account or even
square wave mode, which is among the simplest waveform an inverter can produce
[162]. It is shown in Section 4.6.1 that the calculation of torque is much faster by
assuming a sinusoidal current.
Figure 4.4 shows the ideal spatial current density distribution of a three-phase system
over a pole pair with a coverage α0 of 0.8, introduced in Figure 4.2 at the time t
equals 0 s. The electrical angle θel is defined by the mechanical angle θ as follows:

θel = θ p (4.4)

Furthermore, the deviation between ideal current density distribution and the model
is visualized if Equation 4.2 is solved up to the 19th harmonic order. The differences
between ideal and model spatial current density distribution are clearly visible and
the influence of the maximum harmonic nmax is discussed in Section 4.5.5.
The load angle θload is defined over the spatial angular displacement from the fun-
damental wave of stator field and rotor field. Thus, an angle of 0 denotes that the
positive and negative maxima of both fields are opposite each other. In the model,
this is achieved via setting the position and orientation of the magnets or coils in
the rotor.
In the calculation it is assumed that the coil has a homogeneous current density.
This is not feasible in practice because a support structure is also necessary to pro-
tect the wire and to guide the cooling fluid. Therefore, forces are absorbed as well
as transferred and cooling channels are defined by it. The design of such a structure
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Figure 4.4.: Spatial stator current density distribution of a three-phase system at a
coverage α0 of 0.8 in a ideal model under load which is defined at a load
angle θload of 90 deg and in comparison with a limited model at nmax of
19 at the time t equals 0 s.

is not discussed in depth in this work, because this is part of the detailed design
of a specific machine. However, the required cross-sectional ratio between wire and
support structure in the stator is estimated by the coil support ratio fcsr.
After the stator current density is defined, the air gap can now be described in more
detail to determine the magnetically effective air gap depending on the machine
topology.

4.3. Air Gap Design
The design of the air gap depends on the machine topology. All topologies that can
be computed with the machine design model are presented in Table 4.1.

Table 4.1.: Machine topologies and corresponding architectures in the machine de-
sign model.

Generic term Topology Architecture

Fully superconducting SC stator / SC rotor MgB2 coil / HTS coil
MgB2 coil / HTS bulk

Partially superconducting
SC stator / NC rotor

MgB2 coil / Cu coil
MgB2 coil / HA
MgB2 coil / PM

NC stator / SC rotor Cu coil / HTS coil
Cu coil / HTS bulk

Normal conducting NC stator / NC rotor
Cu coil / Cu coil
Cu coil / HA
Cu coil / PM

76



4.3. Air Gap Design

Figure 4.5 shows different machine architectures which differ in the air gap design
mainly due to the high temperature gradient between rotor and stator or stator
and yoke. To enable such high gradients a vacuum in the rotor and stator housing
must be supported, providing the required thermal isolation. For this reason, cryo
walls, which enable the vacuum, are designed mechanically for this functionality, as
described in Section 4.3.2. Thus, the radial thickness of the designed air gap is very
different, affecting the profile and amplitude of the magnetic field that penetrates
the stator winding strongly. Consequently, this leads to a non-negligible effect on
the AC loss of the stator coils and the stator current density according to the results
of Section 3.5. The radial distance between rotor magnets or rotor coils and stator
coils is defined as magnetic air gap dair and sums the thicknesses of all air gap com-
ponents. Furthermore, the corresponding radial distance between stator coils and
yoke is defined as coil-to-yoke distance dc2y.
Furthermore, the mechanical forces of the coils or magnets in the rotor must be
transferred to the rotor carrier at high circumferential speeds. For this reason, a re-
tention sleeve is installed through a press fit around the circumference, as explained
in Section 4.3.1. Depending on the topology, the stator requires also a carrier struc-
ture.
Most of these parts in the air gap can be made out of materials with an electrical
conductivity much larger than zero. Thus, the functionality of a field shield can also
be realized by these parts, such as the housing, the carrier of stator or rotor and
the sleeve, depending on the machine topology. Harmonics can be shielded due to
the effect, that electro-magnetic fields are mitigated by conductive shells. By an ap-
propriate choice of the shell thickness, AC losses can be locally shifted and thus are
reduced in machines with cryogenic parts, because the losses are already generated
in the respective conductive shells. The eddy current losses in a hollow cylinder can
be calculated analytically, as shown in [163, 164]. Due to the high computational
effort, this functionality is not implemented because the influence on the torque of
the machine is estimated to be low. In a detailed design of a machine, these losses
can be determined by finite element method.
In detail, Figure 4.5a shows a fully superconducting machine with two cryogenic
systems in stator and rotor. It should be noted, that the air gap is evacuated from
air to combine functionalities, resulting in a smaller magnetic air gap. The rotor
carrier is partly used to guide the coolant in the case of superconducting excitation.
In Figure 4.5b the first of two partially superconducting topologies is presented.
The rotor is surrounded by a vacuum area and rotor housing. In this configuration,
this part of the cryogenic system of the machine needs to be designed to withstand
the mechanical loads due to rotation. This can additionally increase the required
wall thickness. However, in the other partially superconducting architecture with a
cryogenic stator, as shown in Figure 4.5c, the requirements for the cryogenic system
are reduced by the absence of rotational movement, which reduces the thickness
of the air gap. The total air gap of normal conducting machines is illustrated in
Figure 4.5d. In relation, this is much thinner than the previously presented archi-
tectures due to its simple structure.
All these functionalities will be discussed and calculated in the following sections
starting with the sleeve.
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(a) Fully SC machine with MgB2 stator coils and HTS rotor coils [142]

Yoke Coolant Stator coils
Stator coil

Vacuum

carrier

LH2 HTS bulk Rotor carrierSleeve Rotor housing

Housing TAir gap

(b) Partially SC rotor machine with Cu stator coils and HTS bulks [142]
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Figure 4.5.: Exemplary air gap design with marked temperature areas for cryogenic
and ambient temperature of:

(a) Fully SC machines. (b) Partially SC rotor machines.
(c) Partially SC stator machines. (d) NC machines.
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4.3.1. Sleeve
In this section, an analytical approach is developed to calculate the sleeve thickness.
To achieve this, a press-fit model is used to assess the static strength of the compo-
site sleeve. The homogenized tangential stress in the sleeve is calculated as a result
of its radial overclosure.
To allow an analytical calculation, various simplifications must be made. Firstly,
the geometry is assumed to be rotationally symmetric with constant load condi-
tions. Furthermore, the model is simplified to a two-dimensional plane strain state
without stress in the axial direction. A uniform contact pressure distribution is as-
sumed between the interfaces. The load is transmitted in the radial direction and
no tangential load carrying capability is assumed. Finally, there is a homogeneous
temperature distribution and a linear elastic behavior in the materials.
The computation of the stress components and the radial displacement in rotating
hollow cylinders is based on the work of [165] and [166]. Furthermore, the rotor is
modeled as a compound of three adjacent hollow cylinders which represent a rotor
carrier, permanent magnets or coils and the sleeve. In the case of a machine archi-
tecture that features coils in the rotor, its entire surface is assumed to be covered
by the coils for the computation of the sleeve, leading to a slightly too large sleeve
thickness.
All components are shown in Figure 4.6 and the total inner pressure ptot,i and total
outer pressure ptot,o on the segmented magnets are illustrated. The total radial dis-
placement δtot,r describes the total deformation of the rotor after press-fitting due
to applied forces. It is the sum of the radial displacements caused in the sleeve δsl,r,
magnet δmag,r and rotor carrier δrot,r according to Equation 4.5.

δtot,r = δrot,r + δmag,r + δsl,r (4.5)

rrot,i

rmag,o

drot
dmag

dsl

δtot,r

Rotor carrier

Magnet

Sleeve

rrot,o

rsl,o

ptot,i

ptot,o

Figure 4.6.: Press-fit model of a rotor with rotor carrier, segmented magnets and
covered by a sleeve. The hatched area symbolizes the radial displacement
due to the occurring forces. Adapted from [167].

These three displacements are caused by three different effects. Firstly, the displace-
ment δp,r due to the inner pressure pi or outer pressure po presented in Equation 4.6
with the inner radius ri and the outer radius ro of the hollow cylinder has to be
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mentioned. The material is characterized by the Young’s modulus E and Poisson’s
ratio ν.

δp,r =


pi ri
E

(
ri

2 + r2
o

ro2 − ri2
+ ν

)
if po = 0

−po ro
E

(
ri

2 + r2
o

ro2 − ri2
− ν

)
if pi = 0

(4.6)

Secondly, the displacement δt,r caused by thermal expansion is given by Equation 4.7
with the radius r or thickness d, the thermal expansion coefficient αt and tempera-
ture difference ∆T between installation temperature (press-fit temperature) and
various ambient temperatures. These can be divided into the states minimum op-
eration temperature Tr,min and maximum operation temperature Tr,max of the rotor
as well as room temperature Trt. There is a distinction between cylinders that are
tangentially open or closed.

δt,r =


r αt ∆T if open hollow cylinder

dαt ∆T if closed hollow cylinder
(4.7)

Thirdly, the displacement δω,r due to centrifugal forces is calculated by Equation 4.8
with the angular speed ω and the volumetric mass density of the material ρ. The
angular speed is differentiated between the nominal angular speed ωn and the whirl
angular speed ωw, defined in Equation 4.9 with the whirl safety factor fω.

δω,r = ri ρω
2

4E

((
1− ν

1− ν

)
ri

2 +
(

3 + ν

1− ν

)
ro

2
)

(4.8)

ωw = fω ωn (4.9)

By summing the different contributions to the displacements of the regions sleeve,
magnet and rotor carrier, Equations 4.10, 4.11 and 4.12 result, respectively. Since
the magnets are not contacted tangentially and do not form a closed ring, only the
deformations due to the internal pressure and thermal expansion are considered.

δsl,r = ptot,o rsl,i
Esl,θ

(
rsl,o

2 + rmag,o
2

rsl,o2 − rmag,o2 + νsl

)
+ rsl,i ρsl ω

2

4Esl,θ
·
((

1− νsl
1− νsl

)
rsl,i

2 +
(

3 + νsl
1− νsl

)
rsl,o

2
)

+ rsl,i αsl,t,θ ∆T
(4.10)

δmag,r = dmag
2Emag

(ptot,o + ptot,i) + dmag αmag,t,r ∆T (4.11)

δrot,r = −ptot,i rrot,o
Erot

(
rrot,o

2 + rrot,i
2

rrot,o2 − rrot,i2
− νrot

)
+ rrot,o ρrot ω

2

4Erot
·
((

1− νrot
1− νrot

)
rrot,o

2 +
(

3 + νrot
1− νrot

)
rrot,i

2
)

+ rrot,o αrot,t,θ ∆T
(4.12)
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By using the Equations 4.10, 4.11, 4.12 and 4.13 in Equation 4.5, the total outer
pressure ptot,o can be calculated.

ptot,i =
ptot,o rsl,i − 1

2 ρmag ω
2 (rsl,i2 − rrot,o2) rsl,i

rrot,o
(4.13)

Thus, the tangential stress σsl,θ in the sleeve can be determined with the following
equation:

σsl,θ = rsl,o
2 + rmag,o

2

rsl,o2 − rmag,o2 ptot,o + ρsl ω
2

4

((
1− νsl

1− νsl

)
rsl,i

2 +
(

3 + νsl
1− νsl

)
rsl,o

2
)

(4.14)
Two fundamental requirements must be fulfilled for the sleeve in order to com-
ply with the static strength proof. Firstly, the tangential stress according to Equa-
tion 4.14 must be allowed for the sleeve material under consideration of all load cases
in Table 4.2. The load cases differ in terms of temperature, speed as well as torque
and thus include all possible loads. This condition is defined by Equation 4.15 with
the allowable tangential stress σsl,θ,allow and stress safety factor fsl,σ.

σsl,θ < σsl,θ,allow fsl,σ (4.15)

Secondly, a minimum pressure between magnets and rotor carrier interface is re-
quired to transfer the mean torque M through the tangential shear stress τm,θ de-
fined in Equation 4.16 with the inner magnet radius ri,mag, the effective length of
the machine leff and the non-slip safety factor fm. By dividing this quantity by the
static friction coefficient µθ between magnets and rotor, the frictional shear stress
is calculated. For this reason, the internal pressure must be greater than the fric-
tional shear stress to prevent the magnets from slipping on the rotor carrier surface
expressed by Equation 4.17.

τm,θ = M fm
2 rmag,i2 π leff

(4.16)

ptot,i ≥
τm,θ
µθ

(4.17)

Table 4.2.: Design points of the sleeve thickness at different temperature T , angular
speed ω and mean torque M .

Config. Characteristics
Temperature Speed Torque

1 Trt 0 0
2 Tr,max ωw 0
3 Tr,max ωn M

4 Tr,min ωw 0
5 Tr,min ωn M
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By varying the thickness of the sleeve dsl and the total radial displacement δtot,r
in a given range, the thickness of the sleeve can be determined. For this purpose,
the thickness is increased iteratively until all boundary conditions are fulfilled. If
one condition is not fulfilled, the calculation of a thickness and radial displacement
value pair is terminated. Furthermore, this ensures that the minimum thickness
is computed. In addition, the minimum air gap thickness is an output, which is
necessary due to the displacement described.

4.3.2. Cryo Wall
The cryo wall separates different pressure and temperature areas in the machine
from each other. For example, a cryo wall is in between a vacuum isolation layer
and an area containing a cryogenic cooling liquid, as shown for different machine
topologies in Figure 4.5. This section deals with the mechanical design of the cryo
wall. The thermal design is neglected because it is assumed that the AC loss of the
stator coils are much higher than the heat input through residual heat conduction
as well as heat radiation and thus responsible for the main coolant consumption.
Consequently, the cryo wall is a part of the air gap design. In the model, it is
assumed as a hollow cylinder. It is distinguished between the cases overpressure,
where the inner pressure pcw,i is greater than the outer pressure pcw,o and the case
negative pressure, where the conditions are reversed. Both cases are illustrated for
a parametric cylindrical vessel in Figure 4.7 and the arrows indicate the direction
of the force. Furthermore, the vessel is characterized by the outer radius rcw,o and
length lcw. The goal is to calculate the thickness of the cryo wall dcw in dependence
of the machine length and pressure conditions for given materials. Therefore, the
calculation is implemented according to [168, 169]. It should be noted, that all units

rcw,o dcw

lcw

p cw
,ip cw
,o

θ
r

(a)

rcw,o
dcw

lcw

θ
rp cw

,ip cw
,o

(b)

Figure 4.7.: Sketch of a cryo wall in cylindrical form under:
(a) Overpressure.
(b) Negative pressure.
The arrows illustrates the direction of force.
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of lengths are given in mm in the following equations. Firstly, the overpressure case
is presented and secondly the negative pressure case which is additionally divided
into elastic buckling and plastic buckling.

Overpressure
The calculation is done with analytical formulas according to [170] considering the
safety factor fcw, the structural strength Kcw and the Poisson’s ratio νcw in Equa-
tion 4.19. The pressure difference ∆p is defined as:

∆p = |pcw,i − pcw,o| (4.18)

dcw = 2 rcw,o ∆p
20 Kcw

fcw
νcw + ∆p

(4.19)

Negative pressure
At negative pressures the wall thickness is calculated iteratively for elastic buckling
and for plastic buckling. Therefore, the critical buckling pressure is determined ac-
cording to [171].
Firstly, for elastic buckling the critical buckling pressure pcw,e is given by Equa-
tion 4.20 with the Young’s modulus Ecw of the selected material and by using Equa-
tion 4.21. The calculation is performed for different numbers of buckling waves ncw.
Afterwards, the lowest critical pressure is taken to determine the minimum wall
thickness in the case of elastic buckling.

pcw,e = Ecw
fcw


 20

(ncw2 − 1)
(

1 +
(
ncw
Z

)2
)2

 dcw
2 rcw,o

+ 80
12(1− νcw2)

ncw2 − 1 + 2ncw2 − 1− νcw
1 +

(
ncw
Z

)2

 (
dcw

2 rcw,o

)3


(4.20)

Z = π rcw,o
lcw

(4.21)

Secondly, the critical buckling pressure pcw,p in the case of plastic buckling is taken
into account by Equation 4.22 with the out of roundness factor ucw.

pcw,p = 10Kcw

fcw rcw,o

100 dcw2

100 dcw + 3ucw
(
1− 0, 4 rcw,o

lcw

)
rcw,o

(4.22)

Finally, the thickness of the cryo wall dcw can be determined by choosing the maxi-
mum value of the minimum wall thicknesses of both buckling types.
A special variant occurs in a partially superconducting rotor machine shown in Fig-
ure 4.5b [142]. There, the innermost cryo wall is part of the rotor and thus the
centrifugal forces must be considered. The static strength proof is similar to that
in Section 4.3.1. The critical point is located at the inner radius of the cylinder in
tangential direction. The total tangential stress σcw,θ is calculated by the sum of the
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tangential stress through centrifugal forces σcw,ω,θ and the tangential stress through
the external pressure σcw,p,θ in Equation 4.23 to 4.25 [165, 172].

σcw,θ = σcw,ω,θ + σcw,p,θ (4.23)

σω,θ = 3 + νcw
4 ρcw rcw,o

2 ω2
(

1 + 1− νcw
3 + νcw

rcw,i
2

rcw,o2

)
(4.24)

σp,θ = − 2 ∆p rcw,o2

rcw,o2 − rcw,i2
(4.25)

4.4. Excitation Methods
To compare as many machine architectures as possible, the rotor excitation is kept
variable. All types of excitation are shown in Figure 4.8 and named in Table 4.1. A
detailed description of all types follows in the next subsections. If superconducting
parts are used, a specific cooling area is taken into account, which is visualized
through the light blue area. The variants are basically divided into coils and magnets
and thus have different magnetizations. For this reason, the description of the field
profile in the frequency domain is particularly important.

Superconducting coil
As it can be seen in Figure 4.8a, the superconducting coils are periodically dis-
tributed around the circumference and the exact position as well as size of the coils
are determined by the inner coil angle α2, which defines the distance between the
two legs within a coil, and the adjacent coil angle α3, which defines the distance
between the legs of adjacent coils. The radial thickness of the coils is also given by
dmag. Depending on these quantities, the spatial shape of the rotor current density
Jr in axial direction over a pole pair is illustrated in Figure 4.10a.
This profile is now transformed into the frequency domain for further processing.
The Fourier series is given by Equation 4.26 with Fourier coefficients Jn in Equa-
tion 4.27 [142].

Jr =
∑
n odd

Jn cos(npθ) (4.26)

Jn = Jmax
−2 sin(α3n) + 2 sin(n(α3 − π)) + 4 cos(α2n) sin

(
nπ
2

)
nπ

(4.27)

It should be noted, that the coils are shifted with an electrical angle θel of 90 deg to
make use of the cosine formulation in Equation 4.26 possible. This is corrected via
an offset on the electrical angle after solving the equation.
Furthermore, the inner bending radius of a rotor coil rr,b,i is given at the middle
rotor radius rr,m as follows:

rr,b,i = rr,m sin
(
α2

p

)
(4.28)

High-temperature superconductor coils have to be reliably manufactured as a flat
race track coil since high mechanical stress can destroy the conductor. This causes
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a discrepancy between coil and model geometry, which leads to geometry errors for
small number of pole pairs. This fact is neglected in the calculation.
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Figure 4.8.: Rotor excitation in region o equals 2 of the general superconducting
machine model, as shown in Figure 4.2, with:
(a) Superconducting coil.
(b) HTS bulk.
(c) Permanent magnet.
(d) Halbach array.
Exemplary drawn for a machine with 4 poles and the arrows describe
the direction and amount of magnetization. The rotor carrier, the coil or
magnet and the liquid hydrogen are illustrated , , and , respectively.

85



4. Electromagnetic Machine Design

HTS bulk
To model the electromagnetic behavior of HTS bulks, the Bean model is used [120].
It assumes the current density within a bulk to be constant, resulting in a triangle
wave instead of a square wave generated by permanent magnets in the r-θ plane.
The spatial shape of the radial component of the remanence Mtri,r over a pole pair
for HTS bulks is shown in Figure 4.10b and defined in Equation 4.29. Furthermore,
the tangential component Mtri,θ is zero [173].

Mtri,r =
∑
n odd

Mtri,n cos(npθ) (4.29)

Mtri,θ = 0 (4.30)

The Fourier coefficients Mn,tri for the nth harmonic can be calculated by Equa-
tion 4.31 for triangular remanence.

Mtri,n = α1Mmax

(
sinc

(
nα1

4

))2
(4.31)

Mmax = Bpeak

µ0
(4.32)

The coverage of the rotor surface α1 is defined with magnets from the two-dimension-
al perspective and dmag is the thickness of the bulk. Both values are shown in Fig-
ure 4.8b. The maximum remanence Mmax of the bulk is calculated over a specific
maximum flux density which occurs in the middle of the surface of the respective
bulk shape. This point has been established in literature [174, 175, 176, 177] as a
logical comparison point for the maximum flux density and is named peak flux den-
sity Bpeak.
Three arrangements of HTS bulk arrays are distinguished in continuous, rectangu-
lar and cylindrical shape, as shown in Figure 4.9. They differ in the coverage of the
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Figure 4.9.: HTS bulk arrangements for one pole distinguished in:
(a) Continuous.
(b) Rectangular.
(c) Cylindrical.
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rotor surface and their magnetic flux even in z-direction [178].
Due to the two-dimensional approach, the flux generated by the rotor must be cor-
rected. A correction factor is defined as flux factor fΦ in Equation 4.33 by comparing
the total magnetic flux from an infinitely long bar of bulk HTS material, whose flux
corresponds to the volume of a three sided prism and the flux from an infinitely long
series of cylindrical or rectangular bulk arrays or a continuous bulk [179]. It should
be note, that this factor does not consider the flux leakage in the axial direction of
the rotor, which results in an overestimation of the torque as well as the AC loss
of the stator [179]. Such factors are also determined in [180] by a three-dimensional
FEM simulation and show sufficient agreement with the flux factor fΦ in this work.
Due to this different shapes, the true coverage is taken into account only when
calculating the necessary effective machine length leff for a specific torque.
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Figure 4.10.: Spatial shape as a function of the electrical angle θel over a pole pair
of the:
(a) Current density J in rotor coils.
(b) Remanence M in radial direction of conventional permanent mag-
nets and HTS bulks.
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fΦ =



1− α1 π rr,m
3 leff p

if continuous HTS bulk

2
3 if rectangular HTS bulk array
π

6 if cylindrical HTS bulk array

(4.33)

It is neglected that only discrete machine lengths are realizable with bulk arrays.
However, due to reduced magnetic flux per rotor surface of bulk arrays, only the
continuous bulk is suitable to achieve lightweight and efficient machines.
Even with these limitations, this approach seems sufficient to investigate the po-
tential of HTS bulk machines. Since the power-to-weight ratio of such machines is
overestimated, a further discussion is given in Section 6.4.

Permanent magnet
The geometry of machines in which the excitation is realized by permanent magnets,
as shown in Figure 4.8c, is defined by the coverage α1 and thickness dmag. The radial
and the tangential components of the magnetic remanence Mrec,r and Mrec,θ for a
radial magnetization only are given in Equation 4.34 and 4.35, respectively [181].
The utilized material defines the maximum remanence Mmax.

Mrec,r =
∑
n odd

Mrec,n cos(npθ) (4.34)

Mrec,θ = 0 (4.35)

The Fourier coefficients Mrec,n are given by:

Mrec,n = 2α1Mmax sinc
(
nα1

2

)
(4.36)

Halbach array
An Halbach array is a special arrangement of several individual permanent magnets
to reach a magnetic pole with a approximately sinusoidal field profile [182]. For this
purpose, the magnet of a pole is divided into several parts and the magnetization ro-
tates within a pole pair around its own axis in longitudinal direction of the machine.
Therefore, the magnetic flux increases on one side of the array while canceling the
field to near zero on the other side. This offers the advantage that a rotor back-iron
is not necessary and that the amplitude of the fundamental field is increased [183].
In radial flux machines with rotor excitation, this is the side facing the air gap [184].
The entire circumference is covered with segmented magnets and the thickness is
defined over dmag, shown in Figure 4.8d.
The magnetization of an ideal Halbach array is inherently sinusoidal and defined
by Equation 4.37 for the radial component and by Equation 4.38 for the tangential
component. Thus, the calculation for higher orders n is not necessary.

Mhal,r = M1 cos(pθ) (4.37)

Mhal,θ = −M1 sin(pθ) (4.38)
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4.5. Analytical Field Calculation
The following chapters introduce the calculation of the flux density in the entire
machine for general coils, magnets and Halbach array. The necessary boundary con-
ditions are also defined and the results are compared with finite element method
(FEM).

4.5.1. Field Generated by Coils
A magnetic vector potential ~Φ is used to calculate the field generated by coils. This
potential has only a z-direction, if the field distribution is solved in the x-y plane
and the current density has only a z-component. The Laplace equation 4.39 allows
the calculation of the magnetic field outside of the stator coil area in the regions o
equals 1, 2, 3, 5 and 6, as shown in Figure 4.2.

∂2Φz,o

∂r2 + 1
r

∂Φz,o

∂r
+ 1
r2
∂2Φz,o

∂θ2 = 0 (4.39)

The Poisson equation 4.40 is used to solve the field inside the coils in region o equals
4 with the current density Jz and the vacuum permeability µ0.

∂2Φz,4

∂r2 + 1
r

∂Φz,4

∂r
+ 1
r2
∂2Φz,4

∂θ2 = −µ0 Jz (4.40)

The Laplace equation and Poisson equation can be solved by the general solutions
given in Equations 4.41 and 4.42, including the singularity at np equals 2 [161].

Φz,o (r, θ) =
∑
n odd

(
An,o r

np + Cn,o r
−np

)
cos(npθ) (4.41)

Φz,4 (r, θ) =



∑
n odd

(
An,4 r

np + Cn,4 r
−np

− Jn r
2

4− (np)2

)
cos(npθ)

if np 6= 2

∑
n odd

(
A1,4 r

2 + C1,4 r
−2 − 1

4 J1r
2 ln(r)

)
cos(2θ) if np = 2

(4.42)

Afterwards, the radial and tangential component Br and Bθ are given in Equa-
tion 4.44 and 4.45 by curl of the magnetic vector potential:

∇× Φz,o = ~B (4.43)

Br,o (r, θ) = 1
r

∂Φz,o

∂θ
(4.44)

Bθ,o (r, θ) = −∂Φz,o

∂r
(4.45)

Subsequently, the derivation is solved to get the radial component Br,o in Equa-
tion 4.46 and 4.47 as well as
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Br,o = −
∑
n odd

np
(
An,o r

np−1 + Cn,o r
−np−1

)
sin(npθ) (4.46)

Br,4 (r, θ) =



−
∑
n odd

np

(
An,4 r

np−1 + Cn,4 r
−np−1

− Jn r

4− (np)2

)
sin(npθ)

if np 6= 2

−
(

2
(
A1,4 r + C1,4 r

−3
)
− 1

2J1 r ln(r)
)

sin(2θ) if np = 2

(4.47)

the tangential component Bθ,o in Equation 4.48 and 4.49.

Bθ,o =
∑
n odd

np
(
An,o r

np−1 − Cn,o r−np−1
)

cos(npθ) (4.48)

Bθ,4 (r, θ) =



∑
n odd

(
np
(
An,4 r

np−1 − Cn,4 r−np−1
)

− 2 Jn r
4− (np)2

)
cos(npθ)

if np 6= 2

(
2
(
A1,4 r − C1,4 r

−3
)

− 1
2J1 r ln(r)− 1

4J1r

)
cos(2θ)

if np = 2

(4.49)

This solution is also valid if coils in the rotor are calculated. Only the corresponding
region has to be changed.

4.5.2. Field Generated by Magnets
A further possibility for excitation of the machine are magnets. The derivation of
magnetic fields generated by these is described in the following section. The solution
can be used for permanent magnets as well as for HTS bulks.
In contrast to the section before, a magnetic scalar potential φ is used to calculate
the two-dimensional field produced by magnets. The Laplace equation 4.50 describes
the magnetic field outside of the magnet area in the regions o equals 1, 3, 4, 5 and 6,
as shown in Figure 4.2.

∂2φo
∂r2 + 1

r

∂φo
∂r

+ 1
r2
∂2φo
∂θ2 = 0 (4.50)

The Poisson equation 4.51 is used in region o equals 2 to solve the field inside the
magnets with the remanence Mr and the relative permeability µr.

∂2φ2

∂r2 + 1
r

∂φ2

∂r
+ 1
r2
∂2φ2

∂θ2 = Mr

µr r
(4.51)
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For both equations the general solutions are given in the Equations 4.52 and 4.53
by [186], including the singularity at np equals 1.

φo (r, θ) =
∑
n odd

(
An,o r

np + Cn,o r
−np

)
cos(npθ) (4.52)

φ2 (r, θ) =



∑
n odd

(
An,2 r

np + Cn,2 r
−np

+ Mn r

µr (1− (np)2)

)
cos(npθ)

if np 6= 1

∑
n odd

(
A1,2 r + C1,2 r

−1 + 1
2
M1

µr
r ln(r)

)
cos(θ) if np = 1

(4.53)

The radial component Hr and the tangential component Hθ are given in Equa-
tion 4.55 and 4.56 by gradient of the magnetic scalar potential:

∇φo = − ~H (4.54)

Hr,o (r, θ) = −∂φo
∂r

(4.55)

Hθ,o (r, θ) = −1
r

∂φo
∂θ

(4.56)

In region o equals 2, the magnetization Mr of the magnet must be considered:

Br,2 = µ0 µrHr,2 + µ0Mr (4.57)

After solving the derivation, the radial component Br,o in Equation 4.58 and 4.59
as well as

Br,o =
∑
n odd
−µ0 µr np

(
An,o r

np−1 − Cn,o r−np−1
)

cos(npθ) (4.58)

Br,2 (r, θ) =



∑
n odd
−µ0 µr

(
np
(
An,2 r

np−1 − Cn,2 r−np−1
)

+ Mn (np)2

µr (1− (np)2)

)
cos(npθ)

if np 6= 1

− µ0 µr

(
A1,2 − C1,2 r

−2 + 1
2
M1

µr
(ln(r) + 1)

−M1

µr

)
cos(θ)

if np = 1

(4.59)

the tangential component Bθ,o in Equation 4.60 and 4.61 result.

Bθ,o =
∑
n odd

µ0 µr np
(
An,o r

np−1 + Cn,o r
−np−1

)
sin(npθ) (4.60)
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Bθ,2 (r, θ) =



∑
n odd

µ0 µr np
(
An,o r

np−1 + Cn,o r
−np−1

+ Mn

µr (1− (np)2)

)
sin(npθ)

if np 6= 1

µ0 µr

(
A1,2 + C1,2 r

−2 + 1
2
M1

µr
ln(r)

)
sin(θ) if np = 1

(4.61)

Thus, the field generated by the magnets is determined by the presented equations
for all machine regions.

4.5.3. Field Generated by Halbach Array
Similar to the computation of the fields for permanent magnets by a magnetic scalar
potential φ, the solution for fields by an Halbach array is given in the following.
According to [187] the Laplace equation 4.62 for the regions o equals 1, 3, 4, 5 and 6
as well as the Poisson equation 4.63 for the region o equals 2 are given.

∂2φo
∂r2 + 1

r

∂φo
∂r

+ 1
r2
∂2φo
∂θ2 = 0 (4.62)

∂2φ2

∂r2 + 1
r

∂φ2

∂r
+ 1
r2
∂2φ2

∂θ2 = ∇
~M

µr
= M1

µr r
(1− p) cos(pθ) (4.63)

These differential equations are solved with the general solutions in Equation 4.64
and 4.65.

φo (r, θ) =
(
Ao r

p + Co r
−p
)

cos(pθ) (4.64)

φ2 (r, θ) =
(
A2 r

p + C2 r
−p + M1 r

µr (1 + p)

)
cos(pθ) (4.65)

By using the Equations 4.54 to 4.56 the radial and tangential component of the
magnetic field Hr,o and Hθ,o is solved and the components of the flux density can be
calculated with the following equations:

Br,o = µ0 µrHr,o = −µ0 µr p
(
Ao r

p−1 − Co r−p−1
)

cos(pθ) (4.66)

Br,2 = µ0 µrHr,2 + µ0Mr

= −µ0 µr p

(
A2 r

p−1 − C2 r
−p−1 − M1

µr(1 + p)

)
cos(pθ)

(4.67)

Bθ,o = µ0 µrHθ,o = µ0 µr p
(
Ao r

p−1 + Co r
−p−1

)
sin(pθ) (4.68)

Bθ,2 = µ0 µrHθ,2 + µ0Mθ

= µ0 µr p

(
Ao r

p−1 + Co r
−p−1 − M1

µr p(1 + p)

)
sin(pθ)

(4.69)
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In order to calculate the magnetic flux density presented in the Sections 4.5.1 to
4.5.3, suitable boundary conditions are missing.

4.5.4. Boundary Conditions
By setting boundary conditions for the coordinate origin, between adjacent regions
and in the inner yoke radius, the flux density equations presented in Section 4.5.1
to 4.5.3 can be solved. The coefficients An,o and Cn,o are symbolically calculated
one-time with Python and the solution is saved to minimize the calculation time.
At interfaces between two materials, the tangential component of the magnetic field
Hθ,o and the radial component of the flux density Br,o are constant. Additionally, the
magnetic scalar potential φ or the vector potential ~Φ, depending on the excitation
type, are zero in the coordinate origin. To reduce the computation time, the yoke is
not included in the field calculation. Therefore, since the permeability of the yoke
is assumed to be infinite, only a radial component occurs. All boundary conditions
are summarized in Equation 4.70.

φ1 |r=0 = 0 Φz,1 |r=0 = 0
Hθ,1 |r=rr,i = Hθ,2 |r=rr,i Br,1 |r=rr,i = Br,2 |r=rr,i
Hθ,2 |r=rr,o = Hθ,3 |r=rr,o Br,2 |r=rr,o = Br,3 |r=rr,o
Hθ,3 |r=rs,i = Hθ,4 |r=rs,i Br,3 |r=rs,i = Br,4 |r=rs,i
Hθ,4 |r=rs,o = Hθ,5 |r=rs,o Br,4 |r=rs,o = Br,5 |r=rs,o
Hθ,5 |r=ry,i = 0

(4.70)
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4.5.5. Validation
The validation of the analytical field calculation is an important step in the model
development. Due to the complex formulas and relationships, programming errors
are difficult to detect. For this reason, each machine type is compared individually
with finite element method. In addition, the influence of the maximum harmonic on
the absolute and relative error is examined.
Ansys Maxwell version 19.1.0 is used as FEM software. For every machine type an
identical two dimensional static model is created. The comparison of the different
field components is done at specific circular arcs, as shown in Figure 4.11. The mid-

r
θ

rr,m

rag,m

rs,m

Figure 4.11.: Machine model with 4 pole pairs and specific circular arcs for the
validation of the analytical calculation.

dle rotor radius rr,m, the middle air gap radius rag,m and the middle stator radius
rs,m are selected as possible radii, so that the field is comprehensively analyzed. The
presentation of the results is always identical. The analytical solution is displayed
continuously ( , ) and the FEM solution is only compared at selected points
( , ) for the radial component of the flux density Br and tangential component of the
flux density Bθ to keep the figures clear. Important machine input parameters are
given by Table 4.3. Please note that this parameters are only examples to compare
the analytical method and are not optimized. However, the parameters have been
chosen meaningfully and are focused besides the different excitations on the singu-
larities presented in Section 4.5.1 and 4.5.2. Furthermore, the results, such as torque,
machine length or yoke thickness will not be discussed further. All configurations
are calculated up to a maximum harmonic nmax of 59.
In the following examples the absolute error εa and relative error εr are computed,
given by Equation 4.71 and 4.72, respectively. This equation is presented in general
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Table 4.3.: Important input parameters of the electromagnetic machine model for
validation.

Parameter Unit Config. 1 Config. 2 Config. 3 Config. 4
Rotor - HTS coil HTS bulk PM Halbach
p - 4 1 4 4
m - 3 3 3 3
rr,i mm 150.0 150.0 150.0 150.0
rr,o mm 170.0 170.0 170.0 170.0
rag,m mm 177.5 177.5 177.5 177.5
rs,i mm 185.0 185.0 185.0 185.0
rs,o mm 205.0 205.0 205.0 205.0
ry,i mm 210.0 210.0 210.0 210.0
Js A mm−2 50 50 50 50
Jr A mm−2 100 - - -

Bpeak T - 2 - -
Brem T - - 1.44 1.44
α0 % 95 95 95 95
α1 % - 80 60 100
α2 deg 60.0 - - -
α3 deg 5.625 - - -
nmax - 59 59 59 59

form for a specific physical quantity given by finite element method xfem or by the
analytical machine model xana.

εa = |xfem − xana| (4.71)

εr =
∣∣∣∣1− xfem

xana

∣∣∣∣ (4.72)

The influence of the maximum harmonic that is taken into account on the absolute
and relative error is examined more accurately after the individual comparison. In
the following the configurations 1 to 4, as listed in Table 4.3, are compared and
discussed. Three further examples can be found in the Appendix D.
High-temperature superconductor coils are used as rotor excitation in configuration
1, as shown in Figure 4.12. The position of these coils around the circumference,
including the stator coils, is marked. If the stator is powered by a current density
distribution according to Figure 4.4 and under load which is the case at a load angle
θload of 90 deg, the stator field distribution at the middle stator radius rs,m is given
in Figure 4.12a. The three phase system is clearly visible in the radial field, just
as the fundamental wave. The transition between the phases is also visible because
the coverage α0 is 95%. Figure 4.12b shows the field generated by two rotor coils
at the middle rotor radius rr,m. North and south pole are shown. Within the coils
the radial field increases linearly. The largest mismatch of the radial and tangential
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(a) Stator field at middle stator radius rs,m
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(b) Rotor field at middle rotor radius rr,m

Figure 4.12.: Validation of the analytical machine model according to config. 1 in
Table 4.3 through a comparison with FEM over the radial and tangen-
tial flux density Br and Bθ at different radii without exception np
equals 2. Coils are used as rotor excitation and the position around the
circumference, including stator coils, are marked and , respectively.

component between analytical and FEM calculation is around 3 % and occurs at
middle stator radius in Figure 4.12a. The strongest peaks are in the radial field,
which requires high harmonics to increase the accuracy in this point. However, this
is limited by the chosen maximum harmonic nmax. Furthermore, the calculation is
limited by the data type, because an overflow can occur in the exponent np in the
general Solution 4.41.
For comparison, configuration 5 is given in Table D.1 in the appendix with the same
machine set-up, except the number of pole pairs, which is changed to 2. Accordingly,
the singularity in Equation 4.42 arises and for the calculation of the fundamental
wave the exceptional solution is used. This also affects the mismatch between analyti-
cal and FEM solution. Figure D.1c shows a significant relative deviation of 13.5 %.
By transforming the FEM results with a Fourier analysis, the deviant harmonics
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are apparent. A larger deviation with 15 % can be found if the 3rd harmonics are
compared. Errors cannot be found in the stator field in Figure D.1a, because a three-
phase machine is calculated. In the air gap in Figure D.1b, the error is also missing,
because the exception is only used in the rotor coil region.
In Figure 4.13 the results in case of HTS bulks as excitation, summarized as configu-
ration 2 in Table 4.3, are shown. The triangular radial magnetization is recognizable
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(a) Rotor field at middle air gap radius rag,m

0 0.5π π 1.5π 2π

−2

−1

0

1

2

Electrical angle θel in rad

Fl
ux

de
ns
ity

B
in

T Ana. Br FEM Br
Ana. Bθ FEM Bθ

(b) Rotor field at middle rotor radius rr,m

Figure 4.13.: Validation of the analytical machine model according to config. 2 in
Table 4.3 through a comparison with FEM over the radial and tangen-
tial flux density Br and Bθ at different radii with exception np equals
2. HTS bulks are used as rotor excitation and the position around the
circumference is marked .

in Figure 4.13a and 4.13b. A mismatch is apparent at middle rotor radius in Fig-
ure 4.13b at zero crossing and the maximum of the absolute error is 0.18 T which
corresponds to a relative error of 480 %. The mismatch arises in the 1st and 3rd

harmonic. This high deviation occurs only if the exception comes into effect, as can
be seen in Figure D.2 with 4 poles. Here, the absolute error is only 0.04 T which
corresponds to a relative error of 7 %. In addition, the error has already decreased
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at middle air gap radius in Figure 4.13a to a maximum relative error of 8 %.
The results of the flux density generated by a machine with permanent magnets in
the rotor are calculated according to configuration 3 in Table 4.3 and are illustrated
in Figure 4.14. The field by permanent magnets is displayed in the Figures 4.14a
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(a) Rotor field at middle air gap radius rag,m
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(b) Rotor field at middle rotor radius rr,m

Figure 4.14.: Validation of the analytical machine model according to config. 3 in
Table 4.3 through a comparison with FEM over the radial and tan-
gential flux density Br and Bθ at different radii without exception
np equals 2. Permanent magnets are used as rotor excitation and the
position around the circumference is marked .

and 4.14b at the middle air gap radius rag,m and middle rotor radius rr,m, respec-
tively. The maximum relative error occurs in Figure 4.14b with 83 %, because a high
maximum harmonic order is necessary for the approximation of the sharp field pro-
file. However, at the middle air gap radius the maximum relative error has already
been reduced to 6%. This behavior is also shown in Figure D.3. The relative error
in Figure D.3c at middle rotor radius rr,m is 108% and decreases to 5% at middle
air gap radius rag,m in Figure D.3b.
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4.5. Analytical Field Calculation

Finally, configuration 4, a machine with permanent magnets arranged to a perfect
Halbach array, is discussed. Due to this fact, no harmonics occur and the field is
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(a) Rotor field at middle air gap radius rag,m
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(b) Rotor field at middle rotor radius rr,m

Figure 4.15.: Validation of the analytical machine model according to config. 4 in
Table 4.3 through a comparison with FEM over the radial and tan-
gential flux density Br and Bθ at different radii. An Halbach array is
used as rotor excitation and the position around the circumference is
marked .

sinusoidal as it can be seen in Figure 4.15a and 4.15b. The maximum relative error
amounts to 2.8 %.
After all field profiles have been presented, the deviations are examined in more
detail.

Error analysis
The absolute and relative errors mentioned in the validation examples occur always
at field peaks. This behavior can also be seen in Figure 4.16, in which the radial flux
density of the total field at middle stator radius rs,m of one pole is shown. Especially
large absolute errors occur in each case during the transition from one stator coil to
another. In this example, the error varies caused by the limited maximum harmonic
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Figure 4.16.: Radial flux density Br of the total field at middle stator radius rs,m
calculated by FEM and the absolute error εa,b between analytical ma-
chine model at nmax equals 19 and FEM of config. 1 in Table 4.3.
The position of the stator coils around the circumference of one pole
is marked .

nmax of 19. This circumstance is advantageous for the accuracy of the calculation of
the AC loss in the stator coils, because the loss occur only in the coils themselves
and the accuracy is significantly higher there.
Now, the influence of the maximum harmonic on the absolute error εa and relative
error εr is examined. For this purpose, configuration 1 from Table 4.3 is calculated for
different maximum harmonics. This configuration is chosen because of the distinct
peaks in the field profile and because the influence of the stator current density on
the error can be investigated. The mismatch between analytical and finite element
method is evaluated at the middle stator radius rs,m shown in Figure 4.2, because
the accuracy in calculating the stator loss is particularly critical in this area.
Figure 4.17a presents the absolute and relative error εa,b and εr,b for the radial
component of the flux density in dependence of the maximum harmonics. The error
decreases steadily with increasing maximum harmonics apart from the result at nmax
equal to 5. From nmax equal to 29, the relative error is less than 5%.
In Figure 4.17b the relative and absolute error is illustrated as a function of the stator
current density Js for different maximum harmonics. With increasing current density,
the absolute error increases linearly because the peaks in the field profile becomes
more distinctive. However, the relative error approaches with increasing current
density to a constant relative error because the flux density increases simultaneously.
If the maximum harmonics is 19, a relative error of less than 9% can be achieved.
Up to a maximum harmonics of 59, the relative error drops to 2.6%.
The validation clearly shows the limits of the machine model. In machine designs
with permanent magnets or HTS bulks and a pole pair number of 1 the accuracy
decreases. For this reason, machines with a pole pair number of 1 are not supported
by the model. The maximum harmonics must be chosen high enough to achieve
the desired accuracy. It is assumed that a maximum harmonic of 19 is sufficient for
large parameter analyses. If a pre-selection of machines has been done, the maximum
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Figure 4.17.: Absolute error εa,b and relative error εr,b between analytical machine
model and FEM as a function of the:
(a) Maximum harmonic nmax.
(b) Stator current density Js.
Calculated are the radial flux density Br of the total field at middle
stator radius rs,m of config. 1 in Table 4.3.

harmonic has to be increased. It must be noted that the product of harmonic n and
number of pole pairs p in the exponent of the general solutions in Equation 4.41 and
4.52 are not higher than the maximum value of the used data type. Furthermore, the
influence of the error on the AC loss of the stator coils, as presented in Section 5.3, is
estimated to be low. This is due to the fact that the absolute error oscillates around
its true value and thus has only a small effect on the average of the AC loss. In
addition, the high relative errors occur mainly between the coils, where no AC loss
is generated.
Overall, the accuracy of the calculation is sufficient for the analytical machine design
and is used in the following chapters.

101
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4.6. Torque Calculation
4.6.1. Analytical Calculation
The Lorentz force Fl on a current carrying conductor can be calculated by integrating
the cross product of the current density ~J and the flux density ~B over its volume V :

Fl =
∫∫∫
V

~J × ~B dV (4.73)

This approach is valid if the relative permeability µr of the stator coils equals to 1.
It follows in Equation 4.74 that the mean torqueM can be calculated by integration
of the tangential force in two steps [179]. Firstly, the volume integral of the cross
product of the z-component of the current densities in all phases of the stator coils
Js and the radial component of the flux density generated by the rotor Brot,r is
solved. Secondly, the time integral over one period of time T is calculated. The field
generated by the stator does not produce any torque.

M =
∫
t

∫∫∫
V

Js(θ, t)×Brot(r, θ, t) r dV dt = 1
T

T∫
0

leff

2π∫
0

rs,o∫
rs,i

Jz Brot,r r
2 drdθdt (4.74)

Solving the integrals leads to the mean torque for machines with excitations by mag-
netsMm in Equation 4.75 and with excitations by coilsM c in Equation 4.76. Spatial
and time Fourier coefficients are Fn, Mn, Js,n as well as Jr,n and are introduced in
Sections 4.2 and 4.4. Further parameters are the number of phases m, the effective
length of the machine leff and the load angle θload. Note that the coefficients A and
C are different in both equations and given by solving the rotor field for magnets
and coils, as presented in Section 4.5. The detailed calculation of the torque can be
found in Appendix E.

Mm = −1
2π µ0mleff sin (θload)

∑
n odd

FnMn Js,n

rs,o∫
rs,i

An,4 r
np+1−Cn,4 r−np+1 dr (4.75)

M c = 1
2π µ0mleff sin (θload)

∑
n odd

Fn Jr,n Js,n

rs,o∫
rs,i

An,4 r
np+1 + Cn,4 r

−np+1 dr (4.76)

In this simplified form it can be seen that with a sinusoidal current, torque is gen-
erated only by the fundamental wave. This relationship makes the calculation much
faster, because the sum is eliminated.
For machines with HTS bulks as excitation, the mean torqueMm must be corrected
by the flux factor fΦ linked to the bulk geometry and introduced in Equation 4.33.

4.6.2. Validation
The torque calculation is compared with finite element method using the same
example machines as presented in Table 4.3 and additionally the example machines
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from Table D.1 in the appendix. For the results, it should be noted that these apply
only to the example machines and their parameters are freely chosen. Furthermore,
the different machine architectures should not be compared in this validation and the
calculated torque refers to machines with an effective length leff of 1m, respectively.
The largest relative errors occur in configuration 2 and configuration 7 with 3.85 %
and 8.93 %, respectively. Machines with a number of pole pairs of 1 are calculated in
these configurations and thereby a singularity must be considered. This leads to the
use of the exception to solve the differential equation and this causes the deviations
as they occur also during the validation of the magnetic field in the section before.

Table 4.4.: Mean torque M of the machine configurations from Table 4.3 and D.1
calculated by the analytical machine model and for comparison by FEM.

Parameter Unit Configuration
1 2 3 4 5 6 7

Analytical N m 41227 23210 23010 44675 122934 24354 12028
FEM N m 41240 22316 22847 45280 120970 23836 10954

Relative error % -0.03 +3.85 +0.70 -1.35 +1.60 +2.13 +8.93

4.7. Yoke Design
The yoke design includes the analytical determination of its thickness and the cal-
culation of the iron loss. This is necessary because the mass of the yoke has a high
influence on the power-to-weight ratio and the loss on the efficiency of the machine.

Yoke thickness
The following assumptions are made in the determination of the thickness of the
yoke. Firstly, the stator yoke is not part of the field computation in the machine
model. Secondly, the thickness of the yoke and the relative permeability of the yoke
are first assumed as infinite, thereby the magnetic hysteresis of the yoke sheet metal
is not considered. For this reason, only a radial field component is present at the
transition to the yoke. However, the computational effort would grow significantly
with the introduction of a finite thick yoke of finite permeability. In Addition, this
assumption makes it impossible to calculate residual fields outside the machine.
The thickness of the yoke is adapted in the machine design process to saturate the
yoke material up to a specific maximum flux density By,max which is smaller than
the saturation flux density By,sat of the yoke sheet metal to prevent magnetic fields
outside the machine.
The radial field component Br is known, after the total field of the machine is solved.
As a result of integrating the radial component of the flux density over a pole,
the flux Φy through the cross section of the yoke is calculated. For simplification,
Equation 4.77 displays the integration over a pole pair.

Φy = 1
2

∫ 2π
p

0
|Br| ry,i leff dθ (4.77)
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Using the flux Φy, the necessary thickness of the yoke dy can be calculated, as shown
in Equation 4.78.

dy = Φy

By,max leff
(4.78)

For machine excitations with HTS bulks, the flux Φy must be corrected by the flux
factor fΦ given in Equation 4.33, which leads to a reduction of the yoke thickness.

Iron loss
The iron loss Pv,fe in the yoke iron is computed according to [188] and [189] in
Equation 4.79 through a fit which is based on loss measurements for sinusoidal flux
conditions with the volumetric density of the yoke sheet metal ρfe.

Pv,fe = π
(
r2
y,o − r2

y,i

)
leff ρfe pv,fe (4.79)

The approach is based on the subdivision of the total gravimetric iron loss pv,fe into
the static hysteresis loss pv,hys, the dynamic eddy current loss pv,ec and the excess
loss pv,exc shown in Equation 4.80.

pv,fe = pv,hys + pv,ec + pv,exc (4.80)

The excess loss considers the effect of the dynamic response of the domain structure
to the applied field [189]. Equations 4.81, 4.82 and 4.83 describe the loss components,
respectively. The advantage of this approach is that only the parameters Chys and
Cexc have to be fitted. Processing supplement factors are khys as well as kedd and
are chosen according to the manufacturing technology. Further parameters are the
coercive field Hco, the electrical conductivity σfe, the thickness of the ferromagnetic
sheets dfe, the maximum sinusoidal flux density in the iron By,max and electric
frequency fel. Furthermore, the permeability µfe must be known in dependence of
the flux density and frequency.

pv,hys = 4Chys khysHco

ρfe
By,max fel (4.81)

pv,ec = kedd π
2 σfe dfe

6 ρfe
By,max f

2
el

3 sinh(x)− sin(x)
x cosh(x)− cos(x)

with x =
√
π fel σfe µfe dfe

(4.82)

pv,exc = Cexc
ρfe

By,max
1.5 f 1.5

el (4.83)

This approach is compared in [190] with other analytical and numerical models and
achieves good accuracy in the calculation of iron losses with only a few material
parameters. As an example, the maximum error of the fit is 2.3% for untreated
sheets of Vacodur [191] at a flux density of 1T and frequencies less than 1000Hz
in comparison to the data sheet [192]. Therefore, this approach is assumed to be
sufficient for this machine model.
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4.8. Summary
An analytical model is developed for the electromagnetic design of a synchronous
radial flux machine. This model is variable in all geometry and electromagnetic pa-
rameters. The stator is enclosed by a ferromagnetic iron yoke in order to shield the
environment from electromagnetic fields. Furthermore, its thickness and iron loss is
determined. The rotor does not have a ferromagnetic yoke, because this saves addi-
tional weight and is not required due to the high magnetic fields of superconducting
DC coils and HTS bulks electromagnetically. This is also the case for an Halbach
array, which is a further possibility to excite the machine. These different possibil-
ities of excitation and the choice between stator coils made of copper or MgB2 allow
the design of both partially superconducting and fully superconducting machines.
These topologies also differ in their air gap design, which influences the magnetically
effective air gap between excitation and stator coils. For this reason, the radial thick-
nesses of the sleeve, the coil and magnet carriers and the cryo walls are calculated
under consideration of mechanical and thermal boundary conditions.
The differential equations of the two-dimensional magnetic field calculation are
solved in the frequency domain, which has the advantage of a fast computation
compared to finite element method. Moreover, this offers the benefit that a large
number of parameters can be evaluated in order to design optimized machines. A
disadvantage compared to finite element method is that both coils and magnets have
to be shaped due to the analytical approach and have no rectangular profile. Due
to the complete implementation of all functionalities in Python the large amount of
data can be efficiently computed and post processed. Therefore, the finite element
method has an advantage when detailed investigations are carried out. However,
the selection is always a compromise between accuracy, complexity and calculation
time.
The field distribution of coils and magnets as well as the torque of the machine
is compared with finite element method and shows good agreement with relative
errors of less than 5% for maximum harmonics greater than or equal to 29. This is
necessary to consider the high magnetic field sensitivity of MgB2, as presented in
Chapter 2, correctly in the further design. It should be noted that machines with
a pole pair number of 1 are not supported by the machine model due to a high
inaccuracy in the field computation caused by singularities.
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5. Design of Superconducting
Machines for Flight Mission

This chapter describes the design process that uses the coupling of the electro-
thermal model from Chapter 3 and the electromagnetic machine design model from
Chapter 4 to design and optimize machines for aviation. At the beginning, the
fundamental design process of a machine for a specific aircraft and flight mission is
described. To account for the efficiency of the machines, the required amount of liquid
hydrogen to cool the machines during a mission is considered. In order to include
also the mass of a liquid hydrogen tank, an additional tank model is developed.
Furthermore, it is discussed how the AC loss of a stator winding is calculated and
how the total loss can be minimized by using an optimized control strategy to satisfy
the different operational states during the entire mission.

5.1. Fundamental Design Process
Figure 5.1 presents the fundamental design process which is divided into 10 steps
and each of them can contain subroutines. The abbreviations S and C in the steps
links to the related subroutine and chapter, respectively. The goal is to design an
optimal machine for a selected superconductor, taking into account the overall cool-
ing and mission requirements. The description is made for a general superconductor
and cooling medium, whereby liquid hydrogen (LH2) is selected as coolant in this
thesis.
A step-by-step explanation of the design process with a detailed description follows.

Step 1 :
Firstly, a conductor and a machine topology according to Table 4.1 have to be
selected. In general, each cylindrical shaped type of superconductor can be han-
dled. However, in this thesis, only the 114 multifilament MgB2 wire, presented in
Section 2.1, is taken into account. A copper litz wire can also be selected. The geo-
metric and material properties of the conductor are input parameters.

Step 2 :
The main input parameters of the machine design are the power P and the speed
n by which the torque M is determined. They are known from the aircraft design,
the flight mission and various safety aspects that must be complied with, such as
the redundancy of the drives. An exemplary flight mission is shown in Figure 5.2.
The mission profile is represented by the altitude a as a function of the distance d
including a diversion mission. This mission is flown e.g. in the case of a go-around of
an aircraft when a landing approach is aborted. Furthermore, the additional jet fuel
for this mission enables to circle for a while if no landing slot is free or to fly to an
alternative airport. The cruising altitude is 35000 ft, which corresponds to 10668m.

107



5. Design of Superconducting Machines for Flight Mission

and Machine Topology

Select Bext, fext, In

Measure Ic(B, T )

Electro-Thermal Model

Machine Model

Preselection

Machine Model

Nominal Point

Torque Range

Flight Missions

C

Comparison & Valuation

LH2 Tank Model

C

C

1

2.2
3

4

5

6

7

8

9

10

3 B.1S

4 S B.2

C 4 S B.2

Select Superconductor

Select P , n2

C 5.5

Figure 5.1.: Fundamental design process as flowchart with the related subroutines
S and a link to the corresponding chapters C.

Step 3 :
The determination of the critical current Ic of the superconductor as a function of
the flux density B and the temperature T is indispensable for the further design
process. this characterization of a superconductor is described in detail in Section
2.2 and is the basis of all further calculations. Furthermore, the conductor has to be
characterized between the evaporation temperature of the cooling medium and the
critical temperature of the superconductor. This range can also be made smaller de-
pending on the choice of the superconductor and cooling medium. The flux density
can be estimated from zero up to the saturation flux density of the yoke. However,
the upper limit of the flux density can also be above the saturation flux density
of the yoke, e.g. if yoke and stator coils are distanced from each other. Ironless

108



5.1. Fundamental Design Process

0 500 1000 1500 2000 2500 3000 35000

2000

4000

6000

8000

10000

12000

Distance d in km

A
lti
tu
de

a
in

m

General mission
Diversion mission

Figure 5.2.: Exemplary mission profile represented by the altitude a as a function of
the distance d.

machines are not considered in this thesis in order to comply with electromagnetic
compatibility (EMC) requirements.

Step 4 :
Next, the input parameters of the electro-thermal model are chosen. The external
flux density Bext is limited in the same way as in the previous point and the asso-
ciated external frequency fext should also be limited, such that the AC loss is not
too high. In this work, this limit is set to 1000 Hz. Also, a variation of the number
of pole pairs should be possible without exceeding the maximum frequency. For the
normalized current In, a meaningful range is between 0 and 0.8. This ensures suf-
ficient distance to the quench. The working point of the stator coils, described in
Section 5.2, can be selected freely in the machine design in this normalized current
range. In addition, this database forms the source of the stator coil AC loss calcu-
lation in Section 5.3.

Step 5 :
Now the calculation of the electro-thermal model can start. A detailed description
of this model can be found in Chapter 3, which also describes the corresponding
subsequence in Figure B.1. The significant input parameters of the subfunctions
cooling and superconductor behavior are collected in Table 5.1. Due to the given
superconductor and the boundary conditions in a machine design, optimization is
only possible by improving the flow conditions of the cooling medium. For every
set of field and current conditions, the electro-thermal characterization of a specific
superconductor must be done only once and can be reused for the design of different
machine topologies. The same applies to the electro-thermal characterization of the
copper litz wire.
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Table 5.1.: Significant input parameters of the electro-thermal model for a chosen
superconductor and coolant divided into the parts:
(a) Cooling.
(b) Superconductor behavior.

(a)

Symbol Unit Explanation
slh2 m Cooling slot thickness for LH2

ẋin − Vapor quality at the beginning of cooling slot
ẋout − Vapor quality at the ending of cooling slot
ls m Length of cooling slot
pout bar Outlet pressure

(b)

Symbol Unit Explanation
Bext T External flux density
fext Hz External frequency
In − Normalized current
Ic A Critical current
ρ Ω m Resistivities of all materials

Step 6 :
The usage of the electromagnetic machine model from Chapter 4 with the cor-
responding subsequence in Figure B.2 follows. The model can be used to design
machines for the nominal point or to characterize a specific machine over the entire
torque range.
Firstly, an optimization of a machine with a chosen excitation for the nominal point
is performed by varying the parameters in Table 5.2. These are divided into general,
which are independent of the selected machine topology, and coil excitation as well
as magnet excitation parameters. These significantly influence the stator current
density as well as the exciting field profile of the rotor and thus the torque of a ma-
chine as well as the stator AC loss. The maximum normalized current in the stator
In,max defines the maximum spatial permissible normalized current In in the stator
coils at the nominal point of the machine. Further parameters are the characteristics
of the materials, as listed in Table 6.4. These are pre-defined and are not varied in
this thesis in order to limit the amount of computing effort.

Step 7 :
The results generated in the previous step are evaluated and rated. Depending on the
application, exclusion criteria can exist. These include a minimum bending radius of
the rotor coil as well as the stator coil and a specified installation space, for example.
Economic boundary conditions can also be taken into account. The primary target
parameters to be optimized are the power-to-weight ratio PTW and the stator AC
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loss Ps,v. After this process a small number of machines remain, being investigated
in further detail.

Table 5.2.: Significant input parameters of the machine design model divided into
the parts:
(a) General.
(b) Coil excitation.
(c) Magnet excitation.

(a)

Symbol Unit Explanation
p − Number of pole pairs
fel Hz Electrical frequency
m − Number of phases

In,max − Maximum normalized current in stator
rr,i m Inner radius of rotor
α0 % Duty cycle of stator coils
ds,c m Thickness of stator coils

By,max T Maximum flux density of yoke
fcsr − Stator coil support ratio
θload deg Load angle

(b)

Symbol Unit Explanation
Jr A mm2 Current density in rotor coils
dmag m Thickness of rotor coils
α2 deg Inner angle of rotor coil
α3 deg Angle between adjacent rotor coils

(c)

Symbol Unit Explanation

Brem T Remanence flux density of rotor
magnets

Bpeak T Peak flux density of rotor magnets
dmag m Thickness of rotor magnets
α1 % Duty cycle of rotor magnets

Step 8 :
The AC loss of the stator coils of these selected machines is computed at various
torque requirements according to the mission profile. This includes the identifica-
tion of the AC loss-optimal control of machines with rotor coils, as described in
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Section 5.4. In this way, the total hydrogen consumption can be obtained.

Step 9 :
The flight mission can now be evaluated regarding the consumption of hydrogen
in order to determine the hydrogen tank size. Various safety factors are taken into
account, both for the design of the tank and the required hydrogen volume. The
tank design is described in detail in Section 5.5. Furthermore, the available space
for the tanks can be defined by re-equipping a selected aircraft.
The cooling of the superconductor is taken into account in the overall design and
the power-to-weight ratio can be related to the total mass of the machine and liq-
uid hydrogen tank. Furthermore, the maximum length of the flight mission due to
stator AC loss is calculated. It should be noted, that the entire system design is not
discussed in this thesis.

Step 10 :
Finally, the results are evaluated and different machine topologies are compared.
This allows to recommend a specific technology that works most effectively with the
selected superconductor. Additionally, the results from the machine design can be
used in the system design of the entire electrical propulsion system.

5.2. Stator Coil Working Point
At the beginning of the machine design, the operational current density of the stator
coils is not known since the magnetic field penetrating the coils has not been com-
puted yet. This point is defined as working point (WP) at the maximum flux density
in the stator coil area and is named as working point flux density Bwp. A total field
distribution of the stator coils is shown for example in Figure 5.5b. In this example,
the working point flux density is detected at the inner stator radius rs,i. In general,
it can be found at various stator phases and radii. Furthermore, the working point
defines the related current density Jwp. Since the working point depends strongly
on the machine geometry and the rotor excitation, it must be redetermined for each
new design.
The flowchart for determining the working point is shown in Figure 5.3. First, the
characteristic of the engineering current density Je in dependency of the external
flux density Bext is loaded from the results of the electro-thermal model for a specific
maximum normalized current In,max and external frequency fext. A characteristic is
shown for example in Figure 5.4 for normalized currents In of 0.3, 0.5, 0.7 and 1.0.
Next, the machine characteristic has to be calculated. Therefore, the maximum flux
density in the stator coil area at the minimum engineering current density Je,min
and maximum engineering current density Je,max of the stator coils defined by the
electro-thermal model are calculated. Normally, these are Je,min which occurs at the
maximum flux density Bmax and Je,max at zero field, as shown in Figure 5.4.
Three termination conditions can occur during the calculation and these are illus-
trated in Figure 5.4. Firstly, if the maximum stator flux density at zero stator current
density Bs,max|Je=0 is greater than the maximum flux density of the electro-thermal
model results Bmax. In this case, the rotor flux density Brot alone is too strong for
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Figure 5.3.: Flowchart of the working point determination for a selected external
frequency fext and maximum normalized current In,max between the
electro-thermal model of a chosen superconductor and an investigated
machine geometry.

the stator coils. Secondly, if the maximum stator flux density at minimum stator
current density Bs,max|Js=Je,min is greater than Bmax. A third condition is defined, if
the maximum stator flux density at maximum stator current density Bs,max|Js=Je,max
is greater than Bmax. This means that the stator field is too strong due to the maxi-
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Figure 5.4.: Current density J as a function of the flux density B calculated by
the electro-thermal model for the normalized currents In of 0.3, 0.5,
0.7 and 1.0. The machine characteristic is presented by the maximum
flux density Bs,max occurring at the stator coils as a function of the
engineering current density of the stator coils Je for a specific machine
geometry at a maximum normalized current In,max of 0.7. The working
point is marked.

mum stator current density. In this case, the stator current density can be adjusted
iteratively to a lower value.
The straight line through these points intersects the y-axis at the rotor flux density
and the working point of the stator coils results from the intersection of the two
characteristics. This is shown for example in Figure 5.4 for a maximum normalized
current In,max of 0.7. The electro-thermal characteristic at a normalized current of
1.0 illustrates the margin to the critical point of the superconductor. This is consid-
ered to be sufficient at a normalized current of 0.7. Finally, the current density Jwp
and flux density Bwp of the working point are returned to the superordinate process,
as presented in Figure B.2.
Since the total field has to be calculated for every adapted stator current density,
the determination of the working point is a time consuming iterative process. In
addition, the magnetic air gap of the machine varies, because the cryo wall design
is dependent on the machine length, as described in Section 4.3.2. Furthermore, the
high sensitivity of the current density in dependence of the flux density requires more
iterations in the design of a superconducting stator compared to a normal conduct-
ing stator. This effect increases with decreasing number of pole pairs, because the
area of the stator coil increases and thus the generated self field. In the worst case,
this results in an oscillating machine design which converges very slowly or not at
all. However, many times a solution is found after 5 iterations and a design process
is terminated after 20 iterations.
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5.3. Stator Coil AC Loss
The basics of the AC loss calculation are described in Chapter 2 and 3. However,
single conductors and single coils are described there, which are penetrated by a spa-
tially constant field. This assumption is now no longer valid, because the magnetic
field changes in an electric machine both spatially and over time. For this reason
the stator coils are discretized in tangential and radial direction.
Additionally, the liquid hydrogen consumption is determined. This defines the nec-
essary volumetric size of the liquid hydrogen tank and greatly influences the mass
of the entire drive system.
The following simplifications have been made in the calculation, which is based
on [142]. Firstly, the AC loss in the winding heads is not considered by the two-
dimensional model. Due to the large air gap and the high magnetic fields of super-
conducting machines, these should be considered by finite element method in a
further more detailed design step. However, it is assumed that this loss component
is much smaller compared to the loss in the winding segment in the air gap, because
the field, which penetrates the stator winding heads, is much smaller than the air
gap field. Furthermore, a field shield can also be designed to reduce the AC loss in
the winding heads. Secondly, the support structure of the stator coils is taken into
account by the correction factor fcsr and is not specified in detail due to the vari-
ability in the machine geometry. Thirdly, shielding effects of the superconducting
coil are not considered, due to the loss calculation approach for a single wire, as
described in Chapter 2.
Figure 5.5 illustrates the two-dimensional step by step AC loss calculation at an
example machine with MgB2 stator coils and HTS rotor coils at a load angle of
90 deg. The ideal stator current density distribution Js of the 3-phase winding sys-
tem is illustrated in Figure 5.5a for one pole pair. The areas of zero current density
correspond to the value of α0 and the coil transitions are marked.
The calculation starts with the creation of a mesh in the stator coil area between the
inner stator radius rs,i and the outer stator radius rs,o. Due to the small gradient in
radial direction, as shown in Figure 5.5b, the local resolution can be much lower than
in tangential direction. One sample is chosen per millimeter in the radial direction
and 5000 samples per pole pair in tangential direction. This enables a tangential
sample rate of more than 4 samples per mm if the outer stator radius is less than
400mm and the pole pair number greater than 2. However, the tangential sample
rate can be increased if necessary, because it does not have a great influence on the
computation time, such as the radial sample rate.
Afterwards, the radial and tangential component of the flux density B are calcu-
lated at the meshed points according to Section 4.5. Figure 5.5b shows the spatial
distribution of the absolute value of the total flux density |B| in the stator coils.
The absolute value of the flux density is sufficient for the calculation because the
critical current density of the MgB2 wire can be considered independent of the field
angle, as presented in Section 2.3.3. This cannot be assumed for anisotropic coated
superconductors, such as YBCO tapes. The angle of the penetrating field must be
taken into account in the computation additionally [84].
In the next step, the normalized current In in the stator coils is determined by us-
ing the calculation results of the electro-thermal model for the 114 filament MgB2
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Figure 5.5.: Results of an exemplary calculation of the stator AC loss presented
between the inner stator radius rs,i and outer stator radius rs,o for a
fully superconducting machine with MgB2 stator coils and HTS rotor
coils:
(a) Stator current density Js as a function of the electrical angle θel.
(b) Absolute value of the flux density |B| as a function of the radial
direction r and the electrical angle θel.
(c) Normalized current In as a function of the radial direction r and the
electrical angle θel.
(d) Total loss density in the stator coils pv,s as a function of the radial
direction r and the electrical angle θel.
The yoke and the rotor carrier are marked , the rotor coils are marked
as well as the coil edges are marked . [142]
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wire. The spatial distribution of the normalized current is shown in Figure 5.5c.
The normalized current distribution does not exceed its maximum value In,max of
0.7. In this example, these are located in phase with the highest current density as
well as opposite of the center of the rotor coils and at the inner stator radius rs,i.
However, the highest magnetic fields do not occur there, due to the load angle of
90°. Furthermore, the current-free areas between the coils are visible.
In the last step, the total loss density in the stator coils pv,s is deduced by using the
results of the electro-thermal model again. A loss hot spot is detected at the inner
stator radius rs,i in Figure 5.5d. The hot spots do not necessarily have to occur in
the coil which currently carries the highest current, since the losses strongly depend
on the magnetic field. This is the case in the example of Figure 5.5d, where the
highest loss density occurs at the location of the highest flux density.
Subsequently, the total AC loss Pv,s in the stator coils is calculated by integration
of the total loss density over the stator coil area of one pole pair p in Equation 5.1
with the effective machine length leff and the stator coil support ratio fcsr.

Pv,s = fcsr p leff

∫ 2π
p

0

∫ rs,o

rs,i
pv,s rdrdθ (5.1)

Similarly, the mass flow Ṁs of liquid hydrogen in the stator can be calculated by
integration of the mass flow rate ṁlh2 in Equation 5.2.

Ṁs = fcsr p leff

∫ 2π
p

0

∫ rs,o

rs,i
ṁlh2 rdrdθ (5.2)

Furthermore, the temperature distribution Ts in the stator coil is determined. In
the standard machine design process only the maximum stator temperature Ts,max
is evaluated.
The calculation of the stator AC loss and the mass flow can be done in a similar way
for a copper coil and is therefore not explained. Due to the strong field dependence of
the stator AC loss, a more detailed investigation of the field influencing parameters
is given in the following section.

5.4. Maximum Torque per AC Loss
Various control strategies are known for normal conducting synchronous machines,
such as maximum torque per ampere (MTPA), maximum torque per volt (MTPV)
or loss minimization (LM) [193]. In this chapter the stator AC loss of superconduc-
ting machines is minimized, in order to minimize the hydrogen consumption during
a flight mission. In principle, this corresponds to loss minimization, whereby the
analytical loss modeling is more detailed compared to normal conducting machines.
It must be noted that the iron loss of the yoke is not included because it is not
part of the cryogenic system. The quantities in this section are normalized to their
maximum value in order to describe the machine behavior in general.
Due to the rotatory magnetic symmetry of all machine topologies in Table 4.1 and
according to Chapter 4, the machines generate only a synchronous torque compo-
nent. Moreover, the stator AC loss can be optimized at constant torque by the stator
current, the rotor current and the load angle. The current limits are at a maximum
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normalized stator current of 0.7 and a maximum normalized rotor current of 0.7,
which corresponds to a rotor current density of 300 A mm−2. The load angle is varied
between 0◦ and 90◦.
Figure 5.6 shows the normalized stator AC loss Pv,n,s as a function of the normal-
ized stator current In,s, the normalized rotor current In,r and the load angle θload
for a fully superconducting machine with MgB2 stator coils and HTS rotor coils at
a normalized torque Mn of 0.15. The minimum normalized stator AC loss of 0.22 in
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Figure 5.6.: Normalized stator AC loss Pv,n,s as a function of the normalized stator
current In,s, the normalized rotor current In,r and the load angle θload
for a fully superconducting machine with MgB2 stator coils and HTS
rotor coils at a normalized torque Mn of 0.15.

this example is achieved at a normalized stator current of 0.25, a normalized rotor
current of 0.25 and a load angle of 34◦. In contrast, at a constant load angle of 90◦
a minimum normalized stator AC loss of 0.25 is achieved.
In addition, Figure 5.7 presents the normalized torqueMn and the normalized stator
AC loss per torque Pv,n,s/Mn as a function of the load angle θload at a normalized
stator and rotor current of 0.7 for the same machine design. With increasing load
angle, the stator AC loss increases mainly linear and the torque increases sinusoidal,
as described in Section 4.6. This increasing AC loss is linked to an increase of the
total flux density in the stator coil area. The normalized stator AC loss per torque
reaches a minimum at a load angle of approximately 60◦ where the normalized stator
AC loss per torque is about 16% lower compared to an angle of 90◦.
These two figures show that the load angle has to be taken into account when opti-
mizing the machine control. However, this would increase the computing time due to
the dependency of the stator AC loss on the machine geometry, especially if several
machine designs have to be characterized. Furthermore, it is expected that the rotor
current and the stator current have a greater influence on the stator AC loss than
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Figure 5.7.: Normalized torque Mn and normalized stator AC loss per torque
Pv,n,s/Mn as a function of the load angle θload at a normalized stator
and rotor current of 0.7.

the load angle. For this reason, a load angle of 90◦ is applied for the following inves-
tigations. This assumption simplifies all machine architectures except architectures
with excitation via rotor coils to a simple control strategy via the stator current and
is therefore always optimal for magnetically symmetric machines [193]. It should be
noted, that the rotor coils are not operated in persistent mode. This means that
they are short-circuited and are energized once.
The derivation of the optimized machine control follows, starting with the calcu-
lation of the normalized torque for varying normalized rotor and stator current.
Figure 5.8 presents hyperbolas of constant normalized torque Mn as a function of
the normalized stator current In,s and the normalized rotor current In,r for the nor-
malized torques of 0.25, 0.5 and 0.75. If the optimum points are determined for the
entire torque spectrum, the trajectory of maximum normalized torque per normal-
ized stator AC loss is obtained.
The marked optimal control point for the normalized current of rotor and stator at
a normalized torque of 0.75 in Figure 5.8 is also shown in Figure 5.9 in dependence
of the normalized stator AC loss Pv,n,s. The minimum pair of values is clearly recog-
nizable in Figure 5.9. At this operating point the stator AC loss can be reduced by
18 % compared to an unoptimized control. Furthermore, the highest stator AC loss
is achieved when the rotor is operated with maximum normalized current and the
stator is operated with minimum normalized current. When the normalized rotor
current decreases, the stator current must increase in order to generate the same
torque. After reaching the optimum, this behavior will change.
All optimized normalized currents together form the characteristic curve in Fig-
ure 5.10a. The optimized normalized stator current In,s,opt initially increases linearly
with increasing torque until 90% of the nominal torque is reached. At this point the
normalized stator current has achieved its defined maximum of 0.7 and remains con-
stant. The optimized normalized rotor current In,r,opt also increases with increasing
torque, but first with a higher gradient compared to the normalized stator current
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Figure 5.9.
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and then after the first third of the torque with a smaller gradient. For a normalized
torque between 0.9 and 1.0, the gradient of the rotor current rises sharply so that
the torque continues to increase linearly at constant normalized stator current.
This strong increase of the rotor current leads to an also strongly increasing rotor
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flux density and is also detectable in the normalized stator AC loss Pv,n,s in Fig-
ure 5.10b for the controlled normalized rotor current In,r. However, the stator AC
loss increases approximately linearly for a normalized torque less than 0.9.
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Figure 5.10.: (a) Optimized normalized current In,opt as a function of the normalized
torque Mn.
(b) Comparison of the normalized stator AC loss Pv,n,s as a function
of the normalized torque Mn for a fully superconducting machine with
a controlled rotor current and a fixed rotor current.

Comparing a controlled and a fixed operation of a fully superconducting machine,
there are large differences and an optimization potential in the stator AC loss can
be observed. It can be reduced by 34% with a controlled machine at 50% torque
requirement, corresponding roughly to the operational point during the cruise phase
of an aircraft. Even more extreme is the difference when the torque is zero and the
machine continues to rotate at nominal speed. In this case, 78% of the maximum
stator AC loss is still generated in the uncontrolled case, although this could be
reduced to zero with a controlled rotor current.
The use of the optimized control strategy for superconducting stator machines and
its influence on a flight mission is discussed in Chapter 6.

5.5. Liquid Hydrogen Tank Model
The liquid hydrogen tank provides the liquid hydrogen to cool the electric machines.
In addition, further cryogenic components of the propulsion system can be cooled
by hydrogen such as an inverter or a transmission cable. However, the design of this
tank is an important step in the machine design, because it has a major impact on
the mass of the propulsion system and the range of an aircraft.
Several aspects must be considered in the tank design. Temperature rise and thus
evaporation of liquid hydrogen in the tank have to be prevented by thermal insula-
tion. Additionally, the tank wall must withstand pressure deviations and hydrogen
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embrittlement. Furthermore, the duration of the flight mission and the installation
space in the aircraft influence the dimensions of the liquid hydrogen tank.
The energy density per volume of liquid hydrogen is about four times higher com-
pared to jet fuel Jet A, as shown in Table 5.3. This indicates that the tank size is
limited by the aircraft design. However, jet fuel weighs about 3 times more than
liquid hydrogen for the same amount of energy. For this reason, a parametric tank
model is necessary, which will design an optimized tank according to the above men-
tioned conditions. The complete model is based on work in [194] and described in
the following.

Table 5.3.: Gravimetric and volumetric energy density of liquid hydrogen and jet
fuel.

Property Unit Jet A LH2
Gravimetric energy density MJ/kg 42.8 [195] 120 [196]
Volumetric energy density MJ/l 34.7 [195] 8.5 [196]

The basic shape of the tank is a cylinder with spherical ends, as shown in Figure 5.11,
which must fit in the given dimensions ht, bt and lt. This allows a variable integra-
tion of the tank into the fuselage of the aircraft. The tank consists mainly of three
shells: the outer tank wall, the inner tank wall and the insulation between both, as
illustrated in Figure 5.11 and 5.13. The thicknesses and distances of these layers are
designed according to the mechanical and the thermal loads and requirements. These
design steps are part of the calculation procedure, as presented in Figure 5.12. The
computation of the mass of the tank mt is the main result of the tank model. The
schematic shows also the most important in- and output parameters of the model.
These include the liquid hydrogen volume Vlh2, the burst pressure pbur, the liquid
hydrogen mass mlh2, the ambient temperature Ta, the ambient pressure pa and the
boil-off-rate fbor as input parameter. The boil-off-rate defines the amount of liquid

ht

lt

bt

Figure 5.11.: Sketch of a liquid hydrogen tank with the outer tank wall , the foam
insulation , the inner tank wall and the stored liquid hydrogen .
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Figure 5.12.: Calculation procedure of the liquid hydrogen tank model.

hydrogen that is evaporating in the tank due to heat leakage. In addition, input
parameter are the maximum accessible installation space, defined by the height ht,
width bt and depth lt. A further output parameter is the volume Vt of the tank.
The sectional view through the wall of the tank is sketched in Figure 5.13. The
temperature rises from the liquid hydrogen temperature Tlh2 inside the tank to the
ambient temperature Ta outside the tank. The main functionalities of the inner
wall and the foam insulation are the mechanical stability and the thermal shield-
ing, respectively. Both are described in the following sections. Moreover, the outer
wall protects the insulation from damage by external influences and its thickness is
assumed to be constant.

Inner wall

Outer wall
Foam insulation

Tlh2

Ta

dt,insdt,w1 dt,w2

λt,ins

Figure 5.13.: Sectional view of a liquid hydrogen tank with foam insulation.

In order to achieve the design goals, materials with special properties such as low
volumetric mass density, low thermal conductivity and high maximum allowable
stress are required. It has been shown in literature [197, 198, 199], that high strength
Al 2219 can act as tank wall and polyurethane (PU) foam as solid insulation. More-
over, Al 2219 is characterized by an insensitive hydrogen permeability [200].
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5.5.1. Mechanical Design
The liquid hydrogen in the tank is stored at a pressure higher than the atmospheric
pressure. Therefore, the internal pressurization must be considered in the tank de-
sign. This results in a pressure difference which stresses the wall of the tank. Barlow’s
formula in Equation 5.3 is used to calculate the thickness of a thin-walled cylinder
under internal pressure [168]. Thus, the calculation differs only in the boundary
condition compared to the design of the cryo wall in Section 4.3.2.

dt,w1 = pbur dt,i ft
2σt

(5.3)

It follows that the inner wall thickness dt,w1 is designed according to the burst
pressure pbur and the maximum allowable stress σt of the wall material. In addition,
the safety factor ft and the inner diameter of the tank dt,i are considered in the
mechanical design.
The internal pressure load is calculated from the maximum operating pressure of
the tank system. This pressure is defined as vent pressure pvent, because venting
must be done to avoid over-pressurization. Furthermore, the burst pressure pbur is
calculated with the gravity g, the density of liquid hydrogen ρlh2 and the ambient
pressure pa.

pbur = pvent + g ρlh2 dt,i − pa (5.4)

5.5.2. Thermal Design
In the thermal design, the heat transfer from the ambient air into the tank is cal-
culated. Three fundamental principles of heat transfer are distinguished: radiant,
conduction and convection heat. The total heat flow rate into the tank from the am-
bient air leads to evaporation of liquid hydrogen with the same amount. However,
the heat flow rate into the tank cannot be prevented completely by the insulation
and therefore a heat flow rate is defined with the percentage of boil-off per hour fbor.
The percentage of boil-off per hour or abbreviated boil-off rate is used to calculate
the mass flow Ṁb,off due to boil-off.

Ṁb,off = fbormlh2 (5.5)

The incoming heat flow rate Q̇b,off in Equation 5.6 is therefore considered to be
equal to the mass flow through boil-off with the evaporation enthalpy ∆hv of liquid
hydrogen.

Q̇b,off = ∆hv Ṁb,off (5.6)

Thermal conduction
Thermal conduction through the walls and the insulation of the tank is described
by the thermal resistance Rth which depends on the geometry and material of each
layer. The thermal resistance for a plane wall is given by Equation 5.7 with the
thermal conductivity λt,w, the thickness dt,w and the surface At,w of the layer.

Rth = dt,w
λt,w At,w

(5.7)
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Due to the curved shape of the layers of a cylindrical tank, its inner and outer surface
are not equal. For this reason a correction factor is introduced by Equation 5.8 with
the inner radius rt,i and the cylindrical length lt,w [144].

Rth =
ln
(
rt,i+dt,w
rt,i

)
2 π λt,w lt,w

(5.8)

Thermal natural convection
Between outer wall and ambient as well as inner wall and hydrogen, the heat is
transferred mainly via natural convection. This heat transfer is due to a spatially
inhomogeneous volumetric mass density distribution in liquids and gases, such as
in the case of an uneven temperature distribution. The thermal resistance for this
effect is given by Equation 5.9 with the heat transfer coefficient α and surface A.

Rth = 1
αA

(5.9)

The heat transfer coefficient for cylinders is calculated by Equation 5.10 with the
Nußelt number Nu.

α = 2Nuλ
π dt,w

(5.10)

In the case of natural convection, the Nußelt number is defined according to Equa-
tion 5.11 with the Rayleigh number Ra [144].

Nu =

0.752 + 0.387Ra 1
6

(
1 +

(0.559
Pr

) 9
16
)− 8

27


2

(5.11)

The Rayleigh number is given by Equation 5.12 with the temperature difference
∆T between wall and ambient air, the gravity g, the ambient temperature Ta, the
dynamic viscosity η and the volumetric mass density ρ. The Prandtl number Pr is
calculated with CoolProp, a library for fluid properties [201].

Ra = Pr
gρ2

η2 Ta
∆T lt,w3 (5.12)

Thermal radiation
Thermal radiation based on the electromagnetic radiation is emitted from each ob-
ject and is proportional to the temperature difference of the object and its environ-
ment. Therefore, a hot object emits heat, which is absorbed by a colder object.
The radiation heat flow rate Q̇rad is calculated by Equation 5.13 with the Stefan–
Boltzmann constant σ, the surface A and the temperature T1 of the emitting surface
and the temperature T2 of the absorbing surface.

Q̇rad =
Aσ

(
T1

4 − T2
4
)

1
ε1+φ21

1
ε2−1

(5.13)
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Additionally, the view factor φ21 describes the proportion of radiation that leaves
the emitting surface and hits the absorbing surface and the emissivities ε1 and ε2
describe the effectiveness of both objects in emitting energy as thermal radiation.

5.5.3. Parameter Study
Table 5.4 summarizes the input parameters for the following calculations. Aluminum
2219 and PU foam are used as wall and insulation material, respectively. The tank
is designed 7.2 % larger to withstand pressure changes due to boil-off and a safety
factor ft of 2 is considered [197].

Table 5.4.: Parameters of the liquid hydrogen tank model.

Parameter Symbol Value
Wall material − Al 2219
Insulation material − PU foam
Ambient temperature Ta 293.15K
LH2 temperature Tlh2 20K
Burst pressure pbur 10 bar
Fill level ffill 92.8%
Safety factor of tank ft 2

Figure 5.14 presents hyperbolas of constant boil-off rate fbor as a function of the
tank mass mt and the diameter-to-length ratio fdl. The trajectory of minimum tank
mass mt,min per boil-off rate is shown. With increasing boil-off rate the tank mass
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Figure 5.14.: Hyperbolas of constant boil-off rate fbor in dependence of the tank mass
mt and the diameter-to-length ratio fdl. The trajectory of minimum
tank mass mt,min per boil-off rate is shown. The input parameters for
this design are summarized in Table 5.4.
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decreases, because the insulation can be designed thinner. This dependency stag-
nates, because the mechanical stability must still be guaranteed. In addition, the
diameter-to-length ratio increases with increasing boil-off rate and reaches 1 for val-
ues smaller than 0.25 %, which corresponds to a sphere as tank shape. This is caused
by the different conditions of thermal convection inside the tank.
Figure 5.15 presents results for the tank design with varying liquid hydrogen masses
mlh2. With increasing liquid hydrogen mass and burst pressure pbur the tank mass
mt increases, as shown in Figure 5.15a. At very low burst pressures, the minimum
tank wall thickness is limited to 1mm linked to manufacturing assumptions for alu-
minum, which can also be seen in the figure by a range of constant tank mass.
Figure 5.15b illustrates the tank mass mt as a function of the boil-off rate fbor.
Boil-off rates lower than 1 % lead to high tank masses, since the thickness of the
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Figure 5.15.: Tank design results according to the boundary conditions in Table 5.4
and varying LH2 masses mlh2:
(a) Tank mass mt as a function of the burst pressure pbur.
(b) Tank mass mt as a function of the boil-off rate fbor.

insulation must be increased extremely in order to strongly reduce the heat conduc-
tion. However, the boil-off rate reduction is limited due to the thermal radiation,
which is independent of the insulation thickness. At boil-off rates much higher than
1 % the tank mass is relatively constant and is about 128 kg, 381 kg and 634 kg for
100 kg, 300 kg, and 500 kg liquid hydrogen, respectively.
Due to the limited flight time and the fact that not all cryogenic components have to
be cooled with liquid hydrogen, a boil-off rate of 1 % is chosen for the calculations in
the next section. This allows to design the tank especially light with a simultaneously
low boil-off rate. Furthermore, a burst pressure of 10 bar is considered sufficient to
ensure safe operation of the tank. Thus, the tank model can be used in the next
chapter under real boundary conditions. For example, the ratio can usually not be
selected freely, because the installation space of the tank is limited by an existing
aircraft design.
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5.6. Summary
This chapter describes the design process of superconducting machines for aircraft.
It becomes apparent that an electro-thermal model and an electromagnetic machine
design model, as presented in Chapters 3 and 4, respectively, are not sufficient for
application in an aircraft. Additional models and procedures are necessary in order
to achieve an efficient fundamental machine design and to consider the aeronautical
boundary conditions.
The working point determination of the stator coils is essential in the machine de-
sign. Especially for superconducting stator coils a high sensitivity of the critical
current density exists in relation to the flux density which penetrates the coils. For
this reason, the working point must be calculated exactly to determine the torque
of the machine correctly.
The exact field calculation is also necessary to determine the total AC loss of the
stator coils in order to determine the hydrogen consumption. Rotor coils offer the
advantage that the field of the rotor magnets can be freely adjusted from the nom-
inal point down to zero, thus creating a further degree of freedom compared to
permanent magnets. For this reason, the rotor current density is used to optimize
the AC loss of the stator coils. Through this control strategy the AC loss is reduced
by 34 % at torque requirement of 50 %. With this strategy, hydrogen consumption
can be reduced considerably, but it requires a control of the rotor current.
Finally, a tank model is developed, which designs a cylindrical tank with spherical
ends and given dimensions as boundary condition. Both, mechanics and thermo-
dynamics are taken into account to determine the tank mass in the case of foam
insulation. Optimal diameter-to-length ratios can be found depending on the boil-off
rate, resulting in a minimum tank mass. However, the installation space of the tank
is determined by the aircraft design in the following chapter. Furthermore, a boil-off
rate of 1% can be allowed, because the flight time is a few hours only and thus has a
minor influence on the hydrogen consumption on a flight mission. The tank can then
be designed much lighter compared to smaller boil-off rates. Moreover, the hydrogen
gas can be used to cool other components of the propulsion system.
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6. Design Example for an Airbus
A321neo-LR

The design of an electric machine for a commercial aircraft brings up challenges, in
addition to a high power-to-weight ratio, that are usually not taken into account in
the design. These are requirements which are specified by the aircraft design, such
as the operation at high altitude, the integration of a flight mission or the transport
of a coolant. Thus, machine and aircraft design must be combined in order to take
into account the key requirements influencing each other. To integrate the most
important boundary conditions into the machine design, the models and results of
the Chapters 2 to 5 are applied to a use case. This includes the comparison and
discussion of different machine topologies as well as the main design parameters.
To study the feasibility of the hybridization of a short- and medium-range commer-
cial passenger aircraft, an Airbus A321neo-LR is electrified with superconducting
machines which are cooled by liquid hydrogen. This aircraft is based on the Airbus
A320neo, however, with a stretched fuselage and additional jet fuel tanks that are
placed in the fuselage of the aircraft. The additional labeling neo identifies a re-
equipped Airbus A320 with latest state-of-the-art and more efficient engines. This
aircraft has an over-all length of 44.51m, a maximum take-off weight of 101 t and a
maximum payload of 25.5 t. [202]
Figure 6.1 presents this aircraft and the position as well as the size of the jet fuel
tanks. In addition to the wing tanks and the center tank between the wings, the
A321neo in the LR version has additional center tanks integrated in the front and
rear in the fuselage. This is achieved by replacing a part of the cargo compartments
with additional tanks. The total jet fuel capacity increases to 32943 l and the maxi-
mum design mission to 7400 km compared to 23580 l and 6500 km of the A321neo.

Figure 6.1.: Airbus A321neo-LR with the wing tanks , the center tank , the rear
center tanks and the front center tank for jet fuel. Adapted from
[203].
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6. Design Example for an Airbus A321neo-LR

For a mission of 1222 km with full payload, the mean fuel consumption of this aircraft
is estimated to be 3.36 kg km−1 or 50.9 l min−1 [204]. However, the fuel consumption
is influenced by many boundary conditions such as the take-off weight, the mission
length or the weather conditions. Further properties of this aircraft are presented in
Table 6.1.

Table 6.1.: Airbus A321neo-LR properties [203, 204, 205].

Property Unit Value
Length m 44.51
Wingspan m 35.80
Height m 11.76
Maximum take-off weight t 101
Maximum payload t 25.5
Operating empty weight t 50.1
Total fuel capacity l 32943

Wing tank l 7690
Center Tank l 8200
Rear center tanks l 6242
Front center tank l 3121

Maximum speed km h−1 876
Range km 7400
Maximum seating − 244
Mean fuel burn kg km−1 3.36

l min−1 50.9
Fuel per seat kg km−1 0.0138

In the case study, the aircraft is electrified without any modifications to the fuselage,
the wings or the dimensions of the engines. Therefore, the electric machine must be
integrated into the existing engine. By this approach, the total empty mass of the
aircraft can be increased, requiring an adaption of the aircraft mission range or
payload. Furthermore, this can change the thrust requirements. These adaptions on
the aircraft level are not considered in this study. Thus, the available space for all
components of the electric propulsion system as well as the hydrogen tank is limited.
This case study aims to investigate the suitability and feasibility of superconducting
machines as propulsion unit. The approach is to replace the core engine of the actual
turbofan. For a complete re-equipment of the aircraft, the machine design process
would have to be integrated in the aircraft design process [206].
The main characteristics of the original turbofan engine are introduced in the fol-
lowing section. Afterwards, the hybrid-electric propulsion system is presented. An
optimization for a turbo-electric propulsion system for such an aircraft can be found
in [52], which used the machine design process developed in this thesis. Here, the
focus is on the machine design and the comparison of different machine topologies.
In addition, the required amount of hydrogen and its storage tank to comply with
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6.1. Turbofan

the mission profile of the aircraft are included in the design process. Finally, a design
proposal is given for a specific machine topologie.

6.1. Turbofan
The Airbus A321neo-LR is powered by two Pratt & Whitney PW1133G turbofan
engines and shown as a sketch of a sectional view in Figure 6.2. These are airbreath-

dcoredfan
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High pressure turbine

Low pressure turbine
Combustion chamber

Low pressure compressor

Ṁfan

Ṁcore

lcore

lgtf
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Figure 6.2.: Sketch of a sectional view of the Pratt & Whitney PW1133G geared
turbofan. Adapted from [207].

ing jet engines and nearly all jet-powered civil aircraft are equipped with this engine
type. This is due to the high efficiency and low noise emissions. It is based on the
special engine design for Mach numbers Ma around 0.8 and is described in the fol-
lowing [208]. Specifically, the PW1133G is a geared turbofan engine, being the first
engine of this type in commercial short range passenger aircraft [209]. The integrated
gearbox decouples fan and core engine, thus enabling independent optimization of
both components. This leads to more efficient engines with larger fan diameters and
lower fan rotational speeds to avoid critical circumferential speeds [210]. Moreover,
the diameter of the core engine cannot be reduced, as this would reduce its efficiency.
For example, an engine with the same thrust as the Pratt & Whitney PW1133G
and half bypass ratio would result in a approximately 15% higher fuel consumption
[212].
The core engine consists of a combustion chamber that burns jet fuel and hence
provides thermal energy. This energy is transformed into mechanical energy in a gas
turbine which powers a compressor and a fan, usually located in front of the turbine.
The mechanical energy is used to accelerate air rearwards. In contrast to a turbojet,
not the entire air mass flow is passed through the combustion chamber, as shown in
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6. Design Example for an Airbus A321neo-LR

Figure 6.2. The mass flow is split into the mass flow of the core engine Ṁcore and
the mass flow which bypasses the core Ṁfan. Furthermore, the fan compresses air
into the by-pass while the inner part provides additional compression for the core
engine. The pressure gradient at the engine outlet is finally converted completely
into velocity through the nozzle. The ratio between both mass flows is defined as
bypass ratio fbpr according to Equation 6.1.

fbpr = Ṁfan

Ṁcore

(6.1)

The efficiency of the engine improves with increasing bypass ratio, resulting in mod-
ern turbofans with ratios greater 10. The PW1133G belongs to this category with
a bypass ratio of 12.5. Thus, the bypassed mass flow provides with 92,6% the ma-
jority of the thrust, which is 147.28 kN at take-off condition and corresponds to a
power of about 20MW [213]. Further properties of the PW1133G are summarized
in Table 6.2.

Table 6.2.: Pratt & Whitney PW1133G properties [45, 213, 214].

Property Unit Value
Power MW 20
Take-off thrust kN 147.28
Fan diameter mm 2060
Core diameter mm 582.7
Bypass ratio − 12.5:1
Total length mm 3401
Core length mm 18001
Weight kg 2857.6
Maximum fan speed min−1 3500
Maximum N1 speed min−1 10047
Maximum N2 speed min−1 22300
1 estimated

To allow a high by-pass ratio, the fan has a larger diameter compared to the core
engine and this diameter is limited in order to avoid excessive circumferential speeds.
For this reason, the fan rotates with 3500 min−1 which is slower than the core engine.
The speed reduction is achieved by several shafts and its respective compressor and
turbine, as shown in Figure 6.2 as low-pressure and high pressure compressor as well
as turbine for the PW1133G, respectively. These two shafts reach rotational speeds
of 10047 min−1 and 22300 min−1 for the low-pressure shaft N1 and the high-pressure
shaft N2, respectively. Further speed reduction for the fan is achieved by a gear,
which is also integrated in the PW1133G. Hence, these engines are named geared
turbofan (GTF). This allows both modules, fan and turbine, to achieve their respec-
tive optimum performance. Fuel consumption and noise emissions are significantly
reduced. The PW1133G consists of a 3-stage low-pressure turbine, which drives a
3-stage low-pressure compressor and the fan via a planetary gear with a gear ratio
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of 3:1. The gearbox weighs 113 kg at an efficiency of 99.5% and is therefore a weight
reduction compared to further turbine stages [215, 216]. The combustion chamber
is located between the high-pressure compressor and the high-pressure turbine. Fur-
thermore, the entire engine mass mgtf is 2857.6 kg and the entire engine length lgtf
is 3401mm. This results in a power-to-weight ratio PTW of about 7 kW kg−1 for
the entire propulsion system.
Since the bypass mass flow provides the majority of the total thrust of this engine,
the thrust of the core engine can be neglected and it can be considered as a fan
motor [215]. In this study, it is assumed that the core engine and gear box can be
replaced by the superconducting electric machines that drive the shaft of the fan. To
compensate the missing thrust by the core engine, the required power is increased to
21.6MW. The limiting dimensions are given by the core diameter dcore of 582.7mm,
which is calculated by Equation 6.2.

dcore = dfan√
fbpr

(6.2)

The core length lcore is estimated to be 1800mm. Thus, all necessary requirements
are defined in order to design electric machines in the next section.

6.2. Hybrid-Electric Propulsion System Overview
The cryogenic propulsion system of the hybrid-electric Airbus A321neo-LR is a fully
turbo-electric approach, as presented in Section 1.2.2 and in detail in [52]. A sketch
of this approach is shown in Figure 6.3 and illustrates the relative dimensions of this
aircraft and the positioning of the electric components as well as the liquid hydrogen
tanks.

Figure 6.3.: Hybrid-electric Airbus A321neo-LR with battery unit , cryogenic elec-
tric power distribution center (CEPDC) , electric propulsion unit
(EPU) , jet fuel tanks , liquid hydrogen tanks and power gen-
eration unit (PGU) . Adapted from [203].
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6. Design Example for an Airbus A321neo-LR

Two electric propulsion units (EPU) are integrated into the existing Pratt &Whitney
PW1133G geared turbofans at each wing. Therefore, the core engines will be replaced
by superconducting motors, which drive the fans and provide thrust to the aircraft.
The engines remain at the same position as the propulsion units in the original air-
craft. The inverter unit is also part of the electric propulsion unit and is installed
close to the motors, as presented in Section 1.2.2. However, this thesis is focused
on the motor and the optimal location of the inverters has to be investigated in
future studies. Both electric propulsion units are connected with superconducting
DC power lines to the cryogenic electric power distribution center (CEPDC). The
electric power is generated in the power generation unit (PGU) by a gas turbine in
combination with a superconducting generator placed in the aft of the aircraft fu-
selage. Additionally, a small share of the power can be provided by the battery unit
in the front of the aircraft fuselage. Superconducting DC power lines also connect
the power generation unit and the battery unit to the cryogenic electric power dis-
tribution center, which distributes the liquid hydrogen and contains circuit breakers.
A comparison of the original aircraft in Figure 6.1 and the hybridized version in Fig-
ure 6.3 shows that jet fuel is stored only in the wings of the hybrid-electric Airbus
A321neo-LR. The cryogenic electric power distribution center is placed in the space
of the front center tank of the original aircraft and the liquid hydrogen storage is
placed in the space of the rear center tanks. An additional front cargo compartment
is required for the battery unit and the aft of the fuselage is used for the power
generation unit, where the auxiliary power supply (APS) was originally located.
Two hydrogen tanks are separated and fireproofed in the cargo compartment next
to each other, as shown in the cross section of a hybrid-electric Airbus A321neo-LR
fuselage in Figure 6.4. Moreover, the power generation unit, the electric propulsion

dt,i dt,o

Figure 6.4.: Cross section of a hybrid-electric Airbus A321neo-LR fuselage with the
interior arrangement , the stringers as well as the skin and further
support structures . The hydrogen tanks are located below the pas-
senger cabin in the rear of the aircraft as shown in Figure 6.3. Adapted
from [203].
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unit as well as the cryogenic electric power distribution center, as illustrated in Fig-
ure 1.6, have to be fireproof. This allows a nearly unchanged fuselage design, but
strictly limits the outer tank diameter dt,o of 1230mm for the Airbus A321neo-LR
[203]. By using the space of two unit load devices (ULD) the maximum length of
the tanks is 3260mm, which carry a maximum amount of 280 kg LH2 per tank [217].
The boundary conditions for the tank design are given in Table 5.4 and a boil-off
rate of 1% is chosen. This results in a thickness of the inner tank wall of 4.2mm, a
thickness of the tank insulation of 33.0mm and a thickness of the outer tank wall
of 0.5mm. Thus, the hybrid-electric Airbus A321-LR contains four hydrogen tanks
of the same size, which corresponds to 15819 l of liquid hydrogen and an energy
amount of 134.5GJ, according to Table 5.3. Furthermore, this corresponds to the
energy amount of 3142 kg (3875 l) Jet A. The jet fuel tank volume is decreased by
14239 kg (17563 l) to 15380 kg (5486 l) due to the hybridization and only partially
compensated by liquid hydrogen because of the lower volumetric energy density.
This will reduce the maximum range of the aircraft to about 59 % of the initial
range, assuming that the efficiency of the gas turbine in combination with the fur-
ther propulsion system is equal to the efficiency of the turbofan and independent of
the mixing ratio between jet fuel and hydrogen.
It is shown in several studies that the efficiency of the combustion process of jet fuel
can be optimized by adding 10 % – 20 % of gaseous hydrogen. Furthermore, a con-
tinued increase of this mixing mass ratio does not lead to a significant degradation
of this process. The average relative mass ratio of hydrogen in the jet fuel hydrogen
mixture of this propulsion system is 6.8%. [218, 219]
To estimate the reduction of CO2 emissions due to this cryogenic propulsion system,
the production of liquid hydrogen must be taken into account. It is assumed that
onshore wind power is used as energy source, which emits lifecycle CO2 emissions
of about 11 g kWh−1 and is therefore one of the most environmentally friendly re-
newable energies [220, 221]. Furthermore, it is assumed that the efficiency is 64%
for polymer electrolyte membrane (PEM) electrolysis and 50% for the hydrogen
liquefaction process [222, 223, 224, 225]. In these large-scale processes, the energy
consumption for the production of gaseous hydrogen is about 6 times higher than
for the liquefaction. In summary, this aircraft concept inclusive hydrogen production
maximally saves about 8.7 t of CO2 emissions per flight and if it is assumed that the
entire hydrogen is consumed as well as if energy and hydrogen transportation is ne-
glected. Furthermore, the impact of other components, such as the power generation
unit, of the propulsion system is not considered.

6.3. Flight Mission and Material Parameters
The performance requirements of an aircraft on a flight mission are very different.
For this reason the liquid hydrogen consumption is calculated under consideration of
a specific mission shown in Figure 6.5. The required power P is related to an Airbus
A321neo-LR with a maximum take-off weight of 101 t, two PW1133G engines and is
presented as a function of the time t. The flight time is 5 h 10 min and corresponds
to a mission range of 4535 km. It is important to note that the mission also contains
a diversion mission according to Figure 5.2, which includes an additional flight time
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Figure 6.5.: Required power P for the hybrid-electric Airbus A321neo-LR as a func-
tion of the time t for a typical mission of 5 h 10 min according to Ta-
ble 6.3. The cruise time is exemplary 4 h 12 min, but is in general variable
as illustrated.

of 60 min. This mission phase is not illustrated in Figure 6.5. This enables to circle
for a while if no landing slot is free or to fly to an alternate airport. This flight mis-
sion includes the power requirements for taxi in and taxi out as well as descent and
landing, as summarized in Table 6.3. The highest power is required at the take-off

Table 6.3.: Performance requirements of the hybrid-electric Airbus A321neo-LR for
an exemplary mission, as shown in Figure 6.5.

Mission phase Time range Power
Taxi out 300 s 3.2 MW
Take-off 90 s 43.2 MW
Climb 1448 s 32.0 MW
Cruise1 15 120 s 19.2 MW
Descent 1219 s 1.6 MW
Landing 120 s 6.4 MW
Taxi in 300 s 3.2 MW
1 variable parameter in the flight mission

and climb with 43.2MW and 32MW, respectively. This is followed by a long cruise
with about half the power compared to take-off. In this study, the duration of the
cruise phase is kept variable to calculate the maximum flight time for a given fuel
mix consisting of hydrogen gas and jet fuel.
For the machine design according to Chapter 4, materials must be selected for the
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different components of the electric machine. The total mass of the machine is in-
fluenced by their volumetric densities. The selected materials are listed in Table 6.4
including their density and they are divided into rotor and stator materials.
The 114 filament MgB2 wire, as presented in Section 2.1 in detail, is selected for
the MgB2 stator coils. Moreover, the silicone oil Novec is used as liquid coolant for
stators made of the copper litz wire, as defined in Section 3.5.1, and the input param-
eters are chosen according to Table 3.4 [155]. In addition, carbon fiber reinforced
polymer CFRP is used as support material in the stator. This is a cost-effective
fiber-reinforced plastic that can be subjected to high mechanical stress at cryogenic
temperature and under static and cyclic loading [237]. Additionally, it is particularly
lightweight, non-conductive and non-magnetic.
The rotor sleeve is assumed to be made of Inconel 718 [231]. Stator and rotor hous-
ing, as well as carrier, are assumed to consist of aluminum Al-2219–T87 [226]. Both
alloys combine high strength and an insensitive hydrogen permeability [234, 200].
Vacodym 745 HR with a remanence flux density Brem of 1.44T and a coercive field
Hco,B of 1115 kA m−1 at a temperature of 20◦C is selected as permanent magnetic
material based on NdFeB alloy [228]. The second generation of YBCO HTS tape
with 12mm width is assumed for HTS coils in the rotor with characteristics compa-
rable to [235, 236]. The HTS bulks are assumed to be made of YBCO in the shape
and size, as defined in Section 4.4.
As the yoke sheet metal, the commercially available soft magnetic cobalt-iron alloy
Vacoflux 48 is assumed with a strip thickness of 0.35mm [191]. It is characterized
by a high magnetic saturation of up to 2.3T and therefore the yoke can be designed
particularly thin. Since the machine housing is not in contact with hydrogen, ti-
tanium Ti-6Al-4V is used instead of aluminum. Titanium offers a higher strength
compared to aluminum, enabling a particularly thin housing design [233].

Table 6.4.: Materials for the machine parts subdivided into rotor and stator.

Part Material Density1

R
ot
or

Carrier Al 2219–T87 2840 [226, 227]
PM magnet Vacodym 745 HR 7600 [228]
HTS coil YBCO tape 8300 [229]
HTS bulk YBCO 6383 [230]
Sleeve Inconel 718 8193 [231]
Housing Al 2219–T87 2840

St
at
or

Carrier Al 2219–T87 2840
Housing Al 2219–T87 2840
MgB2 coil 114F MgB2 wire 86732
Cu coil Cu litz wire 6510 [154]
Support CFRP 2000 [232]
Yoke Vacoflux 48 8120 [191]
Machine housing Ti-6Al-4V 4430 [233]

1 in kg m−3
2 calculated with the values given by Table 2.1 and 2.2
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6.4. Topology Comparison

For the most promising machine topologies and architectures of Table 4.1 with re-
spect to mass and efficiency, a detailed comparison is performed. Therefore, the
partially and fully superconducting machines, as listed in Table 6.5, are disused in
this section. Normal conducting machines and architectures with permanent mag-
nets are not considered.

Table 6.5.: Investigated machine topologies for the design of a fan motor.

Generic term Topology Architecture

Fully superconducting SC stator / SC rotor MgB2 coil / HTS coil
MgB2 coil / HTS bulk

Partially superconducting
SC stator / NC rotor MgB2 coil / HA

NC stator / SC rotor Cu coil / SC coil
Cu coil / HTS bulk

Based on previous sections, the requirements and boundary conditions linked to
the aircraft and the installation of the fan are summarized for the machine design
in Table 6.6. The rated power and rotational speed of the machine are 21.6MW
and 3500 min−1. Additionally, technical limits of the wires, such as the minimum
admissible bending radius, have to be taken into account. A critical bending radius
of the stator coils rs,b,c of 48mm, as optimistic limit and calculated in Section 2.2,
is considered in the design. The impact of a critical bending radius of the stator
coils of 80mm, as pessimistic limit, on the design is discussed later in this section.
The critical bending radius of rotor coils rr,b,c made of HTS tapes is 5mm [238].
Furthermore, a minimum diameter-to-length aspect of the machine is defined to
1/3.

Table 6.6.: Requirements and boundary conditions for the machine design of a fan
motor.

Symbol Value Unit Explanation
P 21.6 MW Power
n 3500 min−1 Rotational speed

dm,max 0.5827 m Maximum machine diameter
lm,max 1.8 m Maximum machine length

(dm/lm)min 1/3 − Minimum diameter-to-length aspect
rs,b,c 48 mm Critical stator bending radius (MgB2)

rr,b,c 5 mm Critical rotor bending radius (HTS tape)
[238]

In addition to the material parameters in Table 6.4, further constant input param-
eters for the machine design are given by Table 6.7. They also include parameters
that are suitable for optimization, but which are kept constant for this study. These

138



6.4. Topology Comparison

Table 6.7.: Constant input parameters for the machine design of a fan motor.

Symbol Value Unit Explanation
m 3 − Number of phases
In,s 0.7 − Normalized stator current
α0 95 % Coverage of stator coils
α1 f(rri)1 % Coverage of rotor surface
α3 f(rri)1 deg Adjacent coil angle of rotor coil
fcsr 1/3 − Coil support ratio
θlaod 90 deg Load angle of machine
By,max 2.1 T Maximum flux density of iron yoke
By,sat 2.3 T Saturation flux density of iron yoke
Brem 1.44 T Remanence flux density of magnet [228]
µr 1.027727 − Relative permeability of magnet [228]
Jr 300 A mm−2 Rotor current density [239]
nmax 19 − Maximum harmonic

1 is given as a function of the rotor inner radius to achieve a distance of 10mm between the adjacent
components

include the number of phases m and the normalized stator current In,s.
A constant value of 300 A mm−2 is assumed for the rotor current density Jr, which
has been achieved in practice for HTS coils at flux densities greater than 3T and at
an operational temperature corresponding to LH2 cooling [239]. The fact that the
self-field of the coil reduces the critical current density is neglected in this model. It
is assumed that the rotor current density is independent of the coil geometry and
external influences such as other magnetic fields or transient events. Furthermore, it
is estimated that the rotor fields are below 3T, explained by the field sensitive stator
current density, as presented in Section 3.5. There, the investigations are limited to
2T, due to the fact that the stator current densities are significantly reduced at such
high fields.
It should be noted that, in contrast to the machine model description in Chapter 4,
the coverage of rotor surface α1 and the adjacent coil angle of rotor coil α3 are cal-
culated as a function of the inner rotor radius rr,i. Therefore, a constant distance
of 10mm between adjacent magnets or coils in the rotor is assumed for the follow-
ing reasons. Firstly, the resulting rotor carrier bar between these magnets or coils
supports the force transmission and improves mechanical strength. Secondly, this
distance also provides a safety margin if the coils are not manufactured bent and
thus requires additional installation space between two adjacent coils in tangential
direction.
The ratio between support structure and conductor inclusive cooling slot is consid-
ered by the coil support ratio fcsr of 1/3. The maximum flux density of the iron yoke
By,max is assumed to be 2.1T. This provides a margin of 0.2T to the saturation flux
density By,sat of the iron and thus prevents field leakage at the outer yoke radius.
Finally, the maximum harmonic nmax of the field calculation is 19, as recommended
in Section 4.5.5.
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The remaining optimization parameters are summarized in Table 6.8. The essential
parameters, which are investigated in all machine topologies, are the number of pole
pairs p, the inner rotor radius rr,i and the stator coil thickness ds,c. Depending on
the type of rotor excitation, the characteristic parameters for the rotor are different.
For rotor coils, the inner angle of rotor coil α2 is mainly varied.
In the case of fully superconducting machines, the thickness of rotor coils is fixed
to 12mm, the typical width of commercially available second generation of YBCO
HTS tapes. Combined with the specified rotor current density of 300 A mm−2, suffi-
ciently high magnetic fields are achieved. However, thicker coils that generate larger
fields are possible, but lead to high AC loss and strongly decreased current density
in the MgB2 stator coils. The sensitivity of Cu coils on external field or AC loss is
not as high. Therefore, double pancake HTS rotor coils with a thickness of 24mm
are also considered for partial superconducting machines with Cu stator coils. Other
coil thicknesses based on other tape widths are feasible with this model.
In the case of HTS bulk rotors the peak flux density Bpeak is varied up to 3.2T and
the bulk thickness is set to 10mm. This flux density is below the achieved values
at 20K and is considered to be available independent of the bulk radius [174, 175].
However, one challenge is the magnetization of the bulks by the stator coils, which
has not been achieved so far for the maximum peak flux density [240, 241]. Addi-
tionally, the rotor inner radius is chosen larger than it would be necessary according
to the boundary conditions in order to find the global maximum.
All combinations of the input parameters are calculated to primarily increase the
power-to-weight ratio (PTW) for each pole pair so that all boundary conditions
are fulfilled. The power-to-weight ratio includes the active and passive mass of the
machine, as introduced in Section 4.1. Secondly, the stator AC loss is minimized
to realize a flight mission. This approach is known as brute-force search, which is
simple to implement and will always find a solution. The disadvantage is that the
number of variants rises quickly. However, this can be tolerated due to the holistic
analytical approach and thus fast computation.
Furthermore, the range of the parameters in Table 6.8 are selected to achieve the
maximum power-to-weight ratio for each parameter. This Cartesian product ensures
that the global maximum is found. This approach is presented exemplary for the
fully superconducting machine with MgB2 stator coils and HTS rotor coils in Fig-
ure 6.6a for a pole pair number of 8 and without considering the boundary conditions
in Table 6.6. The power-to-weight ratio PTW is shown as a function of the optimiza-
tion parameters according to Table 6.8e, which are normalized to values between 0
and 1 for its minimum and maximum, respectively. It can be seen that a maximum
power-to-weight ratio is achieved for each parameter. Thus, a weight-optimized ma-
chine for a pole pair number of 8 has been found for the given parameters. It should
be noted, that the thickness of the stator coils is increased only until the maximum
is reached. This is due to the fact that with increasing thickness the AC loss of the
stator coil also increases and therefore no optimum machine according to their AC
loss can be expected after this maximum.
Figure 6.6b shows how the variation of the parameters influences the working point
flux density Bwp, which corresponds to the maximum flux density penetrating the
stator coils at the nominal point of the machine, as presented in Section 5.2. A maxi-
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Table 6.8.: Varied input parameters of the machine design for the machine architec-
tures according to Table 6.5.

(a) Cu stator coils & HTS bulk rotor

Symbol Range Unit Explanation
p 2 – 10 − Number of pole pairs
rr,i 75 – 300 mm Inner radius of rotor
ds,c 20 – 65 mm Thickness of stator coil
Bpeak 1.0 – 3.2 T Peak flux density

(b) Cu stator coils & HTS rotor coils

Symbol Range Unit Explanation
p 2 – 10 − Number of pole pairs
rr,i 75 – 300 mm Inner radius of rotor
ds,c 20 – 65 mm Thickness of stator coil
dmag 12, 24 mm Thickness of rotor coil
α2 40 – 80 deg Inner angle of rotor coil

(c) MgB2 stator coils & Halbach rotor array

Symbol Range Unit Explanation
p 2 – 10 − Number of pole pairs
rr,i 75 – 300 mm Inner radius of rotor
ds,c 10 – 30 mm Thickness of stator coil
dmag 10 – 40 mm Thickness of Halbach rotor array

(d) MgB2 stator coils & HTS bulk rotor

Symbol Range Unit Explanation
p 2 – 10 − Number of pole pairs
rr,i 75 – 300 mm Inner radius of rotor
ds,c 10 – 30 mm Thickness of stator coil
Bpeak 1.0 – 2.6 T Peak flux density

(e) MgB2 stator coils & HTS rotor coils

Symbol Range Unit Explanation
p 2 – 10 − Number of pole pairs
rr,i 75 – 300 mm Inner radius of rotor
ds,c 10 – 30 mm Thickness of stator coil
dmag 12 mm Thickness of rotor coil
α2 45 – 87.5 deg Inner angle of rotor coil
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Figure 6.6.: Power-to-weight ratio PTW for the 21.6 MW and 3500 min−1 machine
design at a pole pair number of 8 and in dependence of the:
(a) Normalized optimization parameters.
(b) Working point flux density Bwp.

mum power-to-weight ratio is clearly achieved in this example at a working point
flux density of 1.1T and decreases continuously from this point with increasing or
decreasing flux density. As can be seen, the envelope also presents this correlation
in a clear illustration for this large amount of data. For this reason, only the en-
velope or Pareto front is shown for different dependencies in the following topology
comparison.
In the following sections, the results for partially and fully superconducting ma-
chines are presented, comparing the most important parameters power-to-weight
ratio, stator AC loss and working point flux density. The analysis of the working
point ensures that the flux density range for the AC loss and current density calcu-
lation in Chapter 3 is sufficiently large. Two data sets are presented in each figure.
Firstly, the design results if the requirements and boundary conditions according
to Table 6.6 are not considered. These are illustrated gray in the background of
the figure. Secondly, the results if these conditions are considered, presented as the
envelope for each numbers of pole pairs p. The influence of the boundary conditions
is discussed in a separate section after introducing each machine topology.

6.4.1. Partially Superconducting Machines
Cu stator coils and HTS bulk rotor
Firstly, the suitability of partially superconducting machines with continuous HTS
bulks as rotor excitation and Cu litz wires in the stator is investigated. In Fig-
ure 6.7a, the power-to-weight ratio PTW of such machines is shown as a function
of the working point flux density Bwp for the optimization parameters according to
Table 6.8a. If the boundary conditions according to Table 6.6 are not taken into
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Figure 6.7.: Results for the machine architecture consisting of Cu stator coils and
HTS rotor bulks according to the optimization parameters in Table 6.8a.
Presented is the power-to-weight ratio PTW as a function of the:
(a) Working point flux density Bwp.
(b) Stator AC loss Pv,s.

account, power-to-weight ratios up to 19.9 kW kg−1 can be achieved in general with
this machine architecture at a working point flux density of 1.63T and a pole pair
number of 4. However, if these boundaries are considered the maximum power-to-
weight ratio decreases to 19.5 kW kg−1 at a working point flux density of 1.49T and
a pole pair number of 4. This is the lowest power-to-weight ratio in comparison of
all examined machine architectures and the quantity of remaining machine designs
with a pole pair number of 2, 3 and 4 is relatively small compared to the total so-
lution space. This is due to the limited installation space of the machine. Moreover,
the triangular field profile, as shown in Figure 4.13a, is disadvantageous, because
its peak flux density leads to hot spots and thus limits the stator current density.
Additionally, the fundamental wave of the radial flux density, which generates the
torque, is lower than this peak. Increasing the peak flux densities beyond 3T to
increase the rotor flux is not feasible to compensate this disadvantages, because this
lead also to hot spots in the stator coils. Nevertheless, the minimum stator AC loss
is 809.3 kW at a power-to-weight ratio of 14.7 kW kg−1 and a pole pair number of 3,
as shown in Figure 6.7b. This loss increases with increasing power-to-weight ratio
and amounts to 1248.8 kW at maximum power-to-weight ratio.
This shows that a power-to-weight ratio of approximately 13 kW kg−1 is required for
the limited installation space in the engine and that the following machine architec-
tures must achieve much higher power-to-weight ratios to allow efficient machines
as well. Furthermore, the requirements cannot be fulfilled with the cylindrical and
rectangular bulk geometries, according to Section 4.4, due to the reduced magnetic
flux of the bulk according to Equation 4.33.
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Cu stator coils and HTS rotor coils

Secondly, the suitability of partial superconducting machines with HTS coils as rotor
excitation and Cu litz wires as stator coils is investigated. In Figure 6.8, the machine
design results are presented according to the optimization parameters in Table 6.8b.
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Figure 6.8.: Results for the machine architecture consisting of Cu stator coils and
HTS rotor coils according to the optimization parameters in Table 6.8b.
Presented is the power-to-weight ratio PTW as a function of the:
(a) Working point flux density Bwp.
(b) Stator AC loss Pv,s.

If the requirements and boundary conditions of Table 6.6 are not considered, a
maximum power-to-weight ratio of 22.6 kW kg−1 is achieved at a working point flux
density of 1.61T and a pole pair number of 4. Taking the boundary conditions
into account, the maximum power-to-weight ratio decreases to 20.6 kW kg−1 at the
same pole pair number of 4 and a working point flux density of 1.34T, as shown in
Figure 6.8a. However, the power-to-weight ratio decreases with an increasing number
of pole pairs above 4 and at a pole pair number of 6 and higher, no machine can be
designed that fulfills the requirements, especially in the available installation space.
This behavior is linked to the fact, that the electric frequency is directly proportional
to the number of pole pairs. Therefore, the AC loss characteristic changes and results
in a different current density for the copper litz wire, as described in Section 3.5.1.
With decreasing pole pair number below 4 the power-to-weight ratio also decreases
due to the rising thickness of the yoke. However, the lowest stator AC loss is achieved
in this case at a pole pair number of 3, as shown in Figure 6.8b, with 639 kW at
a power-to-weight ratio of 15.5 kW kg−1. Theoretically, even more loss-optimized
machines would be possible with a pole pair number of 2, but this is not feasible
due to the decreasing power-to-weight ratio and limited installation space. Due to
the increasing electrical frequency with rising pole pair numbers, the stator AC
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loss increase strongly and reach 1097.8 kW at the maximum power-to-weight ratio
of 20.6 kW kg−1. Furthermore, both the lightest and the machine with the lowest
stator AC loss are achieved at a rotor coil thickness of 12mm.

MgB2 stator coils and Halbach rotor array
The architecture consisting of MgB2 stator coils and NdFeB magnets in an Halbach
configuration is investigated according to the optimization parameters in Table 6.8c.
The maximum power-to-weight ratio of 42.8 kW kg−1 is achieved at a working point
flux density of 0.82T and a pole pair number of 8 if the the boundary conditions in
Table 6.6 are not considered, as shown in Figure 6.9a. This magnetic flux density
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Figure 6.9.: Results for the machine architecture consisting of MgB2 stator coils
and Halbach rotor array according to the optimization parameters in
Table 6.8c. Presented is the power-to-weight ratio PTW as a function
of the:
(a) Working point flux density Bwp.
(b) Stator AC loss Pv,s.

is lower than in all other architectures due to the limited remanence of the mag-
netic material. Furthermore, this also leads to the fact that the working point flux
density range for all investigated pole pair numbers of approximately 1T is smaller
compared to all other architectures. However, a maximum power-to-weight ratio of
42 kW kg−1 at a pole pair number of 8 and working point flux density of 0.95T is
achieved if the boundary conditions are considered. This most lightweight machine
design generates an AC loss of about 51.9 kW at nominal operation. For designs
with lower number of pole pairs, the AC loss is much smaller. The machine design
with the lowest AC loss of 3.9 kW has 2 pole pairs and a power-to-weight ratio of
13.2 kW kg−1.
The outliers above the maximum power-to-weight ratio can be explained by the
limited accuracy of the working point determination. This design step is successful
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if the torque change between two iterations is less than 0.5% of the target torque.
Furthermore, the spatial resolution of the flux density calculation in the stator coil
region is limited, as described in Section 5.2. In combination with the high sensitivity
of the current density in relation to the flux density, outliers can occur. However, it
is cross-checked that each working point matches the electro-thermal characteristic,
as determined in Chapter 3 and shown in Figure 6.12a.
A comparison of all three architectures of partially superconducting machines shows
that the combination of MgB2 stator coils and Halbach rotor array achieves both the
highest power-to-weight ratio and the lowest stator AC loss. This can be explained
by the fact, that the reduced excitation flux generated by the Halbach array can
be compensated to a large part by an increasing stator current density, so that the
machine still achieves a high torque. Further advantages of this topology are the
simple manufacturing and operation of a rotor with an Halbach array, in contrast to
superconducting rotor excitations. These require either currents leads to the HTS
coils and magnetization schemes for the HTS bulks or tape stacks in the machine
environment [241, 242, 243, 244]. Moreover, implementing cryogenic cooling of the
rotating parts is avoided. The minimum AC loss in the MgB2 stator of 3.9 kW is
about a factor of 164 lower compared to the Cu stator with AC loss of 639 kW.
A further challenge of the Cu stator is the transfer of its heat to the ambient air.
For this reason, a heat exchanger has to be considered as additional mass in the
propulsion system. Such a component is investigated and optimized for aviation ap-
plications in [245]. It is shown that maximum four kilowatts of power loss can be
removed per kilogram of heat exchanger. Table 6.9 compares the masses between
partially superconducting machines based on Cu or MgB2 stator coils including the
mass of the respective cooling system: heat exchanger or LH2 tank. Presented are
the lightest machine and the machine with lowest stator AC loss. The most efficient

Table 6.9.: Comparison of masses for machines with Cu or MgB2 stator coils and
HTS rotor coils considering the weight for cooling by a heat exchanger
or LH2 tank.

Mass1 Cu stator MgB2 stator
max(PTW ) min(Ps,v) max(PTW ) min(Ps,v)

Machine 1048.0 1397.0 380.3 1234.3
Cooling 274.5 159.8 103.8 103.8∑

1322.5 1556.8 484.1 1338.1
1 in kg

machine which is based on Cu stator coils and HTS rotor coils requires a 159.8 kg
heat exchanger, which in turn requires installation space and energy. In comparison,
the liquid hydrogen tank weighs 207.6 kg and is designed to cool two machines with
280 kg of liquid hydrogen. The liquid hydrogen mass does not affect the weight bal-
ance because it is additionally used as fuel. A comparison of the total masses shows
that MgB2 stators are superior to Cu stators for both the lightest and most efficient
machine. This is also indicated by the large difference in total masses between the
lightest machine and the machine with lowest stator AC loss.
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Due to these disadvantages, machine architectures based on Cu stators are not
considered further and therefore only the Halbach array variant of partially super-
conducting machines is taken into account in the further design.

6.4.2. Fully Superconducting Machines
MgB2 stator coils and HTS bulk rotor
The machine topology MgB2 stator coils with HTS bulk rotor is evaluated according
to the optimization parameters in Table 6.8d. The maximum power-to-weight ratio
is reached at 53.5 kW kg−1 at a working point flux density of 1.1T and a pole pair
number of 9 if the boundary conditions in Table 6.6 are not taken into account, as
shown in Figure 6.10a. If the boundary conditions are considered, even a power-to-
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Figure 6.10.: Results for the machine architecture consisting of MgB2 stator coils
and HTS rotor bulks according to the optimization parameters in Ta-
ble 6.8d. Presented is the power-to-weight ratio PTW as a function of
the:
(a) Working point flux density Bwp.
(b) Stator AC loss Pv,s.

weight ratio of 52.8 kW kg−1 is possible at a working point flux density of 1.23T and
a pole pair number of 7. It should also be noted that peak flux densities by the bulk
of more than 2.0T do not lead to optimal machines in terms of the power-to-weight
ratio or the AC loss of the stator coils.
The stator AC loss of approximately 51.3 kW at the maximum power-to-weight ratio
is at the same level compared to the combination of MgB2 stator coils and Halbach
array. Furthermore, the working point flux density is lower for the Halbach variant,
but its maximum power-to-weight ratio is reached at a higher electrical frequency.
However, the minimum stator AC loss is with about 5.9 kW higher as in the Halbach
variant. In this minimum a power-to-weight ratio of 17.2 kW kg−1 is achieved.
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MgB2 stator coils and HTS rotor coils
Figure 6.11 presents the machine design results for the architecture consisting of
MgB2 stator coils and HTS rotor coils. The optimization parameters are selected
according to Table 6.8e. The maximum power-to-weight ratio of 57.5 kW kg−1 is
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Figure 6.11.: Results for the machine architecture consisting of MgB2 stator coils and
HTS rotor coils according to the optimization parameters in Table 6.8e.
Presented is the power-to-weight ratio PTW as a function of the:
(a) Working point flux density Bwp.
(b) Stator AC loss Pv,s.

achieved at a working point flux density of approximately 1.04T at a pole pair num-
ber of 9 if the boundary conditions are not considered. By observing the boundary
conditions, the power-to-weight ratio decreases to 56.8 kW kg−1 at a working point
flux density of 1.08T and a pole pair number of 8. This is the highest value of all
architectures and is caused by the higher degree of freedom by which the excitation
field can be adjusted compared to all other architectures. Thus, the field profile can
be optimally configured for the MgB2 stator coils to reach high power-to-weight ra-
tios.
The minimum AC loss of 6.4 kW is achieved at a pole pair number of 2 and is
thus higher compared to the Halbach rotor variant. However, at this point a power-
to-weight ratio of 17.5 kW kg−1 is achieved, which is the best-in-class value of all
architectures. At maximum power-to-weight ratio the stator AC loss increases to
50.3 kW.

Conclusion of the topology comparison
It is concluded that the power-to-weight ratio increases with increasing number of
pole pairs until a maximum power-to-weight ratio is reached. This point is achieved
for all architectures in the pole pair number range of 4 – 8. If the number of pole
pairs is further exceeded, the power-to-weight ratio decreases, because the increasing
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electrical frequency leads to increasing AC loss in the stator, which reduce the cur-
rent carrying capacity of the stator coils. This effect is illustrated in Figure 6.12a for
a machine architecture based on MgB2 stator coils and HTS rotor coils. The corre-
lation between working point current density Jwp and flux density Bwp corresponds
to the electro-thermal characteristic of the 114 filament MgB2 wire at a normalized
current of 0.7, as discussed in Chapter 3.
In the case of a small number of pole pairs, the power-to-weight ratio increases
mainly due to the reduction of the yoke thickness, as presented in Figure 6.12b.
This effects saturate with increasing number of pole pairs. The optimum design
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Figure 6.12.: Results for the machine architecture consisting of MgB2 stator coils and
HTS rotor coils according to the optimization parameters in Table 6.8e.
Presented is the working point flux density Bwp as a function of the:
(a) Working point current density Jwp at a normalized current of 0.7.
(b) Yoke thickness dy.

range concerning the working point flux density and the pole pair number is consid-
erably smaller for fully superconducting machines than for partially superconducting
machines, being even more pronounced at high power-to-weight ratios. This behav-
ior can be attributed to the high sensitivity of the MgB2 wire to AC loss. In the case
of the partially superconducting rotor machines, the frequency-independent ohmic
loss dominate the total loss in the copper Litz wire. This leads to a lower sensitive
power-to-weight ratio of partially superconducting machines with Cu coils in terms
of number of pole pairs and magnetic field. [142]
The highest power-to-weight ratio is achieved with a fully superconducting machine
with MgB2 stator coils and HTS rotor coils. Moreover, the working point flux density
is 1.08T and the pole pair number is 8, which corespondents to a electric frequency
of 466.7Hz. This leads to the conclusion that the MgB2 wire performs best at this
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value pair in the machine design and under the assumed conditions.
The lowest stator AC loss is obtained for all machines based on MgB2 stator coils
at a pole pair number of 2, which corresponds to a electric frequency of 116.7Hz.
Moreover, the most efficient stator coils are achieved by excitation with an Halbach
array. Here, the AC loss is minimal 3.9 kW, a reduction of 39% compared to the
excitation with HTS coils. This is due to the exclusively sinusoidal field profile of
Halbach arrays, as shown in Figure 4.15a, resulting in no unnecessary hot spots in
the stator coils by harmonics which in addition do not generate torque. However,
the rotor current density is assumed to be constant in this study, resulting in a
non-optimal adjustment of the field profile sharpness. Optimizing this parameter in
combination with the inner angle of the rotor coil and the thickness of this coil will
probably further reduce the AC loss of the stator. Moreover, a perfectly sinusoidal
shape is not achievable for coils with constant current density distribution.
How the input parameters of Table 6.8 influence the target parameters, high power-
to-weight ratio and low stator AC loss, is summarized in Table 6.10. For both ar-
chitectures, a decreasing inner rotor radius rr,i has a positive effect on the power-to-
weight ratio. The stator AC loss is mainly reduced in both architectures by a small
number of pole pairs and thin stator coils. Furthermore, the excitation conditions
are opposite, because a thicker Halbach array results in both high power-to-weight
ratio and low stator AC loss. A significant influence of the sleeve thickness is not
recognizable with increasing magnet thickness due to the medium rotational speed
of 3500 min−1 and the limited machine diameter. The inner angle of rotor coil α2
should be as large as possible for low rotor fields and thus low stator AC loss, as long
as the minimum power-to-weight ratio is not undershot. It should be noted that,
the dependencies has been studied in the ranges listed in Table 6.8.

Table 6.10.: Impact of the varied input parameters in Table 6.8 for increasing power-
to-weight ratio (PTW ↑) and decreasing stator AC loss (Ps,v ↓) of
MgB2 stator machines with Halbach array or HTS coil excitation.

Parameter Halbach rotor array HTS rotor coils
PTW ↑ Ps,v ↓ PTW ↑ Ps,v ↓

p ↗ ↓ ↗ ↓
rr,i ↓ ↗ ↓ ↗
ds,c ↗ ↓ ↗ ↓
α2 − − ↘ ↗
dmag ↗ ↑ − −

So far, the focus of the result analysis was on the AC loss of the stator, because
these mainly affect the coolant consumption on a flight mission. The iron loss of the
yoke is additionally considered in the efficiency of the machine. It should be noted
that the energy required to produce liquid hydrogen is not considered in the ma-
chine efficiency. Figure 6.13 shows the power-to-weight ratio PTW as a function of
the efficiency η for all investigated machine architectures according to Table 6.5 and
filtered by the requirements and boundary conditions in Table 6.6. The comparison
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Figure 6.13.: Comparison of the power-to-weight ratio PTW as a function of the
efficiency η of all machine architectures according to Table 6.5 and
under consideration of the requirements as well as boundary conditions
in Table 6.6.

between the efficiency of machines with MgB2 and Cu stator coils reflects again the
significant difference in stator AC loss of both technologies. Cu stators achieve a
maximum efficiency of 96.96% at a PTW of 15.5 kW kg−1 with HTS rotor coils and
MgB2 stators achieve a maximum efficiency of 99.94% at a PTW of 16.3 kW kg−1

with Halbach rotor array.
Due to the lower efficiency of fully superconducting machines based on HTS bulks
compared to the other machine architectures with MgB2 stators, the machine archi-
tectures MgB2 stator coils in combination with HTS rotor coils as well as Halbach
rotor array are only further investigated as the most promising solutions.

Preselection
A preselection is made, as shown in Figure 6.14, due to the large amount of data.
Machines that fulfill all boundary conditions and have an optimal power-to-weight
ratio as well as stator AC loss are further investigated in this design. The machines
are selected by determining the Pareto optimality between both parameters. Since
this would result in a very low number of machines, the Pareto front is determined
three times, whereby the already selected machines are removed from the data set.
This leads to a data set of about 150 machines for the architecture consisting of
MgB2 stator coils and Halbach rotor array as well as MgB2 stator coils and HTS
rotor coils, as shown in Figure 6.14a and 6.14b, respectively.

Impact of the boundary conditions
The results presented in the previous sections demonstrate a significant impact of
the boundary conditions according to Table 6.6 on the power-to-weight ratio as well
as the stator AC loss. In addition to the installation space for the machine, the
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Figure 6.14.: Power-to-weight ratio PTW as a function of the stator AC loss Pv,s
filtered according to the machines with an optimal power-to-weight
ratio as well as stator AC loss for the machine architectures:
(a) MgB2 stator coils and Halbach rotor array.
(b) MgB2 stator coils and HTS rotor coils.

bending radii of the rotor and stator coils as well as the diameter-to-length aspect
of the machine are critical boundaries, as demonstrated in Figure 6.15. It should be
noted, that both quantities are temporarily not considered as a boundary condition
in the data sets of these figures, respectively.
Figure 6.15a and 6.15b show the power-to-weight ratio PTW as a function of the
stator bending radius rs,b for the machine architectures consisting of MgB2 stator
coils and HTS rotor coils or Halbach rotor array, respectively. A critical bending
radius range is defined for the 114 multifilament MgB2 wire in Section 2.2, which
is marked for the optimistic limit at 48mm and the pessimistic limit at 80mm in
Figure 6.15a and 6.15b. It is clearly recognizable that the bending radius has a
large influence on machines with MgB2 stator coils and Halbach rotor array. If the
pessimistic value is assumed, only machines with less than 5 pole pairs are possible.
In case of the optimistic value, the pole pair number range increases to values lower
than 9. This effect depends only on the wire properties and stator coil geometry and
is therefore similar for machines with MgB2 stator coils and HTS rotor coils. Thus,
an increased mechanical stability of the sheath material of the wire would reduce
this limitation, as described in Section 2.2.
The bending radius of the rotor coils is much less critical. A minimum bending
radius of 30mm is reached at a pole pair number of 8, which is 6 times higher than
the critical value of 5mm.
The diameter-to-length aspect d/l is in a similar range between 0.2 and 0.9 for both
investigated architectures, as shown in Figure 6.15c and 6.15d. Since the minimum
diameter-to-length aspect is defined as 1/3, several machines in the range of all
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6.4. Topology Comparison

pole pair numbers are not further considered. With increasing pole pair number
and power-to-weight ratio, the diameter-to-length aspect tends to increase. Higher
machine diameters as specified would thus lead to more optimal machines especially
at low pole pair numbers.
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(c) MgB2 stator coils & Halbach rotor array
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(d) MgB2 stator coils & HTS rotor coils

Figure 6.15.: Results for the preselected machine architectures MgB2 stator coils
consisting of Halbach rotor array or HTS rotor coils. Presented are the
power-to-weight ratio PTW as a function of the limiting parameters:
(a) (b) Stator bending radius rs,b.
(c) (d) Diameter-to-length aspect d/l.

153



6. Design Example for an Airbus A321neo-LR

6.5. Influence of Flight Mission
In this section the amount of liquid hydrogen to cool the machines over a flight mis-
sion is evaluated. A flight mission consists of different power requirements for the
propulsion system, as presented in Figure 6.5, and these also impact the stator AC
loss. For this reason, the stator AC loss has been determined over a flight mission in
order to size a liquid hydrogen tank. However, the tank size is specified with 280 kg
of liquid hydrogen in this design example and therefore the maximum flight time is
determined alternatively.
The take-off and landing phases, as given in Table 6.3, are summarized to about
58min and are considered in the calculation as a constant and minimum share of
the total flight mission. Thus, the maximum flight time is calculated by adjusting
the cruise time. It should be noted that the maximum flight time does not include
reserves, such as a diversion mission. The varying power demand on both machines
is regulated by adjusting the normalized stator current. In addition, the control
strategy maximum torque per AC loss is also applied for machines based on HTS
rotor coils, as discussed in Section 5.4.
Figure 6.16 presents the stator AC loss Ps,v at the nominal point of the machines
as a function of the maximum flight time tf,max for the preselection of fully super-
conducting machines with HTS rotor coils and partially superconducting machines
with Halbach rotor array. The number of pole pairs vary between 2 – 8, as shown
in Figure 6.14a and 6.14b, respectively. The sum of take-off and landing phases are
marked at about 58min. Furthermore, the fuel range limit of the hybrid-electric
Airbus A321-LR is marked at a maximum flight time of 378 min, which is calculated
by the mean fuel burn given in Table 6.1. This is a reduction of the maximum range
to about 59 % of the initial range of the Airbus A321-LR due to the reduced jet fuel
capacity. At this maximum flight time, liquid hydrogen as coolant and the fuel, as a
mixture of jet fuel and gaseous hydrogen (GH2), are in equilibrium on board. This
means that for shorter flight times, liquid hydrogen is used up as coolant before the
fuel mixture. This is not desirable, because it shortens the flight mission.
Figure 6.16a shows that the machine architecture with Halbach rotor array achieves
a maximum flight time of 600min at a number of pole pairs of 2. The fuel range
limit is also reached with a pole pair number of 3. As the number of pole pairs
increases, the stator AC loss also increase and the maximum flight time decreases
significantly. At a pole pair number of about 6 the AC loss is so high that theoreti-
cally only take-off and landing are possible. Even higher pole pair numbers lead to
machines that can be cooled for only a few minutes.
The maximum flight time for MgB2 stator machines with HTS rotor coils and non-
minimized stator AC loss, as shown in Figure 6.16b, is shorter with about 329min
compared to machines with Halbach array excitation and also achieved at a pole
pair number of 2. Consequently, the fuel range limit is not reached. This is due
to the higher stator AC losses with minimum 6.4 kW in comparison to 3.9 kW. To
realize a maximum flight time exceeding the fuel range limit, the AC loss have to be
further reduced. This is possible for this architecture by using the control strategy
maximum torque per AC loss. The influence of this control strategy in each mission
phase for two design proposals, which are presented in the next section, is shown in
Figure 6.18. Thus, a maximum flight time of 613 min is reached at a pole pair num-
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Figure 6.16.: Stator AC loss Ps,v at the nominal point of the machine as a function of
the maximum flight time tf,max for fully and partially superconducting
machines. The maximum flight time is calculated according to the
variable flight mission specified in Table 6.3 and the fuel range limit is
marked. The machine architectures are divided into MgB2 stator coils
and:
(a) Halbach rotor array.
(b) HTS rotor coils with non-minimized (NML) and minimized (ML)
stator AC loss.

ber of 3. This also represents a 2.1% improvement compared to the machine with
Halbach array. With a pole pair number of 3, more efficient machines are achieved
in contrast to machines with a pole pair number of 2, because the fundamental wave
of the rotor field is more pronounced due to the smaller coil leg distance. The share
of loss-generating harmonics is therefore greater at a pole pair number of 2 and
overwhelms the AC loss reduction due to the lower electrical frequency.
In conclusion, both remaining machine architectures based on MgB2 stator coils are
successfully designed. All requirements and boundary conditions are fulfilled and the
machines can be cooled over an entire flight mission of the hybrid-electric Airbus
A321-LR. Since the fuel range limit is only exceeded by machines with a pole pair
number of 2 or 3, the bending radius of the stator coils is non-critical.

6.6. Design Proposal
A design proposal is made for both remaining machine architectures: partially super-
conducting machines with MgB2 stator coils and Halbach rotor array as well as fully
superconducting machines with MgB2 stator coils and HTS rotor coils. Therefore,
all machines in Figure 6.16a and 6.16b, which reach a maximum flight time greater
than the fuel range limit, are possible design proposals.
To make a proposal for both architectures, it is assumed that the most cost-effective
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6. Design Example for an Airbus A321neo-LR

machine would be achieved by minimizing the superconducting and permanent mag-
net material. The target price of the stator coils Ps and rotor coils Pr are given by
Equation 6.3 and 6.4, respectively, with the volume of superconducting coils Vsc and
the critical current density Jc. It should be noted that nowadays the price perfor-
mance ratio psc of the superconductor is highly dependent on the supplier and the
volume of customer’s order. However, the price performance ratio at a temperature
of 20K and flux density of 2T of the second generation of YBCO HTS tape is fore-
casted to be 20e kA−1 m−1 for a large commercial market in the year 2030 [246].
This is more expensive compared to MgB2 wires with about 5e kA−1 m−1 due to
the more complex fabrication [83]. Furthermore, a price weight ratio of 250e kg−1

is assumed for highly qualitative neodymium iron boron (NdFeB) magnets.

Ps = mpJc psc Vsc (6.3)

Pr = 2 p Jc psc Vsc (6.4)
For both architectures, the machine with the minimum sum of stator and rotor coil
or magnet costs is selected. Table 6.11 and 6.12 summarize the main input and
output parameters for these design proposals. Additionally, Figure 6.17 presents the
cross section of one magnetic machine pole for both design proposals to visualize
the dimensions of the main parts. Both designs are close to the maximum machine
diameter dm,max, which demonstrates again the great influence of this boundary con-
dition. Comparing the two design proposals further, it can be seen that the radial
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Figure 6.17.: Cross section to scale of one magnetic machine pole for the design
proposals given in Table 6.11 and 6.12:
(a) MgB2 stator coils and Halbach rotor array.
(b) MgB2 stator coils and HTS rotor coils.
The radial distance is indicated by arrows.

156



6.6. Design Proposal

Table 6.11.: Main input parameters of the proposed machine designs.

Symbol Halbach
array

HTS
coil Unit Explanation

P 21.6 21.6 MW Mechanical power
M 58.9 58.9 kNm Torque
n 3500 3500 min−1 Rotational speed
m 3 3 − Number of phases
p 3 3 − Number of pole pairs
fel 175 175 Hz Electric frequency
rr,i 206.3 214.0 mm Inner radius of rotor
dmag 20 12 mm Thickness of rotor coil/magnet
ds,c 12.5 12.5 mm Thickness of the stator coil
α0 95 95 % Coverage of stator coil
α1 100 − % Coverage of rotor surface
α2 − 79 deg Inner angle of rotor coil
α3 − 1.3 deg Adjacent coil angle of rotor coil
In,s 0.7 0.7 − Normalized current of stator coil
Jr − 300 A mm−2 Current density of rotor coil
Brem 1.44 − T Remanence flux density of magnet
fcsr 1/3 1/3 − Coil support ratio
By,max 2.1 2.1 T Maximum flux density of iron yoke
θlaod 90 90 deg Load angle of the machine
nmax 59 59 − Maximum harmonic

component of the fundamental wave of the flux density Brot,r,1 generated by the
rotor at outer rotor radius is very low with about 0.5T for the Halbach variant and
0.71T for the HTS coil variant. This can be explained by the fact that the AC loss
of the MgB2 multifilament wire is influenced stronger by the flux density than by
its transport current. As a result, efficient machines are generally achievable at high
stator current density and low rotor flux density as well as electrical frequency. The
stator current density Jwp is therefore in the same range with 261.1 A mm−2 and
236.1 A mm−2 for the Halbach variant and HTS coil variant, respectively. Moreover,
a large share of the working point flux density Bwp is generated by the stator.
The maximum magnetic field in permanent magnets generated by the stator coils
previous to quenching Hs,mag, which is calculated at a normalized stator current of
1, is 758.6 kA m−1 in the Halbach array and thus lower than the coercive field Hco,B

of 1115 kA m−1 at a temperature of 20◦C which avoids demagnetization [228]. How-
ever, eddy current loss in the permanent magnets can lead to heating of these if not
sufficiently cooled, thus enabling demagnetization. Therefore, demagnetization, AC
loss and cooling of the permanent magnet material as well as the quench behavior
of the superconducting coils have to be studied in further investigations.
Due to the limited remanence flux density of NdFeB and the complete covering of
the rotor, a large amount of magnetic material is required, which results in a higher
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6. Design Example for an Airbus A321neo-LR

active mass ma with 771.6 kg for the Halbach machine compared to the HTS coil
machine with 496.7 kg. This also leads to a higher target price Pr for the active ma-
terial in the rotor with 32.8 ke in comparison to an excitation with HTS coils and
17.7 ke. However, the cooling effort has to be considered for a total cost evaluation.
The MgB2 stator coils are much cheaper with 8.6 ke and 7.9 ke. Furthermore, the
active mass of both machines is much larger than the passive mass mp with 142.0 kg
and 185.5 kg due to the low pole pair number and thus thick yoke with about 35mm.
It should be noted that, current leads and mechanical support are not considered in
this study. The bending radii of the stator coils are 114.3mm and 115.2mm, which
is above the pessimistic limit of 80mm.
Figure 6.18 finally shows the stator AC loss Pv,s for the respective flight mission
phase of a single engine. The influence of the control strategy for the machine with
HTS rotor coils is clearly visible. At take-off in nominal point of the machine, its
stator AC loss is higher compared to the machine with Halbach array at 6.94 kW and
4.79 kW, each. The cruise requires a reduced power of 9.6MW, which corresponds
to 44.4% of the maximum power. In this mission phase the HTS coil variant already
reaches lower stator AC loss of about 3.25 kW compared to the Halbach variant
with 4.01 kW in this example. This corresponds to a stator AC loss reduction of
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Figure 6.18.: Stator AC loss Pv,s as a function of the flight mission phase according
to Table 6.3. The required power P for a single engine is shown on the
bars. Minimized (ML) and non-minimized (NML) stator AC loss are
shown for machine architectures based on MgB2 stator coils and HTS
rotor coils as well as Halbach rotor array, respectively, and given as
design proposals in Table 6.11 and 6.12.
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Table 6.12.: Main output parameters of the proposed machine designs.

Symbol Halbach
array

HTS
coil Unit Explanation

dair 8.9 11.0 mm Thickness of magnetic air gap
dc2y 2.0 2.1 mm Coil-to-yoke distance
dy 34.3 35.0 mm Thickness of yoke
Jwp 261.1 236.1 A mm−2 Working point current density
Bwp 0.76 0.87 T Working point flux density

Brot,r,1 0.50 0.71 T
Radial component of fundamental
wave of magnetic flux density by
rotor at outer rotor radius

Hs,mag 758.6 − kA m−1 Maximum magnetic field previous
to quenching by stator in magnets

dm 571.9 577.1 mm Diameter of machine
leff 1045.7 875.5 mm Effective length of machine
lm 1275.4 1106.9 mm Length of machine
rs,b 114.3 115.2 mm Bending radius of stator coil
rr,b − 97.6 mm Bending radius of rotor coil
ma 771.6 496.7 kg Active mass
mp 142.0 185.5 kg Passive mass
mt 207.6 207.6 kg Tank mass

PTW 23.6 31.7 kW kg−1 Power-to-weight ratio
TTW 64.5 86.4 Nm kg−1 Torque-to-weight ratio

Ps,v 4.79 6.94 kW AC loss of stator coils at nominal
point

Pv,fe 9.33 8.03 kW Iron loss
η 99.935 99.931 % Efficiency

Ṁs 14.5 21.0 g s−1 Mass flow of LH2 in stator at
nominal point

Ts,max 21.1 21.2 K Maximum temperature stator coils
tf,max 459 609 min Maximum flight time
Ps 8.6 7.9 ke Target price of stator coils
Pr 32.8 17.7 ke Target price of rotor coils/magnets
ns 772 778 − Single conductors per stator coil

Ls,t 1.91 1.58 µH Self-inductance per turn of stator
coil

Ui,t,1 113.6 96.7 V Induced voltage of fundamental
wave per turn of stator coil

53.2% compared to the nominal point. In general, machines with controlled HTS
rotor coils are more efficient in this flight phase if identical maximum flight times
are compared. Moreover, in the taxi, descent and landing phase the HTS coil ma-
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6. Design Example for an Airbus A321neo-LR

chine is more efficient than the Halbach machine. This leads to the conclusion that
the HTS coil machine with optimized control strategy has advantages for long-haul
flights and the Halbach machine is more suitable for short-haul flights.
The power-to-weight ratio PTW of the machine is 23.6 kW kg−1 for the Halbach vari-
ant and 31.7 kW kg−1 for the HTS coil variant. Including the mass of the liquid hydro-
gen tank, the power-to-weight ratio is reduced to 21.2 kW kg−1 and 27.5 kW kg−1, re-
spectively. The target power-to-weight ratio defined in section 1.2 of around 7 kW kg−1

related to a conventional engine for an Airbus A320neo is thus exceeded by a fac-
tor of 3 for the Halbach variant and 4 for the HTS coil variant. That completes
the design example on the hybrid-electric Airbus A321neo-LR and is followed by a
summary, conclusion and outlook in the final chapter.
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7. Summary, Conclusion and Outlook
The rapid increase of passengers in civil aviation led to rising CO2 emissions, even
taking into account technical advances. This requires new technical and environ-
mentally friendly solutions. One promising approach for the future is to replace the
conventional engines with a cryogenic hybrid-electric propulsion system. This re-
duces the emissions due to the decoupled optimization of electric propulsion unit
and power generation unit, which allows the engine to be operated with optimized
fossil fuel consumption. Moreover, stored liquid hydrogen is used to cool the electric
components and burned afterwards as a mixture of jet fuel and gaseous hydro-
gen. With this approach, the refrigeration system adds no additional weight to the
propulsion system. However, significant improvements in the power-to-weight ratio
and the efficiency of all components of the electric propulsion system are required in
order to achieve a higher overall efficiency compared to the conventional propulsion
system.
The key enabling technology for lightweight electric machines is superconductivity.
Superconductors have a high current carrying capacity and a negligible DC resist-
ance. However, alternating fields and currents in electric machines generate AC loss,
which heats up the superconductor and thus reduces its current carrying capacity.
This effect is taken into account by the development and combination of several
multiphysical models in the design of the machine as an innovation in this thesis,
starting with the superconductor characteristics up to the consideration of aircraft
requirements and flight mission.
Round superconductors are more suitable for alternating field applications compared
to coated superconductors due to their thin filaments and twisted structure. Here,
multifilament MgB2 wires are investigated and characterized in terms of its critical
current depending on the temperature and magnetic flux density as basis of the
machine design. Using this measurements, the total AC loss of a MgB2 wire with
114 filaments is calculated, taking into account the different loss mechanisms. Due
to the alternating fields in electric machines a model is required to determine the
AC loss in dependence of the transport current and the frequency as well as the
flux density of an external field. The magnetization loss is calculated by the finite
element method and integrated into the analytical loss computation, which further
consists of coupling-current loss and eddy current loss. It is concluded that the cou-
pling currents account for a major amount of the total AC loss, which is strongly
dependent on frequency and flux density and less on the transport current.
A coupled electro-thermal model has been developed to consider the influence of the
AC loss on the temperature of the wire. The MgB2 wire is assumed to be cooled by
a two-phase flow of liquid hydrogen and is arranged as a one-side cooled coil. It has
been shown that the current density, which is related to the wire cross-section and
cooling area, is up to 18 times higher compared to a copper litz wire at a hot spot
temperature of 180◦C cooled with a synthetic oil. Compared to the 114 filament
MgB2 wire, the copper litz wire is limited to a current density of 28.5 A mm−2 and is
less sensitive to the frequency and flux density of an external field due to the mainly
ohmic loss. The engineering current density of this MgB2 wire is highly dependent

161



7. Summary, Conclusion and Outlook

on the thickness of its insulation, as this impedes heat dissipation. However, a com-
parison between MgB2 and Cu wire at an external flux density of 1T and frequency
of 500Hz shows that with 140.3 A mm−2 and 17.2 A mm−2, respectively, the engi-
neering current density is increased by approximately a factor of 8. This difference
impacts directly on the torque density of a machine while aiming for low AC loss.
Due to the high sensitivity of AC loss to alternating magnetic fields it is essen-
tial to calculate the field distribution in the machine design exactly, in order to
determine the working point of the stator coils and its total AC loss. Therefore, a
two-dimensional analytical model based on Laplace and Poisson equations is imple-
mented to calculate the total flux density, which is generated by the stator coils and
different possibilities of rotor excitation. These are permanent magnets, Halbach
array, HTS bulks as well as HTS coils. Compared with FEM simulations, the ana-
lytical model shows an appropriate degree of accuracy. Furthermore, partially and
fully superconducting machines are designed, based on Cu or MgB2 stator coils. The
thickness of the magnetic air gap between rotor excitation and stator coils influences
the performance of the electric machine significantly. For this reason, components
which depend on the topology, such as sleeve and cryo wall, are designed under
consideration of thermal and mechanical aspects.
The fundamental design process of superconducting machines for a hybrid-electric
propulsion system can be summarized into the following phases: characterization of
the superconductor, computation of the electro-thermal behavior, machine design
of the nominal point for a selection of input parameters and choice of a machine
taking into account aircraft dependent boundary conditions as well as the flight mis-
sion. The stator AC loss can be further reduced for machines with rotor coils in the
part-load range. This is obtained through an optimized control strategy of rotor and
stator current compared to off-design points with constant excitement. Moreover,
this control strategy increases the maximum flight time of the aircraft, if limited by
the coolant.
To study the different machine topologies, an Airbus A321neo-LR is hybridized tak-
ing into account aircraft-specific requirements such as the installation space. The
core engine is replaced by a 21.6MW superconducting machine which directly pro-
pels the fan at a rotational speed of 3500 min−1. Additionally, a hydrogen tank is
designed, which is integrated into the fuselage. It is shown that partially super-
conducting machines based on continuous HTS bulks reach a maximum power-to-
weight ratio of 19.9 kW kg−1. Partially superconducting machines based on HTS coils
achieve a maximum power-to-weight ratio of 20.6 kW kg−1. A drawback is the stator
loss of the Cu coils with minimum 639 kW for the HTS coil variant, being a factor
of more than 160 higher compared to the most efficient MgB2 coils. This requires an
additional heat exchanger which is disadvantageous due to its additional mass and
energy consumption. In comparison, the machine consisting of MgB2 stator coils
and Halbach rotor array generates a minimal AC loss of 3.9 kW while achieving a
power-to-weight ratio of 13.2 kW kg−1.
The fully superconducting machine based on MgB2 stator coils and HTS bulk rotor
achieves a maximum power-to-weight ratio of 52.8 kW kg−1. This is lower compared
to the machines consisting of MgB2 stator coils and HTS rotor coils with a maximum
power-to-weight ratio of 56.8 kW kg−1. This architecture achieves a minimal AC loss
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of approximately 6.4 kW at a power-to-weight ratio of 17.5 kW kg−1.
Two machines are proposed for a more detailed design in the future. Firstly, the
partially superconducting machine with MgB2 stator coils and Halbach rotor array
is presented due to their best in class stator AC loss. Furthermore, this topology
features a simple mechanical design of the rotor, which operates at ambient tempera-
ture. Secondly, the fully superconducting machine with MgB2 stator coils and HTS
rotor coils is proposed, which obtains even longer flight times due to an optimized
control strategy. While this machine architecture is the lightest, but also the one
with the highest engineering and manufacturing effort. However, both architectures
achieve a maximum flight time of about 600min with a 280 kg hydrogen tank for
both machines and the flight time is not limited by the amount of coolant in this
design.
This concept maximally saves about 8.7 tons of CO2 emissions per flight by using
1120 kg gaseous hydrogen as fuel and if it is assumed that the hybridization of the
propulsion system has no effect on the total empty mass of the aircraft. However,
due to seven times higher reaction rate of hydrogen compared to jet fuel, the com-
bustor concept of the gas turbine has to be modified so that NOx emissions are not
as high as those of pure jet fuel [247].
In this thesis, it is shown that low AC losses at high power-to-weight ratios are
realized in a machine design based on multifilament MgB2 wires and magnetic fields
less than 2T. Consequently, it is concluded that material development should focus
on improving the AC loss and bending properties of superconducting wires rather
than achieving of extreme current carrying capacity for high magnetic fields by the
rotor. [142]
Power and rotational speed are free parameters in the machine model and the design
of machines for other applications such as ship propulsion and wind power are also
supported [76].
In the future, the machine design has to be integrated into the aircraft design. Es-
pecially a coupling with a model of the fan promises optimization potential, because
in this way the trade-off between rotational speed and diameter of both compo-
nents can be solved. The machine characteristic can already be described, starting
from the actual speed of 3500 min−1. With increasing rotational speed, the power-
to-weight ratio increases further but with a decreasing growth per speed increment.
Furthermore, the maximum power-to-weight ratio moves to lower number of pole
pairs because the rising mechanical frequency is thus compensated. This effect will
have a maximum due to the increasing thickness of the yoke and subsequently lead
to a decrease of the power-to-weight ratio. Accordingly, the conclusion is that also
a gearbox should also be considered in such a system design.
Further potential for improvement exists in the electromagnetic design, which is
discussed in the next section.
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7.1. Extension Options for Machine Design
The extension options are intended for the electromagnetic design in Chapter 4 and
describe the potential for improvements through a higher level of detail. It is feasible
to transfer the entire AC loss calculation to FEM, which is described in Section 7.1.1,
as well as to extend the analytical model to a multi shell stator coil, as presented in
Section 7.1.2.

7.1.1. Stator Coils with Multifilament Coated Superconductor
In addition to MgB2 multifilament wires, coated superconductors are also promising
as stator coils in AC machines. The critical temperature and current density of HTS
tapes is in general higher than with MgB2 multifilament wires, making even higher
power-to-weight ratios possible. However, these tapes generate significantly higher
AC loss compared to MgB2, which would make hydrogen cooling on a flight mission
less economical [84, 248, 249]. This loss could be greatly reduced by filamentation of
the superconducting layer [250]. The general design of such partially and fully super-
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Figure 7.1.: Superconducting machine model with cold stator air gap windings made
of HTS tapes and variable rotor excitation, as presented in Figure 4.8.
Each coil leg is fixed by a support structure and is cooled by LH2 through
a channel between the coil and the yoke.

conducting machines has been discussed and pre-designed in [84]. There is currently
no possibility to calculate the magnetization loss with sufficient accuracy using an
analytical approach due to its angle dependence. Consequently, this loss component
is computed by FEM. The T-A formulation allows the AC loss of entire coils to
be calculated in more reasonable time compared to MgB2 coils [251, 252, 253, 254].
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7.1. Extension Options for Machine Design

By coupling of an analytical machine model with FEM software, the heating of the
superconducting coil by its AC loss can be considered in the design similar to the
approach in this thesis. However, this formulation can only be applied for flat con-
ductors and is therefore not feasible for round MgB2 wires.
Figure 7.1 presents the general machine model consisting of coils made of HTS tapes.
The LH2 cooling channels are located between the coil leg and the stator yoke, which
is separated from the cryogenic area by a cryo wall.
Advantages are expected in a less critical bending radius compared to MgB2 multi-
filament wires. As a result, machines with smaller diameters and power can also be
realized. The speed of such a model will be much lower compared to the model in
this thesis. Therefore, no large parameter studies can be realized.

7.1.2. Multi Shell Stator Coils
The analytical approach for the calculation of the electro-magnetic fields from Sec-
tion 4.5 allows the separation of the stator coils presented in Figure 4.2. This enables
to differentiate between cooling channel, support structure and coil, as shown in Fig-
ure 7.2. Consequently, the electro-magnetic fields are calculated more precisely and
the winding heads are modeled more accurate. Due to the increasing number of
shells from 6 to 12 compared with the approach in Chapter 4, the computational ef-
fort increases strongly. Thus, this approach should be used after the first parameter
studies with the model of this thesis.
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Figure 7.2.: Superconducting machine model with cold flat stator air gap windings
and variable rotor excitation, as presented in Figure 4.8. The regions
correspond to the parameter m in Section 4.5.
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7. Summary, Conclusion and Outlook

7.2. Next Steps
As a result of the investigations in this thesis it can be noted that superconducting
AC machines are particularly suitable for cryogenic hybrid-electric propulsion sys-
tems. The focus of this work is to investigate the feasibility of partially and fully
superconducting AC machines with different excitations and to integrate the influ-
ence of the AC loss generated by the superconductor into the machine design. These
machines support low mass and a much higher power-to-weight ratio compared to
conventional normal conducting machines. Furthermore, the stator AC loss can be
reduced by multifilament MgB2 wires, such that cooling during several flight hours
with a few hundred kilogram of hydrogen is enabled for an aircraft with 244 seats.
However, more work needs to be done to realize a first machine demonstrator based
on MgB2 wires in this power range and the results of this thesis could serve as a
basis for such development.
An intermediate step could be the manufacturing of a MgB2 coil which includes
the investigation of winding techniques and the integration into the coil support
structure. This requires thermal, electrical and mechanical tests under the effect of
external magnetic fields and cryogenic temperatures while using hydrogen cooling.
In this step, the AC loss of the stator coil as well as the heat transfer of the two-
phase cooling should be verified. Furthermore, the cryostats have to be designed
in detail and manufactured. In order to evaluate the availability and reliability of
such machines, the quench and short-circuit behavior have to be analyzed. A further
point is the machine optimization within the system design. Among other things,
this includes the investigation of influences by the converter and the choice of a
DC-link voltage.
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Appendix
A. Temperature Distribution by Thermal Conduction
Differential equations are solved for the calculation of the one-dimensional tempera-
ture distribution by thermal conduction in Section 3.4. The coefficients for the gen-
eral solutions are summarized for Cartesian and polar coordinates in the following
sections.

A.1. Cartesian Coordinate System
The coefficients Cn,1 and Cn,2 are given for a Cartesian coordinate system and the
general solution in Equation 3.34 by Equation A.1 and A.2 for the currently con-
sidered stage n. Figure A.1 shows the minimal sketch with several stages and the
respective heat flux q̇, thermal conductivity λ and volumetric mass density ρ. The
transition to the cooling medium is characterized by the wall temperature Tw, the
fluid temperature Tfl and the heat transfer coefficient αw. Furthermore, the total
number of stages is defined by the parameter nmax.

Cn,1 =



α

λn
(Tfl − Twn) + q̇n

λn
xn if n = nmax

λn+1

λn

(
Cn+1,1 −

q̇n+1

λn+1
xn

)
+ q̇n
λn
xn if 1 < n < nmax

0 if n = 1

(A.1)

Cn,2 =



Twn − Cn,1 xn + q̇n
2λn

xn
2 if n = nmax

Cn+1,1 xn + Cn+1,2 −
qn+1

2λn+1
xn

2 − Cn,1 xn + q̇n
2λn

xn
2 if 1 < n < nmax

Cn+1,1 x1 + Cn+1,2 −
q̇n+1

2λn+1
x1

2 + q̇n
2λn

x1
2 if n = 1

(A.2)

A.2. Polar Coordinate System
In the same way, the coefficients for a polar coordinate system and the general
solution in Equation 3.40 are given in Equation A.3 and A.4.

Cn,1 =



α

λn
(Tfl − Twn) rn + q̇n

2λn
rn

2 if n = nmax

λn+1

λn

(
Cn+1,1

rn
− q̇n+1

2λn+1
rn

)
rn + q̇n

2λn
rn

2 if 1 < n < nmax

0 if n = 1

(A.3)
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Figure A.1.: Minimal sketch for heat conduction calculation in a Cartesian coordi-
nate system.

Cn,2 =



Twn − Cn,1 ln (rn) + q̇n
4λn

rn
2 if n = s(

q̇n
4λn

− q̇n+1

4λn+1

)
rn

2 + (Cn+1,1 − Cn,1) ln (rn) + Cn+1,2 if 1 < n < s(
q̇n

4λn
− q̇n+1

4λn+1

)
rn

2 + Cn+1,1 ln (rn) + Cn+1,2 if n = 1

(A.4)
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Figure A.2.: Minimal sketch for heat conduction calculation in a polar coordinate
system.
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B. Detailed Calculation Procedures

B. Detailed Calculation Procedures

B.1. Electro-Thermal Model
Figure B.1 shows the flowchart of the current density calculation procedure, as
presented in Chapter 3.

E

SC performance

O
I Bext, fext, In
Jc, Je

E

AC loss

O
I Bext, fext, Je, Jc

Pv
2.3 - 2.31

E

Two-phase flow

O
I Pv, δp

Tw, Tfl, ṁ, αw

3.14 - 3.20E

Pressure drop

O
I pin, ṁ

δp

E

Internal conductor

O
I Tw, Tfl, αw, Pv
Tsc

Tscn
−Tscn-1 N

Y

Start

End

Load parameters

Save results

temperature

3.23 - 3.29

3.32 - 3.40

2.39

≤ δTlim

Figure B.1.: Current density calculation procedure with the input I, output O and
related equation E of different functions as flowchart for the iteration
n of the temperature of the superconductor Tsc.
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B.2. Machine Design Model
Figure B.2 presents the flowchart of the machine design procedure, as discussed in
Chapter 4.
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N
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N
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Write Output

parameters

to target length
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Field distribution
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Y

Yoke design

Stator AC loss
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Figure B.2.: Detailed machine design procedure with the input I, output O and
related equation E or subsequence S of different functions as flowchart
for the iteration n of the torque M .
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C. Properties of Various Materials

C. Properties of Various Materials

C.1. Magnesiumdiborid

Thermal conductivity

The thermal conductivity of magnesium diboride (MgB2) λsc is investigated in de-
pendence of the temperature T in [100, 255] between 7.8 K and 39.0 K, as shown
in Figure C.1. The linear fitting from this data results in Equation C.1 with the fit
parameters given in Table C.1.

λsc = P0 + P1 T (C.1)
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Eqn. C.1

Figure C.1.: Thermal conductivity of MgB2 λsc as a function of the temperature T .

Table C.1.: Fit parameters for the thermal conductivity of MgB2 in Equation C.1.

Parameter Value Parameter Value
P0 −1.957 P1 0.4365

C.2. Copper

Electrical resistivity

The electrical resistivity of copper (Cu) ρcu,1 is studied by [101] under consideration
of the temperature T and the residual-resistance ratio RRR and is given in Equa-
tion C.2. All fit parameters from the equations below are summarized in Table C.2.

ρcu,1 (T,RRR) = ρ1 + ρ2 + ρ3 (C.2)
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The summands ρ1, ρ2 and ρ3 are defined through:

ρ1 = P1 T
P2

1 + P1 P3 T P2−P4 e−(P4
T )P6

ρ2 = 1.553 · 10−8

RRR

ρ3 = P7
ρi ρ0

ρi + ρ0

The relationship presented in Equation C.2 can be extended by a flux density de-
pendence

ρcu,2 (T,RRR,B) = ρcu,1 (1 + 10a) (C.3)

with the exponent a.

a =
4∑

n=0
an

(
log P0B

ρcu,1

)n
(C.4)

It is important to highlight, that the polynomial in Equation C.4 exhibits a mini-
mum, if the argument of the common logarithm reaches the value 0.589. If this
boundary is reached, the resistivity would increase with decreasing magnetic induc-
tion. Therefore, there is a minimum flux density Bmin(T ) at which Equation C.3
begins to fail and which decreases with lower temperatures depending on RRR. The
minimum flux density Bmin at 20 K is approximately 6.3 mT and thereby not in the
studied flux density range in this thesis [256].

Table C.2.: Fit parameters for the electrical resistivity of Cu in Equation C.2 and
C.3.

Parameter Value Parameter Value
P0 1.553 · 10−8 P7 0.4531
P1 1.171 · 10−17 a0 −2.662
P2 4.49 a1 0.3168
P3 3.841 · 1010 a2 0.6229
P4 1.14 a3 −0.1839
P5 50 a4 0.018271
P6 6.428

Thermal conductivity
The thermal conductivity of Cu λcu depending on the temperature T and RRR is
given in Equation C.5 [101].

λcu = 1
λ1 + λ2 + λ3

(C.5)
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C. Properties of Various Materials

The parameters to calculate the following summands λ1, λ2 and λ3 are summarized
in Table C.3.

λ1 = β0

T

λ2 = P1 T
P2

1 + P1 P3T P2+P4 e−(P5
T )P6

λ3 = P7
λ1 λ2

λ1 + λ2

Figure C.2 presents the electrical resistivity ρcu and the thermal conductivity λcu of
Cu as a function of the temperature T for Cu with a RRR of 1000. The magnetic
flux density varies between 0T and 2T.
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Figure C.2.: Electrical resistivity ρcu and the thermal conductivity λcu of Cu as a
function of the temperature T at a RRR of 1000 and external flux
densities between 0T and 2T.

Table C.3.: Fit parameters for the thermal conductivity of Cu in Equation C.5.

Parameter Value Parameter Value
P1 1.754 · 10−8 P6 1.756
P2 2.763 P7 0.838/β2

0.1661

P3 1102 β1 0.634/RRR
P4 −0.165 β2 β1/0.00039
P5 70
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C.3. Insulation Material
Thermal conductivity
The thermal conductivity of a 76 µm polyimide film λins is given in Equation C.6
with the fit parameters in Table C.5a [152, 258].

log λins = P0 + P1 log(T ) + P2 log(T )2 + P3 log(T )3 + P4 log(T )4

+ P5 log(T )5 + P6(log(T ))6 + P7(log(T ))7 (C.6)

Table C.4.: Fit parameters for the thermal conductivity of the insulation materials:
(a) Polyimide.
(b) Kapton.

(a) Polyimide in Equation C.6

Parameter Value Parameter Value
P0 5.73101 P4 50.9157
P1 −39.5199 P5 −17.9835
P2 79.9313 P6 3.42413
P3 −83.8572 P7 −0.27133

(b) Kapton in Equation C.7

Parameter Value Parameter Value
P0 5.24 · 10−3 P1 1.02
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Figure C.3.: Thermal conductivity of polyimide and Kapton insulation λins as a
function of the temperature T .
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Furthermore, the thermal conductivity of a 25 µm Kapton tape is given in Equa-
tion C.7 with the fit parameters in Table C.5b [153].

λins = P0 T
P1 (C.7)

In this work, the thermal conductivity of the Kapton tape according to Equation C.6
is used for the wire insulation.

C.4. Cupronickel
Electrical resistivity and thermal conductivity
Cupronickel (CuNi) alloys are divided in this work into Cu10Ni and Cu30Ni. The
electrical resistivity of CuNi ρcuni is 140 nΩ m and 365 nΩ m at a temperature of 20K
for Cu10Ni and Cu30Ni, respectively [102]. The thermal conductivity of CuNi λcuni
is 9.1 W m−1 K−1 for Cu30Ni and the thermal conductivity of Cu10Ni as a function
of the temperature T is given in Figure C.4 [105, 107].
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Figure C.4.: Thermal conductivity of Cu10Ni λcuni as a function of the temperature
T .
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C.5. Niobium
Electrical resistivity and thermal conductivity
The electrical resistivity ρnb and the thermal conductivity λnb of niobium (Nb) in
dependence of the temperature T are presented in [257] and [103], respectively.
Furthermore, linear interpolation is implemented to calculate values between the
measuring points.
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function of the temperature T [103, 257].

176



D. Magnetic Field Distributions for Validation

D. Magnetic Field Distributions for Validation
In this section, results of the validation of the analytical magnetic field distribution,
which is discussed in Section 4.5.5, are summarized. The input parameters of this
validation are listed Table D.1 and the field distributions are shown in Figure D.1,
D.2 and D.3.

Table D.1.: Important input parameters of the electromagnetic machine model for
validation.

Parameter Unit Config. 5 Config. 6 Config. 7
Rotor - HTS coil HTS bulk PM
p - 2 2 1
m - 3 3 3
rr,i mm 150.0 150.0 150.0
rr,o mm 170.0 170.0 170.0
rag,m mm 177.5 177.5 177.5
rs,i mm 185.0 185.0 185.0
rs,o mm 205.0 205.0 205.0
ry,i mm 210.0 210.0 210.0
Js A mm−2 50 50 50
Jr A mm−2 100 - -

Bpeak T - 1.0 -
Brem T - - 1.44
α0 % 95 95 95
α1 % - 80 60
α2 deg 22.5 - -
α3 deg 11.25 - -
nmax - 59 59 59
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Figure D.1.: Validation of the analytical machine model according to config. 5 in
Table D.1 through a comparison with FEM over the radial and tan-
gential flux density Br and Bθ at different radii with exception np
equals 2. Coils are used as rotor excitation and the position around the
circumference is marked .
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Figure D.2.: Validation of the analytical machine model according to config. 6 in
Table D.1 through a comparison with FEM over the radial and tan-
gential flux density Br and Bθ at different radii without exception
np equals 2. HTS bulks are used as rotor excitation and the position
around the circumference is marked .
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Figure D.3.: Validation of the analytical machine model according to config. 7 in
Table D.1 through a comparison with FEM over the radial and tangen-
tial flux density Br and Bθ at different radii with exception np equals
2. Permanent magnets are used as rotor excitation and the position
around the circumference is marked .

180



E. Derivation of Mean Torque

E. Derivation of Mean Torque

The mean torque M over a period of time T is calculated through the Lorentz
force [179]. The general expression can be simplified due to periodic quantities.
Furthermore, the relationships in Equation E.1 are used in the calculation [259]:

cos (a± b) = cos(a) cos(b)∓ sin(a) sin(b)
T∫

0

(
cos (nx) cos (nx+ a)
sin (nx) sin (nx+ a)

)
dx = T

2 cos(a) if n ∈ Z

T∫
0

cos (nx) sin (nx) dx = 0 if n ∈ Z

(E.1)

The derivation of the torque is different for machines with magnets or coils in the
rotor and therefore the torque is subdivided in Mm and M c, respectively. Firstly,
the torque for machines with magnets is calculated.
The calculation begins with the cross product of the stator current density Js intro-
duced in Section 4.2 and the radial flux density Br of the respective rotor excitement
introduced in Section 4.5.

Mm =
∫
t

∫∫∫
V

Js(θ, t)×Br(r, θ, t) r dV dt

= 1
T

T∫
0

lfe

2π∫
0

rso∫
rsi

Jz Br,r r
2 drdθdt

= −µ0 µr
lfe
T

T∫
0

2π∫
0

rso∫
rsi

r2
m−1∑
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∑
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Jr,n cos
(
n

(
pθ − 2πk

m

))
Fn cos

(
n

(
pωt− 2πk

m

))

·
∑
n

Mn np
(
An,4 r

np−1 − Cn,4 r−np−1
)

cos (np (θ − ωt− θload)) drdθdt

= −µ0 µr
lfe
T
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k=0

∑
n

Jr,n FnMn np

·
2π∫
0

cos
(
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(
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)) T∫
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cos
(
n

(
pωt− 2πk
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))
cos (np (θ − ωt− θload)) dtdθ

·
rso∫
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r2
(
An,4 r

np−1 − Cn,4 r−np−1
)
dr
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Mm = −µ0 µr
lfe
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Now follows the calculation of M c for machines with coils in the rotor.

M c =
∫
t

∫∫∫
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Depending on the definition of the load angle θload, the expression cos (θload) can
also be changed into sin (θload). In this thesis, the load angle is defined over the
spatial angular displacement from the fundamental wave of stator field and rotor
field, which requires the expression sin (θload).
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Appendix

F. Collection of Superconducting Machines from
Various Areas

The main properties of superconducting machines of the areas wind, utility and
marine, which are discussed in Section 1.4 and presented in Figure 1.8, are collected
in Table F.1, F.2 and F.3.

Table F.1.: Main properties of the superconducting machines for wind turbines cor-
responding to Figure 1.8.

Year Power1 Speed2 PTW3 Efficiency4 SC Temp.5 Source
2007 8.0 12 − − YBCO 30 [260]
2011 5.0 10 0.147 − BSCCO 40 [261]
2011 10.0 10 0.066 96.0 YBCO 30 [262]
2012 10.0 10 0.070 96.0 NbTi 4.3 [263]
2013 10.0 10 0.192 98.0 MgB2 20 [264]
2014 10.0 9.65 − 97.7 MgB2 10 [265]
2015 0.0105 600 − − REBCO 30 [266]
2015 10.0 8 − − YBCO 30 [267]
2015 10.0 10 0.066 97.6 REBCO 40 [268]
2015 13.2 9 0.066 96.2 NbTi 4.2 [269]
2016 12.0 8.4 0.063 − REBCO 20 [270]
2016 12.0 10 0.086 98.0 YBCO 15 [271]
2017 10.0 10 − 99.8 MgB2 20 [69]
2017 10.0 10 − 99.0 Nb3Sn 4.0 [69]
2018 10.0 10 0.179 96.0 YBCO 30 [161]
2019 3.0 15 0.046 − REBCO 30 [272]
2019 3.6 15 − − REBCO 30 [273]
2019 11.6 10 0.064 92.9 YBCO 65 [274]
1 in MW
2 in min−1
3 in kW kg−1
4 in %
5 in K
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Table F.2.: Main properties of the superconducting machines for utility correspond-
ing to Figure 1.8.

Year Power1 Speed2 PTW3 Efficiency4 SC Temp.5 Source
1978 20 3600 0.17 99.3 NbTi 4 [275]
1978 1200 3600 3.97 99.6 NbTi 4 [276]
1982 250 3000 − − NbTi 5 [277]
1984 300 3600 1.83 99.4 NbTi 4 [276]
1997 78.7 3600 − 98.15 NbTi 4 [278]
1997 200 3600 − 99.05 NbTi 4 [278]
2002 50 3600 − − BSCCO 35-40 [279]
2003 1.5 3600 − − BSCCO 20-40 [280]
2003 100 3600 − − BSCCO 20-40 [280]
2005 8 1800 − 98.8 BSCCO − [281]
1 in MW
2 in min−1
3 in kW kg−1
4 in %
5 in K

Table F.3.: Main properties of the superconducting machines for marine correspond-
ing to Figure 1.8.

Year Power1 Speed2 PTW3 Efficiency4 SC Temp.5 Source
1983 2.25 1200 − − NbTi 4 [63]
2002 25 120 0.417 97.0 BSCCO 35-40 [279]
2004 5 230 0.25 96 BSCCO 32 [282]
2005 37 120 − 97.3 NbTi 4 [283]

2006 0.4 1500 − 96.8 BSCCO 27
[284,
285,
286]

2006 4 3600 0.58 98.7 BSCCO 25
[284,
285,
286]

2009 0.0075 360 − − YBCO 30 [287]
2010 1 190 − 98 BSCCO 30 [288]
2010 4 120 0.11 94.6 BSCCO 30 [289]
2011 36.5 120 0.49 97.3 BSCCO 32 [290]
2012 3 160 − 98 BSCCO 30 [291]
2012 20 90 − − BSCCP 37 [291]
2013 0.4 250 − 98 BSCCO 40 [292]
2015 3.6 1800 − − YBCO − [267]
2016 5 213 0.23 98 REBCO 27 [293]
2016 40 120 0.496 99.4 BSCCO\MgB2 20-35 [294]
1 in MW
2 in min−1
3 in kW kg−1
4 in %
5 in K
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Symbol Unit Explanation
bw m Width of wire
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C1 − Parameter of heat transfer calculation
C2 − Parameter of heat transfer calculation
Cexc − Parameter for excess loss in yoke
Cfe − Constant for ferromagnetic loss calculation
Chys − Parameter for hysteresis loss in yoke
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ds,c m Thickness of stator coil
dsh m Thickness of sheath
dsl m Thickness of sleeve
dt,i m Inner diameter of tank
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Symbol Unit Explanation
dt,o m Outer diameter of tank
dt,w m Thickness of tank wall
dt,w1 m Thickness of inner tank wall
dt,w2 m Thickness of outer tank wall
dy m Thickness of yoke
d/l − Diameter-to-length aspect
~E V m−1 Electric field
Ec V m−1 Critical electric field
Ez V m−1 Electric field in z-direction
E N m−2 Young’s modulus
Ecw N m−2 Young’s modulus of cryo wall
Emag N m−2 Young’s modulus of magnet
Erot N m−2 Young’s modulus of rotor carrier
Esl,r N m−2 Radial Young’s modulus of sleeve
Esl,θ N m−2 Tangential Young’s modulus of sleeve
f Hz Frequency
fel Hz Electrical frequency
fext Hz External frequency
Fl N Lorentz force
fω − Whirl safety factor
fΦ − Flux factor in HTS bulks
fbor − Boil-off-rate
fbpr − Bypass ratio
fcw − Safety factor of cyro wall
fcsr − Stator coil support ratio
fdl − Diameter-to-length ratio of tank
ffil − Fill factor of copper litz wire
fm − Non-slip safety factor
Fn − Fourier coefficient of nth harmonic
fsl,σ − Stress safety factor of sleeve
fsp − Fanning friction factor at single-phase flow
ft − Safety factor of tank
ftp − Coefficient for pressure drop calculation of two-phase

flow
ffill % Fill level of tank
g m s−2 Gravity
GEO − Geometry data set
~H A m−1 Magnetic field
Hθ A m−1 Tangential component of magnetic field
Hθ,o A m−1 Tangential component of magnetic field in oth region
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Index of Symbols

Symbol Unit Explanation
Hc A m−1 Critical magnetic field
Hc2 A m−1 Upper critical magnetic field
Hc1 A m−1 Lower critical magnetic field
Hco A m−1 Coercive magnetic field
Hco,B A m−1 Coercive magnetic field related to flux density
Hr,o A m−1 Radial component of magnetic field in oth region
Hs,mag A m−1 Maximum magnetic field previous to quenching by sta-

tor in magnets
hs m Height of cooling slot
hs,c m Height of stator coil
ht m Height of tank
hw m Height of wire
hl J kg−1 Specific enthalpy at boiling point
hv J kg−1 Specific enthalpy at dew point
i A Instantaneous current
I A Current
ic A Instantaneous critical current
Ic A Critical current
icoup A Coupling current
Iext A External current
Ik A Current in kth filament
it A Instantaneous transport current
It A Transported current
In − Normalized current
In,max − Maximum normalized current in stator coils
In,opt − Optimized normalized current
In,r − Normalized rotor current
In,r,opt − Optimized normalized rotor current
In,s − Normalized sator current
In,s,opt − Optimized normalized stator current
Ia m4 Second moment of area
i − Imaginary number
~J A m−2 Current density
Jc A m−2 Critical current density
Jc,fil A m−2 Critical current density of filament
Jc0 A m−2 Critical current density at zero external field
Jcu A m−2 Current density of copper litz wire
Je A m−2 Engineering current density
Je,max A m−2 Maximum engineering current density of stator coil
Je,min A m−2 Minimum engineering current density of stator coil
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Symbol Unit Explanation
Je,sc A m−2 Engineering current density of MgB2

Je,sc,d A m−2 Engineering current density of MgB2 with double one-
side cooling

Je,sc,s A m−2 Engineering current density of MgB2 with single one-
side cooling

Jmax A m−2 Maximum current density
Jr A m−2 Rotor current density
Js A m−2 Stator current density
Jwp A m−2 Working point current density of stator coil
Jz A m−2 Current density in z-direction
Jz,k A m−2 Current density in z-direction and kth filament
Jn − Fourier coefficient of nth harmonic
Jr,n − Fourier coefficient of nth harmonic for rotor coil
Js,n − Fourier coefficient of nth harmonic for stator coil
Jν − νth Bessel function
~K A m−1 Surface current density
Kcw Pa Structural strength of cyro wall
k − Index of summation
KBei − Kelvin function
KBer − Kelvin function
kedd − Factor for eddy current loss in yoke
khys − Factor for hysteresis loss in yoke
l m Length
lc m Critical length
lcore m Length of GTF core
lcw m Length of cryo wall
leff m Effective machine length
lgtf m Length of GTF
lm m Machine length
lm,max m Maximum machine length
ls m Length of cooling slot
lt m Depth of tank
lt,w m Cylindrical length of tank wall
ltw m Twist pitch length
ltw,n

∗ m Effective twist pitch length of nth twisting stage
ltw,n m Twist pitch length of nth twisting stage
lw m Length of wire or conductor
Ls,t µH Self-inductance per turn of stator coil
m − Number of phases
Mn − Normalized torque
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Symbol Unit Explanation
Mn − Fourier coefficient of nth harmonic
Mn,max − Maximum normalized torque
Mrec,n − Fourier coefficient of nth harmonic for HTS bulk
Mtri,n − Fourier coefficient of nth harmonic for HTS bulk
M N m Torque
M N m Mean torque
M c N m Mean torque with excitation by coil
Mm N m Mean torque with excitation by magnet
Mn N m Torque of nth loop
Ṁ kg s−1 Mass flow
Ṁb,off kg s−1 Mass flow due to boil-off
Ṁcore kg s−1 m−2 Mass flow of core engine
Ṁfan kg s−1 m−2 Bypass mass flow
Ṁs kg s−1 Mass flow of LH2 in stator
ṁ kg s−1 m−2 Mass flow rate
ṁn kg s−1 m−2 Normalized mass flow rate of heat transfer coefficient

calculation
ṁlh2 kg s−1 m−2 Mass flow rate of LH2

ṁv kg s−1 m−2 Vapor mass flow rate
~M A m−1 Remanence
Mhal,r A m−1 Radial component of remanence in Halbach array
Mhal,θ A m−1 Tangential component of remanence in Halbach array
Mr A m−1 Radial component of remanence
Mrec,θ A m−1 Tangential component of remanence in permanet mag-

net
Mrec,r A m−1 Radial component of remanence in permanet magnet
Mtri,r A m−1 Radial component of remanence in HTS bulk
Mtri,θ A m−1 Tangential component of remanence in HTS bulk
Mmax A m−1 Maximum remanence in permanent magnet
ma kg Active machine mass
mgtf kg Mass of GTF
mlh2 kg Mass of LH2

mm kg Machine mass
mp kg Passive machine mass
mt kg Mass of tank
mt,min kg Minimum tank mass
Ma − Mach number
n min−1 Rotational speed
~n − Normal vector
n − Harmonic number
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Symbol Unit Explanation
n − Index of summation, iteration or loop
n − Number of twisting stages
n − Exponent in power-law E(J) relation
n − Exponent in ferromagnetic loss calculation
ncw − Order of buckling wave
nmax − Maximum harmonic or stages
ns − Single conductors per stator coil
n∗ − Exponent of heat transfer coefficient calculation
Nu − Nusselt number
Nul − Nusselt number of liquid at boiling point
Nusp − Nusselt number at single-phase flow
Nusp,int − Nusselt number at intermediate flow and singe-phase

flow
Nusp,lam − Nusselt number at laminar flow and single-phase flow
Nusp,tur − Nusselt number at turbulent flow and singe-phase flow
Nuv − Nusselt number of vapor at drew point
o − Region of machine model
p bar Pressure
pa bar Ambient pressure
pbur bar Burst pressure
pc bar Critical pressure
pcw,e bar Buckling pressure in case of elastic buckling
pcw,i bar Inner pressure of cryo wall
pcw,o bar Outer pressure of cryo wall
pcw,p bar Buckling pressure in case of plastic buckling
pi bar Inner pressure
pin bar Inlet pressure
po bar Outer pressure
pout bar Outlet pressure
ptot,i bar Total inner pressure
ptot,o bar Total outer pressure
ptri bar Pressure at triple point
pvent bar Vent pressure
PTW W kg−1 Power-to-weight ratio
pv W m−3 Loss density
pv,s W m−3 Total loss density in stator coils
pv,ec W kg−3 Gravimetric eddy current loss
pv,exc W kg−3 Gravimetric excess loss
pv,fe W kg−3 Total gravimetric iron loss
pv,hys W kg−3 Gravimetric hysteresis loss
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Symbol Unit Explanation
P ′v W m−1 Loss per unit length
p′v W m−1 Instantaneous loss per unit length
P ′v,cc W m−1 Coupling current loss per unit length
P ′v,e W m−1 Eddy current loss per unit length
P ′v,fe W m−1 Ferromagnetic loss per unit length
P ′v,mag W m−1 Magnetization loss per unit length
P ′v,oc W m−1 Overcurrent transport loss per unit length
P ′v,tot W m−1 Total AC loss per unit length
pc,n N m−2 Normalized critical pressure of heat transfer coefficient

calculation
P W Mechanical power
Pv W Loss
Pv,cc W Coupling current loss
Pv,e W Eddy current loss
Pv,fe W Iron loss
Pv,fe W Ferromagnetic loss
Pv,mag W Magnetization loss
Pv,oc W Overcurrent transport loss
Pv,s W Stator loss
Pv,tot W Total AC loss
Pr W Prandtl number
Pr e Target price of rotor coils / magnets
Ps e Target price of stator coils
psc eA−1 m−1 Price performance ratio of superconductor
p − Number of pole pairs
p∗ − Normalized pressure
Pv,n,s − Normalized stator AC loss
q̇ W m−2 Heat flux
q̇b W m−2 Heat flux of barrier
q̇cr,PB W m−2 Reference heat flux of heat transfer coefficient calcula-

tion
q̇cu W m−2 Heat flux of Cu
q̇ins W m−2 Heat flux of insulation
q̇ma W m−2 Heat flux of matrix
q̇sc W m−2 Heat flux of MgB2
q̇n W m−2 Normalized heat flux of heat transfer coefficient calcu-

lation
q̇on W m−2 Heat flux to overheat wall
q̇sh W m−2 Heat flux of sheath
Q̇b,off W Heat flow rate due to boil-off
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Symbol Unit Explanation
Q̇rad W Heat flow rate due to radiation
Qv,fe J m−3 Ferromagnetic loss density
Qv,cc J m−3 Coupling current loss density
Qv,mag J m−3 Magnetization loss density
r m Radius
rb m Bending radius
rb,c m Critical bending radius
rco m Radius of wire core
rcw,o m Outer radius of cryo wall
rcw,i m Inner radius of cryo wall
rfc m Radius of filamentary core
rfil m Filament radius
ri m Inner radius
rmag,i m Inner radius of magnet
rmag,o m Outer radius of magnet
Rn m Outer radius of nth twisting stage
rn m Twist radius of nth twisting stage
rnc m Radius of normal conductor
ro m Outer radius
rag,m m Middle air gap radius
rr,b m Bending radius of rotor coil
rr,b,c m Critical rotor bending radius
rr,b,i m Inner bending radius of rotor coil
rr,b,o m Outer bending radius of rotor coil
rr,i m Inner radius of rotor
rr,m m Middle radius of rotor
rr,o m Outer radius of rotor
rrot,i m Inner radius of rotor carrier
rrot,o m Outer radius of rotor carrier
rs,b m Bending radius of stator coil
rs,b,c m Critical stator bending radius
rs,b,i m Inner bending radius of stator coil
rs,b,o m Outer bending radius of stator coil
rs,m m Middle radius of stator
rs,o m Outer radius of stator
rsc m Radius of superconductor
rs,i m Inner radius of stator
rsl,i m Inner radius of sleeve
rsl,o m Outer radius of sleeve
rt,i m Inner radius of tank
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Symbol Unit Explanation
rt,w m Radius of tank wall
ry,i m Inner radius of yoke
ry,o m Outer radius of yoke
Rw m Roughness of wall surface
Rw,n m Normalized roughness of wall surface of heat transfer

coefficient calculation
rwire m Outer radius of wire
Rdc Ω DC resistance
Rnc Ω Resistance of normal conductor
R′dc Ω m−1 DC resistance per unit length
R′nc Ω m−1 Resistance of normal conductor per unit length
Rth K W−1 Thermal resistance
Ra − Rayleigh number
Re − Reynolds number
RRR − Residual-resistance ratio
s m Length
s m Cooling gap thickness
slh2 m LH2 cooling slot thickness
s J kg−1 K−1 Specific entropy
t s Time
T s Period of time
tf,max s Maximum flight time
T K Temperature
Ta K Ambient temperature
Tc K Critical temperature
Tfl K Temperature of fluid
Thot K Temperature at hot spot
Tin K Inlet temperature
Tlh2 K LH2 temperature
Tmax K Maximum temperature
Tout K Outlet temperature
Tr,min K Minimum operation temperature of rotor
Tr,max K Maximum operation temperature of rotor
Trt K Room temperature
Ts K Temperature distribution in stator coils
Ts,max K Maximum temperature in stator coils
Tsc K Temperature of superconductor
Tsc,max K Maximum SC temperature
Ttri K Temperature at triple point
Tw K Wall temperature
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Symbol Unit Explanation
TTW Nm kg−1 Torque-to-weight ratio
U V Voltage
Ui,t,1 V Induced voltage of fundamental wave per turn of stator

coil
Ufl m Circumference of non-circular tube
ucw − Out of roundness factor of cryo wall
V m3 Volume
Vlh2 m3 Volume of LH2
Vsc m3 Volume of superconducting coils
Vt m3 Volume of tank
V̇ m3 s−1 Volume flow rate in cooling slot
wm m s−1 Flow velocity at average temperature / mean flow ve-

locity
wsp m s−1 Flow velocity of single-phase flow
ẋ − Vapor quality
ẋin − Vapor quality at the beginning of cooling channel
ẋout − Vapor quality at the ending of cooling channel
xana − Analytical specific physical quantity
xfem − Specific physical quantity by FEM
Xtt − Martinelli parameter of turbulent flow in both phases
yr yr Year
z m Length in z-direction
α − Parameter for critical current calculation
α W m−2 K−1 Heat transfer coefficient
αb W m−2 K−1 Heat transfer coefficient of nucleate boiling
αk W m−2 K−1 Heat transfer coefficient of convective boiling
αl0 W m−2 K−1 Heat transfer coefficient at liquid phase
αv0 W m−2 K−1 Heat transfer coefficient at vapor phase
αsp W m−2 K−1 Heat transfer coefficient of single-phase flow
α0 % Coverage of stator with coils
α1 % Coverage of rotor with magnets
α2 deg Inner angle of rotor coil
α3 deg Angle between adjacent rotor coils
αmag,t,r K−1 Radial thermal expansion coefficient of magnets
αrot,t,θ K−1 Tangential thermal expansion coefficient of rotor carrier
αsl,t,θ K−1 Tangential thermal expansion coefficient of sleeve
αt K−1 Thermal expansion coefficient
αn W m−2 K−1 Normalized heat transfer coefficient of heat transfer co-

efficient calculation
αtp W m−2 K−1 Heat transfer coefficient at two-phase flow
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Symbol Unit Explanation
αw W m−2 K−1 Heat transfer coefficient at wall
β − Normalized flux density amplitude
β − Parameter for critical current calculation
Γ − Loss factor in magnetization loss calculation
δs m Skin depth
δω,r m Radial displacement due to centrifugal force
δmag,r m Radial displacement in magnet
δp,r m Radial displacement due to inner or outer pressure
δrot,r m Radial displacement in rotor carrier
δsl,r m Radial displacement in sleeve
δt,r m Radial displacement due to thermal expansion
δtot,r m Total radial displacement
∆lw m Length of cooling channel section
∆p bar Pressure drop, pressure difference
∆pacce bar Accelerational pressure drop
∆pfric bar Frictional pressure drop
∆pgrav bar Gravitational pressure drop
∆psp bar Pressure drop at single-phase flow
∆ptot bar Total pressure drop
∆ptp bar Pressure drop at two-phase flow
∆T K Temperature difference
∆hv J kg−1 Evaporation enthalpy
∆ẋ − Change of vapor quality
ε − Emissivity
εa − Absolute error
εa,b T Absolute error of flux density
εb,c % Critical bending strain
εf − Fraction of filaments in filamentary core
εn − Average void fraction of nth stage
εr % Relative error
εr,b % Relative error of flux density
η kg m−1 s−1 Dynamic viscosity
ηl kg m−1 s−1 Dynamic viscosity of liquid at boiling point
ηm kg m−1 s−1 Dynamic viscosity at average temperature
ηv kg m−1 s−1 Dynamic viscosity of vapor at drew point
η % Efficiency
ηn − Contact area ratio of nth twisting stage
θ deg, rad Mechanical angle, angular coordinate
θel deg, rad Electrical angle
θload deg, rad Load angle of machine
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Symbol Unit Explanation
θsc deg, rad Rotation angle of superconductor
λ W m−1 K−1 Thermal conductivity
λb W m−1 K−1 Thermal conductivity of barrier
λcu W m−1 K−1 Thermal conductivity of Cu
λcuni W m−1 K−1 Thermal conductivity of CuNi
λins W m−1 K−1 Thermal conductivity of insulation
λl W m−1 K−1 Thermal conductivity of liquid at boiling point
λm W m−1 K−1 Thermal conductivity at average liquid temperature
λma W m−1 K−1 Thermal conductivity of matrix
λnb W m−1 K−1 Thermal conductivity of Nb
λsc W m−1 K−1 Thermal conductivity of MgB2
λsh W m−1 K−1 Thermal conductivity of sheath
λt,ins W m−1 K−1 Thermal conductivity of tank insulation
λt,w W m−1 K−1 Thermal conductivity of tank wall
λt,w1 W m−1 K−1 Thermal conductivity of inner tank wall
λt,w2 W m−1 K−1 Thermal conductivity of outer tank wall
λv W m−1 K−1 Thermal conductivity of vapor at drew point
λw W m−1 K−1 Thermal conductivity of wire
µ0 V s A−1 m−1 Vacuum permeability
µfe − Permeability of yoke
µr − Relative permeability
µσ − Static friction coefficient between magnet and rotor car-

rier
ν − Poisson’s ratio
ν − Order of harmonic, νth order of Bessel function
νsl − Poisson’s ratio of sleeve
νcw − Poisson’s ratio of cryo wall
νrot − Poisson’s ratio of rotor carrier
ξ − Factor for Nusselt number calculation
ξ − Relative thickness in eddy current loss calculation
π − Number π
ρ Ω m Electrical resistivity
ρb Ω m Effective resistivity of wires
ρco Ω m Electrical resistivity of core
ρcu Ω m Electrical resistivity of Cu
ρcuni Ω m Electrical resistivity of CuNi
ρm,eff Ω m Effective transverse resistivity of matrix
ρn
∗ Ω m Effective resistivity of nth twisting stage

ρnb Ω m Electrical resistivity of Nb
ρnc Ω m Electrical resistivity of normal conductor
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Index of Symbols

Symbol Unit Explanation
ρsh Ω m Electrical resistivity of sheath
ρst Ω m Electrical resistivity of stabilizer
ρ kg m−3 Volumetric mass density
ρcw kg m−3 Volumetric mass density of cryo wall
ρfe kg m−3 Volumetric mass density of yoke sheet metal
ρl kg m−3 Volumetric mass density of liquid at boiling point
ρlh2 kg m−3 Volumetric mass density of LH2

ρm kg m−3 Volumetric mass density at average temperature
ρm,lv kg m−3 Mean volumetric mass density between liquid and vapor

state
ρmag kg m−3 Volumetric mass density of magnet
ρrot kg m−3 Volumetric mass density of rotor carrier
ρsl kg m−3 Volumetric mass density of sleeve
ρv kg m−3 Volumetric mass density of vapor at drew point
σ W m−2 K−4 Stefan-Boltzmann constant
σl N m−1 Surface tension of liquid
σfe S m−1 Electrical conductivity of yoke
σθ,sl,allow Pa Allowable tangential stress in sleeve
σcw,ω,θ Pa Tangential stress due to centrifugal forces in cryo wall
σcw,p,θ Pa Tangential stress due to external pressure in cryo wall
σcw,θ Pa Tangential stress in cryo wall
σsl,θ Pa Tangential stress in sleeve
σt Pa Maximum allowable stress of tank wall
τm,θ Pa Tangential shear stress due to torque
τn s Coupling time constant of nth twisting stage
τtot s Total coupling time constant
φ A Magnetic scalar potential
φo A Magnetic scalar potential in region o
~Φ V m s−1 Magnetic vector potential
Φz,o V m s−1 Magnetic vector potential in z-direction and region o
Φy Wb Flux through cross section of yoke
Φ2
l,tt − Lockhart-Martinelli multiplier of liquid phase and tur-

bulent flow in both phases
φ21 − View factor
ω Hz, s−1 Angular frequency, angular speed
ωn Hz, s−1 Nominal angular speed
ωw Hz, s−1 Whirl angular speed
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