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ABSTRACT Automatic segmentation of lumen contour plays an important role in medical imaging and
diagnosis, which is the first step towards the evaluation of morphology of vessels under analysis and the
identification of possible atherosclerotic lesions. Meanwhile, quantitative information can only be obtained
with segmentation, contributing to the appearance of novel methods which can be successfully applied
to intravascular optical coherence tomography (IVOCT) images. This paper proposed a new end-to-end
neural network (N-Net) for the automatic lumen segmentation, using multi-scale features based deep neural
network, for IVOCT images. The architecture of the N-Net contains a multi-scale input layer, a N-type
convolution network layer and a cross-entropy loss function. The multi-scale input layer in the proposed
N-Net is designed to avoid the loss of information caused by pooling in traditional U-Net and also enriches
the detailed information in each layer. The N-type convolutional network is proposed as the framework in
the whole deep architecture. Finally, the loss function guarantees the degree of fidelity between the output
of proposed method and the manually labeled output. In order to enlarge the training set, data augmentation
is also introduced. We evaluated our method against loss, accuracy, recall, dice similarity coefficient,
jaccard similarity coefficient and specificity. The experimental results presented in this paper demonstrate
the superior performance of the proposed N-Net architecture, comparing to some existing networks, for
enhancing the precision of automatic lumen segmentation and increasing the detailed information of edges
of the vascular lumen.

INDEX TERMS IVOCT image, convolution neural network, cross entropy loss function, automatic
segmentation.

I. INTRODUCTION
Coronary heart disease has become a widespread health
concern causing fatality worldwide, also known as a
myocardial ischemic heart disease caused by coronary artery
stenosis or obstruction. As the degree of coronary stenosis
continues to increase, blood vessels are restricted in blood

The associate editor coordinating the review of this manuscript and
approving it for publication was Wenbing Zhao.

transfusion functions, which may cause other symptoms such
as angina. Therefore, segmentation [1] and quantitative anal-
ysis of the vascular lumen contour have significant contribu-
tions to the diagnosis of coronary heart disease. According to
the degree of stenosis of the vascular lumen, coronary heart
disease can be graded. It is also possible to optimize the size
of the balloon and the size of the stent during the interven-
tional procedure based on the segmented vessel contour infor-
mation. As an intravascular imaging technique, intravascular
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optical coherence tomography (IVOCT) can well show the
shape and size of the lumen [2]. At present, the analysis of
the contour of the vascular cavity mainly relies on manual
segmentation by experts. However, each IVOCT usually pulls
back 200 to 300 pictures, and it takes an average of 5 hours to
complete the division task. Therefore, it has become crucial
to develop an automatic segmentation algorithm to assist
IVOCT vessel contours analysis.

Several fully automated and semi-automated IVOCT
vessel contour segmentation algorithms have been pro-
posed in the literature, e.g. Typical A-line based threshold
segmentation, graph cut algorithm, and Markov random field
model-based segmentation algorithm. Su et al. [3] used the
artificial neural network (ANN) method as the feature learn-
ing algorithm for the detection of the lumen and MA bor-
ders in intravascular ultrasound (IVUS) images. Sunet al. [4]
proposed a new graph-based approach for segmentation of
luminal and external elastic lamina (EEL) surface of coro-
nary vessels in gated 20 MHz IVUS image sequences (vol-
umes). Essa et al. [5] proposed a combined cross-sectional
segmentation approach with longitudinal tracking in order
to tackle various forms of imaging artifacts and to achieve
consistent segmentation. Malcolm et al. [6] presented how
highly variable nonlinear shape priors learned from training
sets can be added to existing iterative graph cut methods for
accurate and efficient segmentation of such objects. However,
these algorithms often need to pre-set relevant parameters
according to experience. When the contour of the vascular
lumen is irregular or there is a related stent implantation and
vascular lumen thrombosis, the segmentation result is often
poor.

In view of the problems encountered in the above segmen-
tation methods, we propose an automatic segmentation algo-
rithm for vascular cavity contours using deep neural networks
based on multi-scale input fusion. Inspired by the capital let-
ter N shape of the proposed convolutional network structure,
we refer to the proposed network framework as an N-type
network, namely the N-Net. The proposed N-Net consists of
three parts: 1) multi-scale input layer, 2) N-type convolution
network layer, 3) cross-entropy loss function. To the best of
our knowledge, this is the first attempt in literature to use the
deep learning technique to tackle the IVOCT vessel contour
segmentation task. A series of comparison experiments with
traditional U-Net has demonstrated the accuracy and stability
of our method.

The remaining part of the paper is organized as follows.
The related work is introduced in Section II. The proposed
framework and N-Net is detailed in Section III. The exper-
imental results are analyzed in Section IV and we conclude
the paper in Section V.

II. RELATED WORK
A. U-NET
The U-Net network is one of the most famous Convolu-
tional Neural Network (CNN) architectures for semantic
segmentation. It is commonly used in medical convolutional

neural networks for image segmentation and can accept input
of any size. The U-Net architecture has achieved outstand-
ing performance on various diverse biomedical segmentation
applications with significant success. The U-Net architecture
has potential to be applied to tasks beyond medical imaging
applications, to wider computer vision tasks [8], [9]. The
network consists of two main parts: a convolutional coding
and decoding unit which performs the basic convolution
operation and then activates ReLU in both parts of the net-
work [10]. The U-Net model offers several advantages for
segmentation tasks: Firstly, the model allows for the use of
global locations and contexts simultaneously. Secondly, it
requires very few training samples and provides good per-
formance for segmentation tasks [8]. Thirdly, the end-to-end
pipeline processes the entire image during the forward pass
and directly produces the segmentation map. This ensures
that U-Net retains the full context of the input image, which
is a major advantage over patch-based segmentation [9]. The
traditional U-Net network [7] simply splices the feature map
of the encoder in the downsampling stage to the feature map
of the upsampling stage to form a ladder network structure
to obtain richer features. Since the detection of the contour
of the vascular lumen requires a large amount of detailed
information, as the network deepens, the detailed information
is gradually lost. In addition, in the traditional U-Net network,
feature fusion directly connects the feature maps [11]. This
will result in no interaction between the feature maps and
cannot be effectively merged.

B. CONVOLUTIONAL NEURAL NETWORK
The CNN [12] has become one of the most powerful tools
in the field of machine learning and computer vision. These
models have the ability to learn layered features from raw
image data, so no handcrafted features are needed. In addi-
tion to the success of natural image recognition tasks such
as image classification [13], CNN also showed good per-
formance in various medical image calculation problems.
Semantic segmentation is considered a dense pixel classifica-
tion task that assigns labels to each pixel. Classification and
positioning are often considered to be two major challenges
in semantic segmentation. Models that are insensitive to loca-
tion information can improve classification performance but
reduce segmentation performance.

C. SEMANTIC SEGMENTATION
Semantic Segmentation [1] is a hot topic in the study of
segmentation problems. Specifically, the goal of semantic
segmentation is to assign all the pixels in the image to their
corresponding labels (different from Object Detection and
Localization). A general semantic partitioning architecture
can be analogue to an encoder-decoder network. The encoder
is usually a pre-trained classification network like VGG [19],
AlexNet [13] andDenseNet [20], and then a decoder network.
The difference between these architectures lies primarily in
the decoder network. The task of the decoder is to semanti-
cally project discriminable features (lower resolution) learned
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FIGURE 1. The overall flowchart of lumen contour segmentation based on N-Net.

by the encoder into pixel space (higher resolution) for dense
classification.

III. METHOD
The overall flowchart of lumen contour segmentation is
shown in Fig. 1. Firstly, 800 images labeled by experts are
selected as experimental data. And among them, 400 images
are selected as training set, while the remaining 400 images
are used as test set. Secondly, considering the small amount
of data, a variety of data augmentation methods are used
to enhance the data training set of the network. And then
2000 images obtained from data augmentation are input to
our proposed N-Net (N-type deep convolution neural net-
work). Finally, a series of experiments are conducted to
demonstrate the accuracy of the proposed N-Net.

Moreover, the architecture of proposed N-Net used in
IVOCT lumen contour segmentation is shown in Fig. 2.
As shown in Fig. 2, the U-Net network is contained as the
main body of the proposed N-Net. The N-Net consists of
three parts: the first part is multi-scale input layer, which is
used to construct image pyramid input to achieve multi-level
receptive field fusion; the second part is N-type convolution
neural network, which can extract multi-level image features;
the third part is the cross-entropy loss function, which is
used to compare the difference between the experimental and
manual results.

A. MULTI-SCALE INPUT LAYER
The traditional U-Net simply splices the feature graph of the
coder from the down-sampling stage into the feature graph in
the up-sampling stage to form a trapezoidal network structure
to obtain richer features. With the deepening of network,
a lot of detailed information required in contour detection
is gradually lost. Hence the reusing of the original image
as input can not only compensate for the information loss,
but also fuse high and low resolution information to increase
the generalization ability of the model. Thus, based on the
fundamentals of the traditional U-Net, three feature graphs
are used to fuse the N-Net in up-sampling, which are the
feature graphs in down-sampling blocks, the feature graphs
in up-sampling blocks and the original lumen images with
various resolution sizes. The multi-scale feature graph fusion
input in N-Net has two characteristics: 1) The details of fea-
ture information of each layer are increased through the input

of multi-scale feature graph fusion. In the training process,
the details are gradually lost with the deepening of layers of
deep convolution network and the process of pooling opera-
tion. In order to retain as many detailed features as possible,
the multi-scale feature graph fusion input can both enrich
the detailed features of network and improve the accuracy
and generalization ability of the mode. 2) In the traditional
U-Net, feature fusion is a direct connection operation
between feature graphs, which will lead to no information
interaction between feature graphs and ineffective fusion.
On this basis, if the new lumen images with different resolu-
tion are fused directly with the feature graph of N-Net fusion,
the network parameters will be too much. For this purpose,
the fusion is divided into two steps, and the dimension of
fused feature graph is reduced to 1 by 1 convolution, con-
tributing to reduction of the parameters and increment of the
information interaction between features.

B. N-TYPE CONVOLUTION NEURAL NETWORK
N-type convolution neural network is the main body of the
whole deep learning framework. The N-Net consists of fea-
ture extraction down-sampling network (left half of Fig. 2)
and the up-sampling network (right half of Fig. 2). The
feature extraction network follows the architecture of
VGGNet-16 [1] convolution network, where 3 by 3 convo-
lution kernel and 2 by 2 maximum pooling are used. After
each layer of convolution operation, the Rectified Linear Unit
(Relu) activation function is used to perform non-linear oper-
ation on extracted features. There are five down-sampling
operations in feature extraction network. Up-sampling net-
work is constructed by full convolution network U-Net and
five up-sampling operations are included in total. Unlike the
traditional U-Net, each up-sampling operation uses a feature
graph that combines three features for up-sampling. After
each up-sampling, the length and width of feature graph are
doubled. Then the final result is the lumen contour, which
can be considered as a two-label classification problem for
segmentation of internal contour information. One is the point
in the lumen contour, the other is the point outside the contour.
Therefore, after last sampling, the size of output result should
be the same as the original image. Meanwhile, in order to
get the probability of each pixel belonging to the category,
Sigmoid function is used in the last layer for activation, thus
ensuring that the output probability value is between 0 and 1.
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FIGURE 2. The architecture of N-Net, where multi-scale input layer of IVOCT, U-Net, output layer of lumen segmentation results and
cross-entropy loss function are contained.

C. CROSS-ENTROPY LOSS FUNCTION
The cross-entropy loss function is chosen in the end-to-end
contour segmentation. For any pixel xij in the input, the prob-
ability that the output pixel belongs to the contour lumen
is represented as p(w|xij), and the cross-entropy function is
defined as follows [1], [14]:

L(w)

= −
1

N i × Nj

∑
i,j

[tij ln p(w|xij)+ (1− tij) ln(1− p(w|xij))]

(1)

where tij ∈ {0, 1} is the true category of a pixel xij, tij = 1
represents that the pixel is in the contour cavity while tij = 0
represents the pixel is outside the contour cavity.

D. STOCHASTIC GRADIENT DESCENT BASED ON
MOMENTUM
In this part, the training set T with the size of N is defined as
T = {(x1, y1) , (x2, y2) , . . . , (xN , yN )}. And then the stochas-
tic gradient descent based on momentum is mathematically
given as following [15], [16]:

vt = γ vt−1 − η∇θJ
m∑
i=1

J (yi|xi, θ) (2)

θ ′ = θ + vt (3)

where γ is the momentum term, η is the learning rate, ∇
is the gradient, t is the iteration time, v is the momen-
tum, m is the number of random samples in each itera-
tion and J (θ ) represents the objective function. The gradi-
ent descent method based on momentum accumulates the
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FIGURE 3. The contour results after data augmentation, where the image
in first row and first column is the original data in training set, and the
others are results of data augmentation.

movement rate of the past gradient and can move faster in
a direction when the gradient in the direction is uniform.
The stochastic gradient descent based on momentum guar-
antees that the momentum term only updates the parame-
ters of relevant samples so unnecessary parameter updates
can be reduced. As a result, the approach achieves fast and
stable convergence whilst effectively reduces the oscillation
process.

IV. RESULT
A. EXPERIMENTAL ENVIRONMENT AND DATASET
The hardware configuration of our experimental platform
is Intel(R) Xeon(R) 2.1 GHz CPU E5-2620, with 32GB
memory. The NVIDIA TITAN X GPU is used to speed up
convolutional neural network operation. The graphic memory
is 12GB, its core frequency is 1417 MHz, and the single-
precision floating-point operation ability is 11Tflops. In the
experiment, Keras is used to build the N-Net and Tensor-
Flow deep learning framework is adopted as the back-end
framework of Keras. The procedure of blood vessel con-
tour segmentation is written in Python and the experimental
data are collected from Department of Cardiology, Oriental
Hospital Affiliated to Tongji University. In the process of
training, the training set contains 20,000 images. We set the
size of each batch to 4, and train 4 images each time. A total
of 10 epochs are trained and 5,000 iterations are performed.
The stochastic gradient descent based on momentum is used
to optimize the N-Net, where the momentum parameter is
set to 0.8, the learning rate is set to 0.01, and the learning
rate decay is 0.001. In data augmentation, several methods
are introduced including rotation, scaling, distortion, mir-
ror level turnover, translation, etc.. The results are shown
in Fig. 3.

FIGURE 4. The probabilistic heat images of lumen pixels predicted by
N-Net and different deep network, where the first two rows represent
images with metal stent, the third row represents images with lateral
branch, and the fourth row represents images with absorbable stent.

FIGURE 5. The binary lumen images on the basis of probability
threshold 0.5, corresponding to Figure 4.

B. SUBJECTIVE EVALUATIONS OF EXPERIMENTAL
RESULTS
The probabilistic heat images of lumen pixels predicted by
N-Net and different deep networks is shown in Fig. 4. As the
color becomes lighter, the probability that the point belongs
to the contour increases. In the experiment, the first three
blocks of VGGNet-16 is used as feature extraction network
and designed as U-NetA. Similarly, the first four and the first
five blocks of VGG are referred to as U-NetB and U-NetC
respectively.

Fig. 5 shows the binary lumen image based on probability
threshold. The white area is the predicted lumen area. We set
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FIGURE 6. The segmentation results of lumen contour, where the first two rows represent images with metal stent, the third
row represents images with lateral branch, and the fourth one represents images with absorbable stent.

the probability threshold to 0.5, when the probability value is
greater than or equal to 0.5, we set it to 1, that is, the white
area inside the vascular lumen; otherwise we set it to 0, that
is, the black area outside the vascular lumen, so as to get the
vascular lumen mask.

Moreover, the final results of lumen contour segmentation
in IVOCT is shown in Fig. 6. In the segmentation results
of U-Net A, it can be seen that the segmentation accuracy
is seriously affected by the accumulation of thrombus in
the vascular lumen. There are block-like missegmentation
areas in the middle of the vascular lumen, and protruding
burr-like areas in the edge of the vascular lumen, leading
to the difficulty of showing the complete lumen contour.
With the deepening of network layers, the missegmentation
area of vascular thrombus gradually decreases, and the burr-
like protuberance on the edge of the blood vessel become
less obvious. Experiments show that with the deepening of
network layers, the performance of U-Net segmentation is
gradually improving. However, for the lumen images of metal
stent and bio-absorbable stent, it can be seen that the lumen
contour is affected by the shape of stent, and the shape of
lumen is also irregular. As shown in Fig. 6, the proposed
N-Net can effectively segment the vascular lumen images
includingmetal stent, absorbable stent and lateral branch. The
segmentation contour of N-Net is fairer and the missegmen-
tation rate is low, contributing to effectively present the true
shape of the vascular lumen contour.

C. OBJECTIVE EVALUATIONS OF EXPERIMENTAL RESULTS
A series of metrics are introduced to measure the accuracy of
the proposed N-Net, considering the manual segmentation as
a reference. The measures are given as follows [17], [18]:

TABLE 1. Segmentation results obtained by the proposed N-Net running
five times randomly on verification set of IVOCT lumen contour.

1) Jaccard similarity coefficient (JS)

JS =
|A ∩ B|
|A ∪ B|

2) Dice similarity coefficient (DSC)

DSC = 2 ·
|A ∩ B|
|A| + |B|

3) Accuracy (ACC)

ACC =
TP+ TN

TP+ FP+ TN + FN
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TABLE 2. Comparative segmentation results between N-Net and different
U-Net of vascular lumen contour.

4) Recall

Recall =
TP

TP+ FN

5) Specificity

Specificity =
TN

TN + FP

where A is the ground truth obtained by manual segmen-
tation, and B is the predicted value generated by different
neural networks. TP represents the predicted pixel classifica-
tion results belonging to positive samples labelled manually.
TN indicates that the predicted pixel classification results
are negative agreeing with manual labels. FN represents the
predicted pixel classification results are different from man-
ual label, where the original positive samples are classified
as negative samples. And FP indicates the predicted pixel
classification results are different from manual labels, where
original negative samples are classified as positive samples.

Fig. 7 shows the change of segmentation accuracy and loss
of traditional U-Net for training set under different network
layers. As shown in Fig. 7, with the increase of iterations,
the cross-entropy loss function decreases gradually while the
DSC, JS, ACC, Recall and Specificity are increasing. This
indicates that with the deepening of U-Net, the effect of vas-
cular lumen segmentation contour improves.Moreover, in the
experiment, we use N-Net to segment testing data set data
five times, and take the average of results of five times as the
final segmentation result of N-Net. The experimental results
are shown in Table 1. Meanwhile, the segmentation results
between N-Net and different U-Net are shown in Table 2,
demonstrating the better segmentation effects of N-Net.

FIGURE 7. The segmentation result of between N-Net and U-Net C on
IVOCT training with the increasing iterations, where (a) to (f) represent
loss, accuracy, recall, DSC, JS and specificity respectively.

FIGURE 8. Bland-Altman diagram of N-Net segmentation and manual
segmentation on IVOCT contour area analysis.

We randomly select 250 images and calculate the area size
of each image contour segmented by the N-Net and manually,
and then generate a Bland-Altman diagram to compare the
consistency of the two segmentation methods. Fig. 8 shows
the Bland-Altman diagram of the contour area obtained by
automatic segmentation of N-Net and manual segmentation.
As shown in Fig. 8, the scatter points are uniformly dis-
tributed in the standard deviation line, and the mean line is
close to zero, demonstrating the similarity of the contour cav-
ity area obtained by the above two methods. The correlation
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FIGURE 9. Consistency analysis of N-Net segmentation and manual
segmentation on IVOCT contour area.

between the contour area obtained by automatic segmentation
of N-Net and manual segmentation is shown in Fig. 9. The
experimental results are r = 0.97, p<0.0001, which shows
that the two methods have strong correlation.

V. CONCLUSION
In this paper, a new deep learning framework named N-
Net to segment IVOCT lumen contours is proposed. The N-
Net model solves the challenges of segmenting images with
stent implantation and thrombosis accumulation by fusing
multi-scale feature maps of the vascular lumen. The multi-
scale input layer enhances the detailed information of the
vascular lumen. The N-Net is composed of five consecutive
down-sampling operations and five consecutive up-sampling
operations respectively. The selected cross entropy loss func-
tion ensures a high degree of matching between the actual
output and the predicted output. The effect of N-Net on the
selected IVOCT data set are validated and compared with the
manually segmented results. The experimental results show
that the proposed N-Net network can accurately segment the
images containing vascular stents and thrombus compared
with traditional U-Net, and the edges of the vascular lumen
are smoother and contain more edge details. This automatic
process will significantly reduce the workload of segmenta-
tion tasks required by doctors. In the future, new loss function
will be explored for contour segmentation of vascular lumen
to improve the accuracy of segmentation.
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