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Efficient Calculation of Large Finite Periodic
Structures Based on Surface Wave Analysis

Xiaoyan Y.Z. Xiong, Student Member, IEEE, Ling Ling Meng, Student Member, IEEE,
Li Jun Jiang, Senior Member, IEEE, Wei E.1. Sha, Member, [EEE, and Fan Yang, Senior Member, IEEE

Abstract—The electromagnetic modeling of practical finite peri-
odic structures is a topic of growing interest. Due to the truncation
of infinite periodic structures, surface waves will be excited and lo-
calized near discontinuous interfaces leading to the edge effect. In
this work, surface waves are numerically extracted and their mag-
nitudes and decay rates are analyzed for different materials and
geometries. Based on the exponential decay of the surface wave, a
novel method is developed by connecting the solution to the large fi-
nite array problem with that to a relatively small one to achieve low
complexity and memory consumption. The method numerically re-
constructs propagating Bloch waves and surface waves according
to the Bloch-Floquet theorem of periodic structures and transla-
tion invariant properties of semi-infinite periodic structures, re-
spectively. Numerical examples are shown for near-field distribu-
tions and far-field radiation patterns. The results obtained from
small finite periodic structures capture the edge effect and agree
well with the results by the rigorous element-by-element approach.

Index Terms—Edge effect, finite periodic structures, frequency
selective surface, leaky wave antenna, surface and Bloch waves.

I. INTRODUCTION

ERIODIC structures have attracted a lot of attention in the

past decades due to numerous applications such as meta-
materials, antenna arrays, frequency selective surfaces (FSSs),
photonic band gap (PBG) or electromagnetic band gap (EBG)
structures, etc. [1]-[4]. Infinite periodic structures are impos-
sible in a realistic fabrication. When truncating infinite periodic
structures, discontinuities occur at truncation boundaries and
surface waves will be excited according to the mode conver-
sion, i.e., a mode incident to the discontinuity will excite many
different modes [5]. Only allowed Bloch waves can propagate
within the periodic structure. Surface waves become evanes-
cent and localized around the discontinuities, which leads to the
edge effect of finite periodic structures (FPSs). The prediction of
wave natures in the edge elements of finite periodic structures is
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an indispensable procedure during the design of FPSs [6]-[8].
The element-by-element method and the infinite periodic ap-
proximation method are two conventional techniques used for
FPSs. The former one is rigorous and captures all interactions
between elements. It is suitable for small FPSs, but becomes
computationally prohibitive for very large arrays. The latter one
approximates the finite periodic structure as an infinite one so
that the problem is reduced to the analysis of a single unit cell of
the infinite periodic structure [9]. This technique yields good re-
sults for elements around the center of large arrays. However, it
fails in predicting the wave behavior of elements close to edges
or corners of the array. Hence, it is not sufficiently accurate for
some engineering applications.

Several methods have been proposed to overcome problems
in simulating large finite periodic structures. The first category
bypassed difficulties by improving the computational capability
of the existing methods. Among them, the fast multipole method
[10], [11] and the domain decomposition method [12] are very
powerful for modeling large FPSs.

Other methods consider edge effects with the help of an in-
finite periodic structure. In [13], the truncated Floquet wave
method is used to solve a fringe integral equation in which the
unknown function is the difference between the actual finite
array and that of the associated infinite array. Although the so-
lution of the infinite array problem needs to be determined first,
the procedure to get the unknowns of the fringe integral equa-
tion is efficient since they can be simply and efficiently repre-
sented in terms of diffracted rays associated with truncated Flo-
quet waves. Alternative methods are based on the convolution
of the infinite array solution with an appropriate window func-
tion. The idea was first introduced in [14]. It is employed to
compute the active input impedance of finite phased arrays of
dipoles over a ground plane by the convolution implementation.
Then, this method is extended to focus on the field rather than
circuit quantities for phased arrays of microstrip patches [15].
Based on the Poisson’s sum formula for finite sums, the electric
field Green’s function corresponding to a finite array becomes
the product of the infinite array Green’s function and the Fourier
transform of the window function which defines the size of the
finite array. Other methods proposed also belong to the win-
dowing technique [16], [17].

Recently, entire-domain basis functions have been devel-
oped, i.e., macro basis function (MBF) [18] and synthetic basis
function (SBF) [19], to analyze large array problems. Both
MBF and SBF must capture the mutual coupling effect in an
iterative process, which is time consuming. The characteristic
basis function (CBF) is another entire-domain basis method
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[20]. CBF includes the mutual coupling effect directly using
a new type of high-level (secondary) basis function. In [21],
[22], a new sub-entire-domain (SED) basis function method is
utilized to analyze the scattering of patch arrays. The new basis
function is defined on the support of each single cell of the
periodic structure. The mutual coupling effects are taken into
account in each single basis function by using dummy cells.

In this work, we developed a new efficient method to ac-
curately calculate the electromagnetic (EM) response of large
FPSs based on the extraction of surface waves. The rest of this
paper is organized as follows. In Section II, we present the basic
definition and theory for Bloch waves and surface waves of
FPSs. In Section III, the magnitude and decay rate of surface
waves of a multi-layer grating structure with different mate-
rials and geometric sizes are studied in detail. Section IV de-
scribes the approach of extracting the infinite periodic Bloch
wave (IPBW) from the near-field data of the small FPS. We can
employ the IPBW of the small FPS to reconstruct the [IPBW of
the large FPS, and so does the surface wave of the large FPS.
In Section V, three large finite periodic structures involving a
leaky wave antenna, a patch array and a dipole antenna array are
investigated by the newly developed method. The results are
compared to those by the element-by-element simulation. Ex-
cellent agreements are obtained and the proposed method saves
considerable computer resources.

II. SURFACE WAVES IN FINITE PERIODIC STRUCTURES

Regarding the dispersion relation (band diagram) of infinite
periodic structures, e.g., 2-dimensional (2D) periodic structures
with a 2D periodicity or 3D systems with a 3D periodicity,
Bloch modes forming allowed bands support the propagation of
EM waves through the structure. Given a fixed frequency and
ignoring material (ohmic) losses, the allowed and forbidden
bands have real and complex eigenvalues (Bloch wavenum-
bers), respectively. Hence, eigenmodes corresponding to
allowed and forbidden bands are, respectively, propagating
and evanescent modes. The complex Bloch wavenumber gives
evanescent modes that cannot exist in infinite (bulk) crystals
but can be excited at truncation edges of a finite crystal as
bounded solutions.

There are two possible reasons for forming the surface
wave in the finite periodic structure: (1) When the frequency
of incident waves or excitation sources falls into the band
gap, no propagating Bloch mode is allowed. Surface waves
can be represented as a superposition of eigenmodes (evanes-
cent modes) at the band gap frequency with complex Bloch
wavenumbers. (2) When the frequency falls into the allowed
band, both Bloch waves and surface waves can be excited
simultaneously because of the momentum (phase) matching
issue between the excitation source and Bloch wavenumber.
Taking a dipole excitation and 2D finite periodic system (with
the periodicity along one direction and truncation edges at the
other direction) as an example, the dipole source generates
plane waves (including evanescent waves) propagating toward
various directions with distinguished wavenumbers k,. Some
wavenumbers of the plane waves can exactly or quasi-exactly
match the allowed (propagating) Bloch wavenumber %z, i.e.,
ke + 2xem/P = kp or ky + 2em/P = R(kp), where

m = 0,x1,£2,... and P is the periodicity in the x direction.
For this situation, the Bloch wave is excited. Plane waves corre-
sponding to mismatched wavenumbers will convert to surface
waves according to the mode conversion. These surface waves,
which can be represented as a superposition of eigenmodes at
forbidden bands, decay exponentially on average toward the
center of the periodic structure [23].

Regarding infinite periodic structures, e.g., 2D systems with
the 1D periodicity or 3D systems with the 2D/1D periodicity,
the guided wave, as a kind of propagating Bloch mode, has a
nonzero imaginary part of the Bloch wavenumber along the
periodicity direction due to the radiation (leaky) loss. Further-
more, surface waves also have a nonzero imaginary part of the
propagation constant along the periodicity due to the truncation.
However, surface waves and guided waves are distinguished
physically. They can be well separated numerically because
they have very different decay rates (attenuation constants).
Surface waves decay much faster than guided waves even in
a lossy plasmonic system [24]. In the eigenvalue analysis, we
could identify the fundamental (propagating) Bloch modes by
finding the minimum imaginary part of the Bloch wavenumber
[25]. The truncation induced surface waves can be represented
by the superposition of eigenmodes with large imaginary parts
in their wavenumbers. We have investigated various periodic
structures. The universally fast decay properties of surface
waves are strongly verified. The separation of surface waves
and guided waves is very feasible not only from physical but
also from numerical aspects (please see following numerical
results for leaky wave antennas). We will show the universally
fast decay feature of surface waves in the next section.

III. SURFACE WAVE EXTRACTION AND ANALYSIS

This section numerically extracts surface waves. It demon-
strates that they decay rapidly and will converge as the array size
increases. These two important properties of surface waves of
FPSs are analyzed by using the rigorous coupled-wave analysis
(RCWA) method [26]. To simplify the analysis without losing
generality, we investigate a 2D multi-layer grating structure in
the oz plane. It is periodic in the & direction with a period-
icity of p,. It is truncated in the z direction and bounded by
Region I and Region III with the refractive indices of n; and
nrr; (as shown in Fig. 1). n and IV are the layer index and
the total number of layers, respectively. d,, is the thickness of
the nth layer. N. denotes the index of the center layer. w,, is
the width of the region occupied by the material with a rela-
tive permittivity of €,.. To model finite periodic features in the
z direction, each layer is forced to have the same thickness
of d, = p., the same material occupied width of w,, = w
and the same filling fraction of f,, = w/p,. Each layer can
be regarded as the cell of the periodic structure. Since the nu-
merical convergence rate of RCWA at the TM polarization is
much slower than that at the TE one [26] as shown in Fig. 2(c).
Moreover regarding the 2D grating structure comprising ma-
terials with the single negative permittivity and excited by a
plane wave, surface plasmon polariton-like (SPP-like) waves,
which contribute significantly to surface waves, can only be ex-
cited by TM polarized plane waves. Hence, we only focus on
the TM polarization case to understand and demonstrate the
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Fig. 1. Geometry of the multi-layer grating structure.

universal decay properties of surface waves. The multi-layer
grating structure is illuminated by a normalized TM field of the
form Hiye y = exp{—jkons[sin(8)x + cos(d)z]}, where kg is
the wavenumber in free space and 8 is the incident angle. The
fields in each cell and in Regions I and III can be calculated by
the RCWA method.

The RCWA method is a generalized mode matching method
that is very useful for modeling multi-layer periodic structures.
It expresses the field of each cell in terms of space harmonics.
Then the continuity boundary conditions for tangential EM
fields are applied to determine expansion coefficients of each
cell as well as reflection and transmission coefficients. Detailed
descriptions of the RCWA theory are presented in [26], [27].

A. Surface Wave Extraction

For a sufficiently large number N, it is reasonable to assume
that the center cell only contains infinite-periodic Bloch waves
(IPBWs). However, due to the truncation, surface waves are ex-
cited and localized near the discontinuous boundaries at z = 0
and z = Np, planes. Hence, the total field is the superpo-
sition of surface waves and IPBWs. The infinite periodic ap-
proximation method ignores the contribution of surface waves,
which leads to inaccurate results. When the magnitudes of sur-
face waves are large or their decay rates are relatively slow,
the surface wave effects are important and cannot be ignored.
Hence, the magnitude and decay rate of surface waves can be
adopted to evaluate the approximation error of the infinite peri-
odic approximation method.

According to the above analysis, the total field is the super-
position of surface waves and IPBWs. In other words, surface
waves are differences between total fields and IPBWs. There-
fore, the procedure for extracting surface waves is summarized
as follows:

1) Calculate the total field of the structure with sufficiently

large N through proper full wave electromagnetic solvers.
2) Get the IPBWs of the central cells that are similar to those
in infinite periodic structures. Generally, this needs to solve
an eigenvalue problem of a single cell with the periodic
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Fig.2. Analysis of surface waves of the multi-layer grating structure (as shown
in Fig. 1) for different materials and geometries. Parameters of the structure and
computational setup: A = 620 nm, p, = 10 nm, N = 21, p, = 100 nm,
f =0°,and ny = nyrr = 1 (air). TM (H, ) polarization. The permittivities
of the lossless dielectric, lossy dielectric and lossy metal (Au) are £, = 4,
g, = 4 — j2 and s, = —10 — ;2 respectively. (a) filling factor f = 0.5;
(b) filling factor f = 0.2 and f = 0.8 (logarithmic scale); (c) convergence
behavior for simulation of the structure with lossy metal.

(=]

boundary condition (PBC). In our method, to avoid rigor-
ously solving the eigenvalue problem, we extract IPBWs
from the near field data of central cells as presented in
Section IV-C.

3) Obtain surface waves by subtracting [IPBWs from the total
field.
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For the multi-layer grating structure with a large N, IPBWs of
center cells are directly provided by the RCWA method since an
eigenvalue problem has been solved in each cell to expand the
field. IPBWs of center cells are defined as FZ(n = N..) , where
“N.” denotes the index of the center cell and “B” denotes the
IPBW. IPBWs for other cells FZ(n) can be obtained by prop-
agating FZ(N,) along forward and backward directions based
on obtained Bloch wavenumbers according to the Bloch-Flo-
quet theorem. After getting the IPBWs F'Z of the finite periodic
structure, surface waves can be calculated by subtracting F?
from the total field F*°¢,

B. Surface Wave Analysis

Fig. 2(a) shows surface waves extracted by the proposed pro-
cedure for the multi-layer grating structure (see Fig. 1 for the
configuration) with lossless dielectric, lossy dielectric and lossy
metallic (single negative) materials. They decay rapidly for all
cases. The amplitudes of surface waves in the dielectric struc-
ture are much smaller than those in the metal (Au) structure.
This is expected because strong SPP-like waves [28] can be ex-
cited in periodic metallic structures that contribute significantly
to surface waves. Fig. 2(b) presents the magnitude and decay
rate of surface waves for different materials and different geo-
metric dimensions (f = 0.2 and f = 0.8) as a function of
the depth z in a logarithmic scale. Exponential decay trends are
observed for all cases. Interestingly, the decay rates of surface
waves are almost independent of the material types but closely
related to geometries (periodicity, filling fraction, etc). This in
fact agrees with theoretical results of [24], [29] where decay
rates of surface waves are mainly governed by geometrical fac-
tors.

We note that the simulation for the lossy metal (single neg-
ative permittivity) structure has the serious numerical conver-
gence problem. More space harmonics are needed to obtain ac-
curate results. Fig. 2(c) displays the convergence of the diffrac-
tion efficiency [26] of the lossy metal case with the increasing
number of space harmonics. 81 space harmonics are used for
the lossy metal case. For the other two dielectric cases, 31 space
harmonics are applied.

The cell number N is an important parameter to guarantee
the accurate extraction of surface waves. Let us consider an ex-
treme case by setting N = 3. Due to interferences between sur-
face waves from two truncation edges, the field in the second
cell (N. = 2) is not of pure IPBWs. When we numerically
propagate the EM field (spurious IPBWs) in the second cell for-
ward and backward to the third and first cells, surface waves also
travel forward and backward. When subtracting the spurious
IPBW F#’ from the total field, the difference F? = F* — FF'
is not the real surface wave we expected.

The convergence behavior of surface waves with respect to
N is also studied by the RCWA method. First, surface waves of
the structure with different N are extracted following the pro-
cedure presented in Section III-A. Second, after obtaining the
surface wave, we monitor its magnitude with different N. As
presented in Fig. 2, surface waves decay rapidly in the z di-
rection. The maximum value of surface waves is located at the
z = 0 interface. Hence, we define the maximum magnitude of
surface waves as the average value along the x axis at the z = 0
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= = =Lossy
_ — Au
= 0.015
0.01
0.005
_____ v’—---—__--------------
0 —_— f i i i
5 10 15 20 25
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Fig. 3. Convergence of surface waves with the increasing cell number N for
the 2D multi-layer grating structure (as shown in Fig. 1). A = 620 nm, p. =
10 nm, p, = 100nm, 8 = 0°, f = 0.5, Z(pssiess = 4, Elossy = 4 — 42,
fauw = —10 — j2,andn; = nyy; = 1 (air). TM (H, ) polarization.

interface as HyU = 1/p. fo H;j|z:0 dx. Fig. 3 shows the
maximum magnitude of surface waves with respect to the cell
number V. It converges to a certain value when N > 21. Physi-
cally this can be explained by the translation invariant properties
of semi-infinite periodic structures. Once the element number
is sufficiently large, when we observe the structure from one
side, e.g., the top side, the structure can be regarded as an in-
finite one extending to the other direction (i.e., the z-direction
in Fig. 1). Increasing the number of layers will not change sur-
face waves, which have gotten converged. Mathematically, the
RCWA method expresses the field in each layer as the product
of Bloch amplitude functions and exponential phase terms. The
expansion coefficients are determined by matching boundary
conditions at each layer interfaces. If the number of layers is
large enough, the layers in the central region have the same ex-
pansion coefficients. When determining expansion coefficients
corresponding to the top edge layers by matching boundary con-
ditions, increasing the element number will not change those
coefficients. In other words, the total field in the top edge layers
will not be changed when the layer number /N increases. This
feature also holds true for surface waves since they are the sub-
traction of IPBWs from the total field. It means that the surface
wave is converged. In other words, 21 cells are large enough to
guarantee surface waves to die out at the center cell (the 11th
layer). Hence, the center cell can be regarded as a unit cell in an
infinite periodic array. Further increasing the number of cells
will not change the magnitude of surface waves. An important
conclusion can be drawn is that edge effects are invariant with
respect to the increasing array size when IV is sufficiently large
for capturing the information of surface waves.

We also check the dispersion relation of the center cell and
compare it with the Bloch wavenumber of an infinite periodic
structure. The MIT Photonic-Bands (MPB) software package
[30] is used for the calculation. Here only the lossless case is
considered because MPB can only handle lossless materials.
As displayed in Fig. 4, when the frequency is not high, only
one dominant (fundamental) mode exists in the center cell.
Wavevectors of the center cell calculated by the RCWA method
agree well with those of an infinite unit cell. This further
confirms that the center cell only contains IPBWs.
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Fig. 4. Dispersion curve of the center cell calculated by the RCWA method
and compared to that of the infinite periodic structure calculated by MPB. A =
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n; = ngy; = 1 (air). TM (H,) polarization.

IV. FIELD RECONSTRUCTION PROCESS IN LARGE FINITE
PERIODIC STRUCTURES

Inspired by the universal decay feature of surface waves and
the conclusion that surface waves are invariant with respect to
the increasing array size when the array is large enough, an ef-
ficient method is proposed to calculate large FPSs with fewer
cells involved in the simulation. The procedure for 1D and 2D
periodic structures is given below.

A. 1D Reconstruction Process

We begin with finite periodic structures with 1D periodicity.
As shown in Fig. 5(a), the center unit cell of the large finite pe-
riodic structure is aligned with that of the small one. The cell
number of the small finite periodic structure should be large
enough to guarantee invariant (converged) surface waves. The
field of the middle unit cell can be represented as the superposi-
tion of eigenmodes. These modes depend on factors such as pe-
riodicity, frequency, the structure feature, and so on. This kind of
information is maintained by setting the small structure identical
to the original large one except with fewer periodic cells. Given
that the element number of the small finite structure is suffi-
ciently large, the modes of the middle unit cell can be regarded
as the same as those of the unit cell of an infinite one. Generally,
only a few modes are important in expanding the field, leading
to a reduced modal approximation [32], [33]. Hence, we can
use the eigenmode expansion method to extract critical eigen-
modes. Due to the termination of the structure, reflections at
edges could propagate back into the finite periodic structure and
change the internal field. These reflection-induced modes could
be significant and need to be included during the IPBW extrac-
tion process. When the reflection is strong, numerous eigen-
modes will be required to expand the field accurately. The cells
of the small structure are classified into two regions: the [IPBW
region and the surface wave region. Central cells in the IPBW
region only contain IPBWs and no surface wave exists in this
region. Edge cells located at the two truncated sides belong to
the surface wave region where both IPBWs and surface waves
exist.

First, we simulate the small structure using proper full-wave
solvers. They can be commercial software or in-house devel-
oped algorithms. Field distributions or equivalent sources are
needed as simulation results.

Secondly, the IPBWs of the small structure in the IPBW re-
gion FP¥ are extracted by the eigenmode expansion method
based on the near field data, e.g., for the center cell:

M
FB5(g) = Z S () exp(—jkpyme),x € the N, cell

m=1

(1)
where the superscript “S” denotes the small structure. FZ-5 can
be EM fields or equivalent sources. ‘Ili is the mth periodic
Bloch-wave envelope function: ¥2 (z) = W (z + P), with
P as the periodicity in the = direction. kg, is the mth IPBW
wavenumber and can be complex due to the radiation or intrinsic
(ohmic) loss. M is the number of modes used to expand the field
in the IPBW region. Sec.

Thirdly, The IPBW obtained in the previous step is numeri-
cally propagated forward and backward to get IPBW of the large
structure based on the Bloch-Floquet theory. The IPBW in both
large and small structures are the same.

FPL(z +¢P) =F55(x £ LP)
M
= > W (@) exp (—jkpam(s £ P))

m=1

x € the cell N, 2)
where the superscript “L” denotes the large structure. ¢ is an
integer.

Finally, EM fields or equivalent sources of the large structure
in the surface wave region are reconstructed by using the trans-
lation invariant property of semi-infinite periodic structures.
With respect to the left (right) surface wave region, the right
(left) IPBW region can be approximated by semi-infinite peri-
odic structures due to the fast decay of surface waves. Hence,
the relationship between cells in the surface wave region and
cells in the IPBW region (e.g., the relationship between cells
n = 1 and n = 3) in the large structure shall be the same in the
small structure. For cells belong to the surface waves region,
we have

FSWL () FSWS(g)
FOL(Ny, +1)  FBS(N,, +1)
x € the surface waves region

(€))

FSW.L FSW.s

where and are fields in the surface wave region
for large and small structures, respectively. F2:% and F2° are
fields in the IPBW region for large and small structures, respec-
tively. Ny, is the number of cells in the surface wave region.
For example, as shown in Fig. 5(a), N, = 2, according to (3),
the relationship between the cells in the surface wave region
and the IPBW region of the large structure shall be the same as
the small one, e.g., F¥W-£ (1) /FP-L(3) = FSW5(1) /FB5(3).
Due to the propagation of IPBWs, both magnitude and phase
adjustments are required to maintain the translation invariant

property.
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B. 2D Reconstruction Process

Regarding the finite periodic structure with the 2D period-
icity, the basic procedure to reconstruct the field of large struc-
tures is similar to the 1D case except that we now have corner
cells in the surface wave region and IPBW wavenumbers in two
directions, i.e., £y m and kg, ,,, along z and y directions, re-
spectively. As shown in Fig. 5(b), corner cells and edge cells in
the surface wave region of the small structure are used to recon-
struct corner cells and edge cells of the large one. The center cell
in the IPBW region of the small structure is used to reconstruct
all cells in the IPBW region of the large structure. Note that
phase and magnitude adjustments according to complex IPBW
numbers are needed during the reconstruction process.

C. IPBW Extraction From the Near Field Data

To obtain Bloch waves of periodic structures rigorously,
an eigenvalue problem needs to be solved. It is not trivial for
complex structures with dispersive media. Some asymptotic
methods have been developed to extract Bloch waves from

FPS simulations. A commonly used one is the spatial Fourier
transform (SFT) method. However, an accurate extraction can
be obtained only for very large FPSs due to the fundamental
limitation of the SFT method [31]. An alternative method
extracts the dispersion relation of FPSs by considering the 1D
FPS as a cascaded two-port network [34]. However the ne-
glected surface wave effect leads to less accuracy. In this work,
we extracted the Bloch waves of FPSs from the near field data
of a few cells in the IPBWs region based on the eigenmode ex-
pansion. Let’s consider a FPS with the x direction periodicity.
M dominant modes are used in the frequency range of interest.
The fields F(x, y, z) in the IPBW region can be expressed as a
superposition of Bloch waves:

F(z,y,2) = Y U,y 2) exp (—jkpam(x))

m=1
)

F5(x,y,2)

+T(x,0,2) (4)

where FB(z,y, 2) includes the contribution from dominant
modes. I is the difference between F(z, y, 2) and FZ(x, 9, 2).
It denotes the contribution from higher order modes with
ignorable amplitudes. Then ¥,, and kg, ., can be retrieved
using a standard minimization algorithm

M
F(‘/B7 Y, Z) _Z‘I’m (.L Y. Z) CXP(—jsz,m (l))

m=1

min

m kBe,m

2

)

This is equivalent to finding the best fit to ¥,,, and kg, by
minimizing the maximum error between the near field data and
the field reconstructed through dominant modes. The norm min-
imization is defined as the minimization of the maximum error.

For the numerical implementation, we can set the spatial sam-
pling points for the finite periodic structure as z = xg + (n —
P,y = const, z = const,n = 1,2,...,Q, where Q) is
the cell number in the IPBW region and x; is located at the
first cell in the IPBW region. Thus the spatial-dependent enve-
lope function ¥, will become spatial-independent expansion
coefficients a,,. The error distribution I' of the objective func-
tion also provides a reference to judge the accuracy of extracted
Bloch waves. If T is large, it means more IPBWs are needed in
the extraction process. In addition, the sample point position
can be randomly selected in the first unit cell of IPBWs. More
series field data by varying the positions of zg can be used to
improve the accuracy of the extraction procedure.

D. Limitations

To this end, the proposed method is based on the fast decay
feature of surface waves. The IPBWs of large FPSs can be ob-
tained from those of small FPSs according to the Bloch-Floquet
theory. It requires that the electromagnetic fields produced by
excited sources can be represented in terms of Bloch-Floquet
modal functions. FPSs must have Bloch/Floquet sources, i.e.,
the cells shall be excited (or equivalently be excited) with uni-
form or linearly progressed amplitudes and phases.
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Fig. 6. LWA geometry. The dielectric waveguide is perturbed by the grating
inside the waveguide. Refractive indices of the host medium, dielectric wave-
guide and perturbation cells are n;, = 1.45, n,, = 1.67, n, = 3.48. Other
dimensions of the structure are: = 2£ = 0.97 wm, w = 1 um, h = 0.3 um
and s = 20 um. The perturbation cell number is N = 60. The dashed line
represents the radiation aperture and the boundary where the field is extracted
for far-field calculations.

V. NUMERICAL EXAMPLES

A. Optical Leaky Wave Antenna

1) Leaky Wave Antenna by Periodic Structures: For a leaky
wave antenna (LWA), the complex guided mode excited by the
incoming field will leak power as it propagates along the an-
tenna structure (x direction as in Fig. 6) [35]. Assume that the
background medium is the same as the host medium with re-
fractive index 715, the wave in the background region above the
antenna has the form of

U(z,y) = Ype Femetiby (6)
where &, = § — ja is the complex propagation constant. The
wavenumber in the background media is k;, = njpko. When
|3] < kp, the wave in the y direction can propagate and the
structure can be used as an antenna. The radiation angle # of the
main beam of this antenna, defined from the normal direction
(1), is then given by

g = arcsin(ﬁ).
h

)

According to the antenna theory, high directivity requires a
large radiation aperture. So the attenuation constant « shall be
small to allow a long antenna aperture. As a result, a large
number of periodic cells are needed. Here we analyze a clas-
sical LWA by a dielectric waveguide with small perturbations
from grating cells (see Fig. 6). The geometric parameters are
taken from [36], [37]. Here, we focus on the efficient calcula-
tion rather than the antenna design. The LWA is excited by the
even dielectric waveguide mode at the left side with the electric
field polarized in the # direction and traveling in the z direction
with a free space wavelength Ag = 1550 nm. The simulation is
conducted by an in-house developed finite-difference time-do-
main (FDTD) method [38]. All of the results in this manuscript
were performed on an Intel Xeon 2.67 GHz processor. The unit
of the FDTD cubic grid is §s = 30.3125 nm. The time step is
8t = 6s/2c, where ¢ is the light speed in free space.

2) IPBW Extraction: The electric field along the peri-
odic structure can be represented as the superposition of
Bloch-Floquet space harmonics. The excited leaky mode
in the practical design is usually the —1 space harmonic
(km = kwg + 2mm/p,, m = —1) and others are suppressed.

For the finite LWA, due to the truncation at the end side, a
backward leaky wave also exists in the antenna. Since only
the —1 space harmonic is relevant to the radiation, the field
in the IPBW region of the antenna radiation aperture (the
dashed line in Fig. 6) can be represented by two Bloch waves
(M = 2) propagating forward and backward with wavenum-
berskt™ =k 1 =081 —jaandk = —kT respectively.

E.(x)= (L+E:_(ZL‘)67jk+m +a E] (x)e %" ®)
where a* and E are the coefficients and the periodic Bloch-
wave envelope functions of the forward and backward waves
respectively. EX (x +p,) = EF () and p, is the periodicity in
the « direction.

Instead of calculating the original leaky wave antenna with
N = 60, we calculate a relatively smaller one with N = 30.
The middle 10 cells (n = 11 to n = 20) are considered
as the IPBW region. From (8), to obtain IPBWs in middle
cells, we need to extract two parameters 51 and « from
the field along the waveguide. We follow the proposed pro-
cedure in Section IV. The field is sampled at one point per
cell &, = @y + npy,n = 1,2,....10 (the right corner of
each perturbation cell along « direction). It has the form of
E.(n) = a,"'Ez(ll)e*ij"’("*u) +a B, (11)e 7k pa(n11),
By employing the least mean square method, we get
kT =8 — jo = —2.48 x 10° — j4.40 x 104, ot = 1.097 and
a” = —0.097.

After extracting IPBWs from the small LWA (N = 30),
IPBWs of the center unit cell (N, = 15) are propagated for-
ward and backward to reconstruct IPBWs of the original large
LWA (N = 60). This procedure is equivalent to terminating
the LWA with matched Bloch impedance and modelling the
LWA as an infinite periodic structure. Because surface wave ef-
fects are ignored, the constructed IPBWs are equivalent to those
simulated by the infinite periodic approximation method. Fig. 7
shows the magnitude and phase of reconstructed IPBWs. They
are compared to those from the element-by-element calculation.
In the IPBW region they agree well with each other, which val-
idates the accuracy of extracted IPBWs from the small LWA.
However, discrepancies between the element-by-element cal-
culation and reconstructed [IPBWs in the surface wave regions
clearly indicate the presence of surface waves. Hence, if the
LWA is not terminated by the matched Bloch impedance, sur-
face wave effects cannot be ignored and the infinite periodic
approximation method is inaccurate to model the finite struc-
ture. The field represented by only one dominant forward leaky
mode (M = 1) is also presented in Fig. 7. The magnitude of
the field in Fig. 7(a) exhibits a major linear trend with a log-
arithmic scale, which confirms its exponential decay in the =
direction. However, the reflected backward leaky wave is not
captured if only one forward IPBW is extracted. The backward
leaky wave is caused by the discontinuity at the end side of the
antenna. The IPBWs inside the LWA are the superposition of
both forward and backward leaky waves. Since the magnitude
of the backward leaky wave is much smaller than the forward
one, the magnitude of the total [IPBW maintains the major expo-
nentially decay trend as shown in Fig. 7(a). However, due to the
co-existence of the backward leaky wave and the forward leaky
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Fig. 7. Electric field along the radiation aperture, sampled in perturbation cells
(one point per cell). (a) Magnitude. (b) Phase.

wave, two leaky modes will form a cosine function (two expo-
nential terms with opposite signs). Hence, the magnitude of total
IPBWs containing two modes will have a weak standing wave
pattern. In addition, compared with the rigorous element-by-el-
ement method, large discrepancies are observed if only one for-
ward leaky wave is considered while better agreements are ob-
served for the two-mode case. This indicates that the backward
leaky wave is also important for accurately modeling the EM
response of finite LWAs.

3) Near-Field Reconstruction and Far-Field Radiation Pat-
tern: After getting IPBWs of the small structure with N = 30,
the field of the original large structure with NV = 60 can be re-
constructed from the information of the N = 30 structure. First,
the field of middle cells (i.e., » = 21 to n = 50) can be obtained
by propagating IPBWs extracted from the small structure ac-
cording to (2). The edge cells (n = 1 ton = 10 andn = 51
to n = 60) can be replaced by those of the small structure with
proper phase and magnitude. After obtaining the near field of the
radiation aperture, the far-field radiation pattern can be easily
computed using the Stratton-Chu integral equation [39].

Fig. 8 shows that far-field radiation patterns obtained by the
proposed method are in good agreement with element-by-ele-
ment simulation results. We can see that the main beam located
at around § = —93.5° agrees well with the theoretical model

= Element by Element (FDTD)
Element by Element (CST)
= = = Small Truncated N=30
""""" Small Truncated N=20
= Infinity (two modes)

Normalized Radiation Pattern (dB)
%
(=}

4 ; 5 ; ; ; i ;
4150 160 140 120 —100 80 60 40 20 0
¢ (deg)

Fig. 8. Comparisons of the normalized far-field radiation patterns of the leaky
wave antenna simulated by different methods. The solid and dash-dot lines
are the element-by-element results of the N = 60 structure calculated by
the in-house developed FDTD method and the commercial software CST. The
dashed line and dotted line are the results calculated based on simulations for
N = 30 and N = 20 structures, respectively. The marked solid line is the
result of an infinite periodic array with N = 60.

from (6). The sidelobe around —52° due to the presence of sur-
face waves is not correctly predicted by the infinite periodic ap-
proximation method. Hence, for finite LWAs without matched
terminations, surface wave effects are critical for predicting the
sidelobes. However, in practice, it is difficult to know if the size
of the small structure is large enough to capture the critical in-
formation of surface waves. In order to verify the accuracy of
the result, we need to calculate another small structure with the
different element cell number. If the results calculated by these
two small structures do not agree with each other, we need to in-
crease the size of the small structure further. The far-field radia-
tion pattern from a small structure with N = 20 is also tested. 8
middle cells are considered as the IPBW region and 6 edge cells
at each side form surface wave regions. Only small discrepan-
cies are observed in Fig. 8. It means the N = 30 structure is
large enough to capture all the surface wave information.

The computational cost of the proposed method includes two
parts: one part is to simulate a small structure with fewer cells.
The other one is to extract and reconstruct IPBWs. As for the
first part, because the unknowns are proportional to the number
of unit cells, modeling the small structure with fewer unit cells
results in significant CPU time and memory savings, especially
for 2D or 3D FPSs. As for the second part, due to the rapid
decay feature of surface waves and limited propagating Bloch
modes, usually several sample points in the IPBW region are
enough to extract IPBWs accurately (e.g., only 10 sample points
in the IPBW region of the small LWA are used). The computa-
tional cost for the second part can be ignored compared to the
first part. Hence, the total computational cost of the proposed
method is much less than that of the element-by-element simu-
lation method.

Table I compares the computational information for the
LWA with different perturbation cells. Obviously the proposed
method can save CPU time and memory significantly. Fur-
thermore, when the number of unit cells increases for large
structures, we can reuse the information of surface waves and
IPBWs provided by the same small structure to reconstruct
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TABLE I
THE COMPUTATIONAL INFORMATION OF AN LWA WITH DIFFERENT
PERTURBATION CELLS

Elements N=20 N=30 N=60
Domain (um?)  32.37 x 43.97  42.07 x 43.97 71.17 x 43.97
Memory (MB) 47 62 104
Time steps (9t) 21440 27840 34240
CPU time (s) 381.65 782.47 1548.84/860(CST)
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Fig. 9. (a) Geometry of a finite FSS array, truncated in the = direction; (b),
(c) and (d) magnitude of original (element-by-element simulation with .V, = 9
patch cells), infinite (produced by the center unit cell) and surface wave currents,
respectively; (e) imaginary parts of the currents of the original patch array (ele-
ment-by-element simulation); (f) imaginary parts of the currents reconstructed
by the N, = 5 patch array.

relevant EM fields, which is very useful to predict the perfor-
mance of large finite periodic structures.

B. Patch Array FSS

1) Patch Array With 1D Periodicity: The proposed method
can be used to efficiently simulate a finite patch array FSS that
has numerous applications in telecommunications. We first con-
sider a finite array with 1D periodicity along the z direction. The
geometry is shown in Fig. 9(a). Metallic patches with the size
of 0.8 m x 0.8 m are in the x — y plane. Their periodicity is
truncated in the x direction. The gap between adjacent patches
is 0.2 m. The periodicity along the x direction is p, = 1 m.
The array is illuminated by a plane wave with the incident angle
f = 45° and ¢ = 0°. The incident frequency is 240 MHz. In the
conventional method, this type of array was treated as an infinite
structure and only a single cell of the periodic structure needs to
be considered. However, the surface wave contribution cannot
be ignored. Using the proposed method, we obtain the results
of an array with NV, x N, = 9 x 1 patches from a relatively
small one with V, x N, = 5 x 1 patches. The induced sur-
face current on each patch of the small array is computed by the
method-of-moment (MOM) method [40], [41].

The same procedure is used to efficiently calculate the
N, = 9 (ID) patch array. First, the surface currents
of a small array with N, = 5 are extracted from the
middle three cells (n = 2 to n = 4). Only one IPBW
(M = 1) is extracted. The Bloch wavenumber extracted is
kpe = kzosin(#) = 3.557 rad/m. Then currents in the center
cell of the small array are used to reconstruct currents in the
middle cells of the large patch array (n = 2 to n = 8). The first
and last cells of the large structure are simply replaced by the

Error

-3

1 2 3 4 5 6 7
Nnmber of Cells

Fig. 10. The error between the element-by-element method and the proposed
method as a function of the cell number N involved in the small 1D patch array.

first and last cells of the small structure (with phase manipula-
tions according to (3)). Figs. 9(b) and 9(c) show the magnitudes
of currents on each patch by the element-by-element simulation
and IPBW currents extracted from the N, = 5 patch array,
respectively. Fig. 9(d) shows the magnitude of surface wave
currents obtained by subtracting IPBW currents from those
calculated by the element-by-element method. Only the first
and last patches show obviously different EM responses. It
suggests that the surface wave decays fast and only affects the
terminating patches of the array. To validate both magnitude
and phase, Figs. 9(e) and 9(f) compare the imaginary parts of
the currents calculated by the element-by-element method with
those reconstructed from the small patch array (N, = 5). They
agree with each other very well.

The accuracy of the proposed method with respect to the cell
number NV in the small structure is investigated quantitatively.
The error between the element-by-element method and the pro-
posed method is defined as J*"" = | |Jeb5 —J"°||,, where Jebe
and J"* are the equivalent surface current on patches calculated
by the element-by-element method and the proposed method,
respectively. Fig. 10 shows the error as a function of the cell
number V. The error decreases with the increasing cell number.
Eventually, the error disappears when the cell number involved
in the small structure equals to that of the original large one.
There is a trade-off between the efficiency and accuracy. In-
creasing the size of the small structure improves the accuracy
but sacrifices the efficiency.

2) Patch Array With 2D Periodicity: We extend the devel-
oped method to calculate a finite patch array with 2D period-
icity. A patch array with the same cell size (0.8 m x 0.8 m)
and periodicity along the z and y directions (p, = p, = 1 m)
is illuminated by a plane wave (f = 240 MHzx). The inci-
dent angle is set to # = 45° and ¢ = 45°. The currents of
a large patch array with NV, x N, = 9 x 9 cells are effi-
ciently reconstructed from a small array with N, x NV, = 5x 5
cells by using the same procedure as described in Section IV
with kg, = kyosin(f)cos(¢) = 2.513 rad/m and kg, =
ko sin(f) sin(¢) = 2.513 rad/m. Figs. 11(a) and 11(b) show
the imaginary parts of the currents calculated by the element-by-
element method 9 X9 and by the proposed approach from the
small patch array 5 x 5. Excellent agreements are observed.
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Fig. 11. Imaginary parts of the currents on the patch array. (a) original cur-
rents (element-by-element simulation with 9 x9 cells). (b) reconstructed cur-
rents from the small 5 X5 patch array.

After having the current reconstructed on the patches, the
far-field pattern is calculated from the near-to-far-field trans-
formation. Fig. 12 shows the radar cross section (RCS) calcu-
lated by different methods. Again, the results obtained from the
small structure agree well with the element-by-element results
while the infinite periodic array method fails in predicting side-
lobes (around 10 dB deviations are observed at § = 47° and
f = 133°) due to the loss of the surface wave information.

Table II shows the computational information of the patch
array FSS with different cell numbers simulated on the same
computer. Again, the developed method is efficient for large
finite periodic structures.

C. Dipole Antenna Array

The proposed method is also used to efficiently calculate a
dipole antenna array (DAA) with N, x N, = 11 x 11 cells.
The inset in Fig. 13 shows the configuration of a unit cell of the
DAA. The total dipole length is / = 0.39 m and the dipole width
isw = 0.01 m. The thickness of the substrate is¥ = 0.19m. The
substrate is air with relative permittivity £, = 1 on the ground
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Fig. 12. Comparison of RCS calculated by different methods. The solid and
dash-dot lines are, respectively, the element-by-element results of the original
9 % 9 patch array simulated by the MoM method and the commercial software
FEKO; the dashed line is the result calculated from the small 5x 5 patch array;
the marked solid line is the result from an infinite periodic patch array with 9 x
9 cells.

TABLE 11
THE COMPUTATIONAL INFORMATION OF THE PATCH ARRAY FSS WITH
DIFFERENT CELL NUMBERS

Elements (Ny x Ny)  (5x1) (9x1) (5x5) (9x9)
No. of RWG basis 1002 1852 5012 16665
Memory (MB) 15 52 383 4238
No. of iterations 27 39 106 267
CPU time (s) 12 43 116 926/771(FEKO)
50
= Element by element (11x11)
40 = = = Small array (5x5) T
30k == Small array (3x3)
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Fig. 13. Comparison of radiation patterns calculated by different methods. The
solid line is the element-by-element result of the original 11 x 11 dipole an-
tenna array simulated by the MoM method; the dashed and the dash-dot lines
are the results calculated from the small 5 x 5 and 3 X 3 dipole antenna arrays,
respectively. The inset shows the configuration of a unit cell of the dipole an-
tenna array. The total dipole length is 0.39 m and the dipole width is 0.01 m.
The thickness of the substrate is 0.19 m. The size of the unit cell is p,, X p, =
0.5 m x 0.5 m. The substrate is air with €, = 1 on the ground plane.

plane. The size of the unit cell is p, x p, = 0.5 m x 0.5 m.
Each dipole is excited by the Delta-gap source with frequency
f =300 MHz. Again, instead of simulating the large DAA, we
calculate two small antenna arrays with N, x N, = 3x 3 and 5
x 5 cells to predict the behavior of the original DAA. The sur-
face currents on dipole patches and the ground plane are com-
puted by the method-of-moment (MoM) method. Fig. 13 shows
the radiation patterns calculated based on different number of
array cells. As we can see, there are small discrepancies between
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TABLE III
THE COMPUTATIONAL INFORMATION OF THE DIPOLE ANTENNA ARRAY WITH
DIFFERENT CELL NUMBERS

Elements (N, x Ny) (3x3) (5x5) (11 x11)
No. of RWG basis 2041 6122 19849
Memory (MB) 63 571 6012
No. of iterations 47 132 311
CPU time (s) 62 172 1610

the results calculated based on the 3 x 3 array and those based
on the original 11 x 11 array. When we increase the size of the
small array to 5 x 5, the accuracy is improved and the results
agree better with the rigorous element-by-element method. For
antenna designs, it is reasonable to begin with a small structure
with 5 x 5 elements (or 5 elements for structures with 1D pe-
riodicity). Then we can check the field distribution of central
elements. Large discrepancies mean the mutual couplings be-
tween elements are strong and surface waves decay slowly. If
this is the case, one needs to increase the size of the small struc-
ture. Table III shows the computational information of the DAA
with different cell number. The proposed method is fairly effi-
cient for simulating large finite periodic structures compared to
the element-by-element method.

VI. CONCLUSION

This paper provides the theoretical background and the nu-
merical method for the surface waves extraction and their effects
on finite period structures. The magnitude and decay rate of sur-
face waves regarding to different materials and geometric sizes
are calculated and analyzed. Based on the rapid decay property
of surface waves, an efficient method for modeling large finite
periodic structures is developed. From a small finite periodic
structure that contains all the information of surface waves and
IPBWs, we can accurately predict the performance of large fi-
nite periodic structures without ignoring the edge effect. Numer-
ical examples are used to validate the accuracy and efficiency of
the method. The observed edge effect strongly affects sidelobes
of arrays and should not be ignored.
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