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Weyl semimetals are three-dimensional topological states of matter, in a sense that they host paired monopoles
and antimonopoles of Berry curvature in momentum space, leading to the chiral anomaly. The chiral anomaly has
long been believed to give a positive magnetoconductivity or negative magnetoresistivity in strong and parallel
fields. However, several recent experiments on both Weyl and Dirac topological semimetals show a negative
magnetoconductivity in high fields. Here, we study the magnetoconductivity of Weyl and Dirac semimetals in the
presence of short-range scattering potentials. In a strong magnetic field applied along the direction that connects
two Weyl nodes, we find that the conductivity along the field direction is determined by the Fermi velocity,
instead of by the Landau degeneracy. We identify three scenarios in which the high-field magnetoconductivity is
negative. Our findings show that the high-field positive magnetoconductivity may not be a compelling signature
of the chiral anomaly and will be helpful for interpreting the inconsistency in the recent experiments and earlier
theories.
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I. INTRODUCTION

Topological semimetals are three-dimensional topological
states of matter. Their band structures look like a three-
dimensional analog of graphene, in which the conduction
and valence energy bands with linear dispersions touch at
a finite number of points, i.e., Weyl nodes [1]. The nodes
always occur in pairs and carry opposite chirality. One of
the topological aspects of Weyl semimetals is that they host
pairs of monopole and antimonopole of Berry curvature
in momentum space [2,3] (see Fig. 1), and the fluxes of
Berry curvature flow from one monopole to the other. In
the presence of both a magnetic field and an electric field
along the direction that connects two monopoles, electrons
can be pumped from one monopole to the other, leading
to the Adler-Bell-Jackiw chiral anomaly [4–6] (also known
as triangle anomaly). Recently, angle-resolved photoemission
spectroscopy (ARPES) has identified the Dirac nodes [7]
(doubly degenerate Weyl nodes) in (Bi1−xInx)2Se3 [8,9],
Na3Bi [10–13], and Cd3As2 [12,14–17] and Weyl nodes
in TaAs [18–21]. Also, scanning tunneling microscopy has
observed the Landau quantization in Cd3As2 [22] and Tl-
BiSSe [23].

While the chiral anomaly is well established in momentum
space, it becomes a challenging issue how to detect the effects
of the chiral anomaly or relevant physical consequences. This
has been attracting a lot of theoretical efforts, such as the
prediction of negative parallel magnetoresistance [24–27], pro-
posal of nonlocal transport [28], using electronic circuits [29],
plasmon mode [30], etc. In particular, whether or not the chiral
anomaly could produce measurable magnetoconductivity is
one of the focuses in recent efforts. This has inspired a
number of transport experiments in topological semimetals
Cd3As2 [31–36], ZrTe5 [37], NbP [38], Na3Bi [39], and
TaAs [40,41]. The chiral anomaly has been claimed to be
verified in several different topological semimetals, including
BiSb alloy [42], ZrTe5 [37], TaAs [40,41], and Na3Bi [39],
in which similar magnetoconductivity behaviors are observed
when the magnetic field is applied along the conductivity

measurement direction: (i) In weak fields, a −√
B negative

magnetoconductivity is observed at low temperatures, consis-
tent with the quantum transport theory of the weak antilocal-
ization of Weyl or Dirac fermions in three dimensions [42,43].
(ii) In intermediate fields, a B2 positive magnetoconductivity
is observed, as expected by the theory of the semiclassical
conductivity arising from the chiral anomaly [26,27,44].
(iii) In high fields, the magnetoconductivity is always negative
in the experiments. However, in the strong-field limit, a
positive magnetoconductivity is expected in existing theories,
also as one of the signatures of the chiral anomaly [24–26,45].

In this work, we focus on the high-field limit, and present
a systematic calculation on the conductivity of topological
semimetals. Beyond the previous treatments, we start with
a two-node model that describes a pair of Weyl nodes with
a finite distance in momentum space. Moreover, we fully
consider the magnetic field dependence of the scattering time
for electrons on each Landau level, and obtain a conductivity
formula. The efforts lead to qualitatively distinct results
compared to all the previous theories. We find that the conduc-
tivity does not grow with the Landau degeneracy but mainly
depends on the Fermi velocity. The magnetoconductivity arises
from the field dependence of the Fermi velocity when the
chemical potential is tuned by the magnetic field. Based
on this formula and the model, we find that although the
positive magnetoconductivity is also possible, three cases can
be identified in which the magnetoconductivity is negative,
possibly applicable to those observed in the experiments in
high magnetic fields.

The paper is organized as follows. In Sec. II, we introduce
the two-node model and show how it carries all the topological
properties of a topological semimetal. In Sec. III, we present
the solutions of the Landau bands of the semimetal in a
magnetic field applied along the z direction (the two Weyl
nodes are separated along this direction). In Sec. IV, we
calculate the z-direction magnetoconductivity in the presence
of the short-range delta scattering potential. In Sec. V,
we discuss various scenarios in which negative or positive
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FIG. 1. (Color online) Left: the energy spectrum of a Weyl
semimetal as a function of kz at kx = ky = 0. Right: the vector plot of
the Berry curvature of a Weyl semimetal. (kx,ky,kz) is the wave vector.
The analytic expression of the three-dimensional Berry curvature is
given in Eq. (3). The parameters are M0 = M1 = A = 1, so kc = 1.

magnetoconductivity may occur. In Sec. VI, we present
the transport in the x-y plane, including the x-direction
conductivity and the Hall conductance. Finally, a summary of
three scenarios of the negative magnetoconductivity is given
in Sec. VII. The details of the calculations are provided in
Appendices A–D.

II. MODEL AND ITS TOPOLOGY

A minimal model for a Weyl semimetal is

H = A(kxσx + kyσy) + Mkσz, (1)

where σ are the Pauli matrices, Mk = M0 − M1(k2
x + k2

y +
k2
z ), (kx,ky,kz) is the wave vector, and A,M0/1 are model

parameters. This minimal model gives a global description of a
pair of Weyl nodes of opposite chirality and all the topological
properties. It has an identical structure as that for the A phase
of 3He superfluids [46]. The dispersions of two energy bands of

this model are E± = ±
√
M2

k + A2(k2
x + k2

y), which reduce to

E± = ±|M0 − M1k
2
z | at kx = ky = 0. If M0M1 > 0, the two

bands intersect at (0,0, ± kc) with kc ≡ √
M0/M1 (see Fig. 1).

Around the two nodes (0,0, ± kc), H reduces to two separate
local models

H± = M± · σ, (2)

H± = M± · σ with M± = (Ak̃x,Ak̃y, ∓ 2M1kck̃z) and
(̃kx ,̃ky ,̃kz) the effective wave vector measured from the Weyl
nodes.

The topological properties in H can be seen from
the Berry curvature [47], �(k) = ∇k × A(k), where the
Berry connection is defined as A(k) = i〈u(k)|∇k|u(k)〉.
For example, for the energy eigenstates for the + band
|u(k)〉 = [cos(�/2), sin(�/2)eiϕ], where cos � ≡ Mk/E+
and tan ϕ ≡ ky/kx . The three-dimensional Berry curvature for
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FIG. 2. (Color online) The energies of Landau bands of the
minimal global model for Weyl and Dirac semimetals in a magnetic
field B applied along the z direction, as functions of the wave vector
kz. The parameters are M0 = 0.05 eV, M1 = 5 eV nm2, A = 1 eV nm,
and B = 1 T. The Zeeman energy is not included.

the two-node model can be found as

�(k) = A2M1

E3+

[
kzkx,kzky,

1

2

(
k2
z − k2

c − k2
x − k2

y

)]
. (3)

When M0M1 > 0, there exist a pair of singularities at
(0,0, ± kc) as shown in Fig. 1. The chirality of a Weyl
node can be found as an integral over the Fermi surface
enclosing one Weyl node (1/2π )

∮
�(k) · dS(k), which yields

opposite topological charges ∓sgn(M1) at ±kc, corresponding
to a pair of “magnetic monopole and antimonopole” in
momentum space. For a given kz, a Chern number can
be well defined as nc(kz) = −(1/2π )

∫∫
dkxdky�(k) · ẑ to

characterize the topological property in the kx-ky plane, and
nc(kz) = − 1

2 [sgn(M0 − M1k
2
z ) + sgn(M1)] [48]. For M0M1 >

0, nc(kz) = −sgn(M1) for −kc < kz < kc, and nc(kz) = 0 for
other cases [49]. The nonzero Chern number corresponds to the
kz-dependent edge states (known as the Fermi arc) according
to the bulk-boundary correspondence [50]. Thus the two-node
model in Eq. (1) provides a generic description for Weyl
semimetals, including the band touching, opposite chirality,
monopoles of Berry curvature, topological charges, and Fermi
arc. In the following we shall focus on the topological case of
M0M1 > 0.

III. LANDAU BANDS

In a magnetic field along the z direction, the energy
spectrum is quantized into a set of one-dimensional (1D)
Landau bands dispersing with kz [see Fig. 2(a)]. We consider
the magnetic field applied along the z direction, B = (0,0,B),
and choose the Landau gauge in which the vector potential
is A = (−yB,0,0). Under the Pierls replacement, the wave
vector in the Hamiltonian in Eq. (1) is replaced by the operator

k =
(

kx − eB

�
y, − i∂y,kz

)
. (4)
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kx and kz are still the good quantum numbers as the introduc-
tion of the gauge field does not break the translational sym-
metry along the x and z directions. Introducing the ladder op-
erators [51,52], k2

x + k2
y → ω(a†a + 1/2), k+ → (

√
2/	B)a†,

k− → (
√

2/	B)a, where the magnetic length 	B = √
�/eB

and the ladder operators a ≡ −[(y − 	2
Bkx)/	B + 	B∂y]/

√
2

and a† ≡ −[(y − 	2
Bkx)/	B − 	B∂y]/

√
2 [51,53], then we can

write the Hamiltonian in terms of the ladder operators,

H (k) =
[

Mk Ak−
Ak+ −Mk

]
→

[
Ma ηa

ηa† −Ma

]
, (5)

whereMa = M0 − M1k
2
z − ω(a†a + 1/2), ω = 2M1/	

2
B , and

η = √
2A/	B . With the trial wave functions (c1|ν − 1〉,c2|ν〉)T

for ν = 1,2,... (later denoted as ν � 1) and (0,|0〉)T for ν = 0,
where ν indexes the Hermite polynomials, the eigenenergies
E can be found from the secular equation

det

[
Mν + ω/2 − E η

√
ν

η
√

ν −Mν + ω/2 − E

]
= 0 (6)

for ν � 1, and −Mν + ω/2 − E = 0 for ν = 0, where Mν =
M0 − M1k

2
z − ων. The eigenenergies are

Eν±
kz

= ω/2 ±
√
M2

ν + νη2, ν � 1
(7)

E0
kz

= ω/2 − M0 + M1k
2
z , ν = 0.

This represents a set of Landau energy bands (ν as band index)
dispersing with kz, as shown in Fig. 2. The eigenstates for
ν � 1 are

|ν � 1,kx,kz,+〉 =
⎡⎣cos

θν
kz

2 |ν − 1〉
sin

θν
kz

2 |ν〉

⎤⎦|kx,kz〉,

|ν � 1,kx,kz,−〉 =
⎡⎣sin

θν
kz

2 |ν − 1〉
− cos

θν
kz

2 |ν〉

⎤⎦|kx,kz〉, (8)

and for ν = 0 is

|ν = 0,kx,kz〉 =
[

0
|0〉

]
|kx,kz〉, (9)

where cos θ = Mν/
√
M2

ν + νη2, and the wave functions
ψν,kz,kx

(r) = 〈r|ν,kx,kz〉 are found as

ψν,kz,kx
(r) = Cν√

LxLz	B

eikzzeikxxe−[(y−y0)2/2	2
B]Hν

(
y − y0

	B

)
(10)

where Cν ≡ 1/
√

ν!2ν
√

π , LxLz is the area of sample, the
guiding center y0 = kx	

2
B , and Hν are the Hermite polyno-

mials. As the dispersions are not explicit functions of kx ,
the number of different kx represents the Landau degeneracy
NL = 1/2π	2

B = eB/h in a unit area in the x-y plane.
This set of analytical solutions provides us a good base

to study the transport properties of Weyl fermions. In the
following, we will focus on the quantum limit, i.e., only the
ν = 0 bands are on the Fermi surface.

IV. z-DIRECTION SEMICLASSICAL CONDUCTIVITY

A. Argument of positive magnetoconductivity

When the Fermi energy is located between the two states
of |ν = 1,kx,kz,±〉, all the bands for |ν � 1,kx,kz,+〉 are
empty and all the bands |ν � 1,kx,kz,−〉 are fully occupied.
Only the band of ν = 0 is partially filled. In this case the
transport properties of the system are dominantly determined
by the highly degenerate ν = 0 Landau bands [the red curve
in Fig. 2(a)]. It is reasonable to regard them as a bundle of
one-dimensional chains. Combining the Landau degeneracy
NL, the z-direction conductance is approximately given by

σzz = NLσ1D, (11)

where σ1D is the conductance for each one-dimensional
Landau band.

If we ignore the scattering between the states in the
degenerate Landau bands, according to the transport theory,
the ballistic conductance of a one-dimensional chain in the
clean limit is given by

σ1D = e2

h
, (12)

then the conductivity is found as

σzz = e2

h

eB

h
, (13)

which is linear in magnetic field B, giving a positive magne-
toconductivity.

In most measurements, the sample size is much larger than
the mean free path; then the scattering between the states in
the Landau bands is inevitable, and we have to consider the
other limit, i.e., the diffusive limit. Usually, the scattering is
characterized by a momentum relaxation time τ . According to
the Einstein relation, the conductivity of each Landau band in
the diffusive limit is

σ1D = e2N1Dv2
F τ, (14)

where vF is the Fermi velocity and the density of states for
each 1D Landau band is N1D = 1/π�vF ; then

σzz = e2

h

eBvF τ

π�
. (15)

If vF and τ are constant, one readily concludes that the
magnetoconductivity is positive and linear in B.

According to Nielsen and Ninomiya [24], to illustrate the
physical picture of the chiral anomaly, they started with a
one-dimensional model in which two chiral energy bands
have linear dispersions and opposite velocities. An external
electric field can accelerate electrons in one band to higher
energy levels, and in this way, charges are “created.” In
contrast, in the other band, which has the opposite velocity,
charges are annihilated. The chiral charge, defined as the
difference between the charges in the two bands, there-
fore is not conserved in the electric field. This is literally
the chiral anomaly. As one of the possible realizations of the
one-dimensional chiral system, they then proposed to use the
ν = 0 Landau bands of a three-dimensional semimetal, and
expected that “the longitudinal magnetoconduction becomes
extremely strong.” In other words, the magnetoresistance of
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the zeroth Landau bands in semimetals is the first physical
quantity that was proposed as one of the signatures of the
chiral anomaly.

Recently, several theoretical works have formulated the
negative magnetoresistance or positive magnetoconductivity
in the quantum limit as one of the signatures of the chiral
anomaly [26,45], very similar to those in Eqs. (13) and (15).
In both cases, the positive magnetoconductivity arises because
the Landau degeneracy increases linearly with B. However,
in the following, we will show that if vF and τ also depend on
the magnetic field, the conclusion has to be reexamined.

B. Green’s function calculation

Now we are ready to present the conductivity in the presence
of the magnetic field when the Fermi energy is located near the
Weyl nodes. The temperature is assumed to be much lower than
the gap between bands 1+ and 1−, i.e., kBT 	 2

√
2A/	B . In

this case all the Landau levels of Eν−
kz

are fully occupied while
the ν = 0 band [the red curve in Fig. 2(a)] is partially filled.
Since E0

kz
is only a function of kz, and independent of kx , the

system can be regarded as a bundle of highly degenerate one-
dimensional chains. Along the z direction, the semiclassical
Drude conductivity can be found from the formula [54]

σ sc
zz,0 = e2

�

2πV

∑
kz,kx

(
vz

0

)2
GR

0 GA
0 , (16)

where −e is the electron charge, V = LxLyLz is the volume
with Lx the length along the x direction and so on, vz

0 =
∂E0

kz
/�∂kz = 2M1kz/� is the velocity along the z direction for

a state with wave vector kz in the ν = 0 band, and G
R/A

0 =
1/(EF − E0

kz
± i�/2τ 0) is the retarded/advanced Green’s

function, with τ 0 the lifetime of a state in the ν = 0 band
with wave vector kx and kz. Usually, in the diffusive regime,
one can replace GR

0kz
GA

0kz
by 2π

�
τ 0
kx

δ(EF − E0
kz

). However, in
one dimension, to correct the van Hove singularity at the
band edge, we introduce an extra correction factor �, so that
GR

0kz
GA

0kz
= 2π

�
�τ 0

kx
δ(EF − E0

kz
). As shown in Appendix A,

� → 1 (0) if the Fermi energy is far away from (approaching)
the band edge. Now the conductivity formula can be written
as

σ sc
zz,0 = e2

�

2πV

∑
kz,kx

(
vz

0kz

)2 2π

�
�τ 0

kx
δ
(
EF − E0

kz

)
. (17)

The delta function δ(EF − E0
kz

) = 2 δ(k0
F −kz)

�|v0
F | , where v0

F =
2|M1|k0

F /� is the absolute value of the Fermi velocity of the
ν = 0 band with k0

F the Fermi wave vector. This allows us to
perform the summation over kz, then

σ sc
zz,0 = e2

h

2v0
F

LxLy

∑
kx

�τ 0
kx

. (18)

The summation over kx is limited by the Landau degeneracy,
and finally we can reduce the conductivity formula to

σ sc
zz,0 = e2

h

v0
F

πLy

∫ Ly/2	2
B

−Ly/2	2
B

dkxτ
0�. (19)

The scattering time τ 0 depends on the wave packet of the
Landau levels in band 0 and is a function of the magnetic field.
It can be found from the iteration equation under the self-
consistent Born approximation (see Appendix B for details)

�/2τ 0 =
∑
k′
x ,k

′
z

〈∣∣U 0,0
kxkz,k′

xk
′
z

∣∣2〉
(�/2τ 0)[(

EF − E0
kz

)2 + (�/2τ 0)2
] , (20)

where U
0,0
kxkz,k′

xk
′
z

represents the scattering matrix elements, and
〈· · · 〉 means the average over impurity configurations. The
conductivity in semimetals in vanishing magnetic field has
been discussed within the Born approximation [55].

In this work, we consider only the short-range delta
scattering potential. The delta potential takes the form

U (r) =
∑

i

uiδ(r − Ri), (21)

where ui measures the strength of scattering for an impurity
at Ri , and the potential is delta correlated 〈U (r)U (r′)〉 =
Vimpδ(r − r′), where Vimp is a field-independent parameter
that is proportional to the impurity density and averaged
field-independent scattering strength. Using the wave function
of the ν = 0 band, we find that (see Appendix C)

〈∣∣U 0,0
kxkz,k′

xk
′
z

∣∣2〉 = Vimp exp
[−	2

B(kx − k′
x)2/2

]
LxLz	B

√
2π

, (22)

and in the strong-field limit (B → ∞),

τ 0� = �
2v0

F π	2
B

Vimp
, (23)

which gives the conductivity in the strong-field limit as

σ sc
zz,0 = e2

h

(
�v0

F

)2

Vimp
. (24)

Notice that the Landau degeneracy in the scattering time can-
cels with that in Eq. (19), thus the magnetic field dependence
of σ sc

zz,0 is given by the Fermi velocity v0
F . This is one of

the main results in this paper. When ignoring the magnetic
field dependence of the Fermi velocity, a B-independent
conductivity was concluded, which is consistent with the
previous work in which the velocity is constant [25]. Later,
we will see the magnetic field dependence of the Fermi
velocity can lead to different scenarios of positive and negative
magnetoconductivity.

V. SCENARIOS OF NEGATIVE AND POSITIVE
z-DIRECTION MAGNETOCONDUCTIVITY

A. Weyl semimetal with fixed carrier density

In a strong field the Fermi velocity or the Fermi energy
is given by the density of charge carriers and the magnetic
field [56]. We assume that an ideal Weyl semimetal is the case
that the Fermi energy crosses the Weyl nodes, all negative
bands are fully filled, and the positive bands are empty. In this
case �v0

F = 2M1kc. An extra doping of charge carriers will
cause a change of electron density n0(> 0) in the electron-
doped case or hole density n0(< 0) in the hole-doped case.
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FIG. 3. (Color online) (a) The z-direction conductivity of the
zeroth Landau band of the Weyl semimetal as a function of the
z-direction magnetic field B, for different values of the carrier density
n0 (in units of 1017/cm3). The lower bound of the field for each curve is
determined by the bottom of band 1+ for n0 > 0 or the bottom of band
0 for n0 < 0. (b) The characteristic Bc defined in Eq. (27) as a function
of n0. Parameters: M0 = 0.05 eV, M1 = 5 eV nm2, A = 1 eV nm,
Vimp = 10 (eV)2 nm3. Using n0 = (8π/3)E3

F /2M1kcA
2(2π )3, a car-

rier density of n0 × 1017/cm3corresponds to a Fermi energy of about
EF = 144 × 3√n0 meV.

The relation between the Fermi wave vector and the density of
charge carriers is given by

n0 = 2NL × k0
F − kc

2π
. (25)

This means that the Fermi wave vector is determined by the
density of charge carriers n0 and magnetic field B,

k0
F = kc + πn0h/eB (26)

or k0
F = kc + 2π2n0	

2
B . Thus the Fermi velocity is also a

function of B, �v0
F = 2M1k

0
F , and

σ sc
zz,0 = σN

[
1 + sgn(n0)

Bc

B

]2

, (27)

where the characteristic field Bc = π |n0|h/ekc. A typical order
of Bc is about 10 T for n0 of 1017/cm3 [see Fig. 3(b)]. σ sc

zz,0 is
constant for the undoped case of n0 = 0, and

σN = e2

h

4M2
1 k2

c

Vimp
(28)

is the conductivity of the undoped case, and is independent
of the magnetic field. Thus the magnetoconductivity is always
negative in the electron-doped case while always positive in
the hole-doped regime as shown in Fig. 3(a).

B. Weyl semimetal with fixed Fermi energy

In the case that the Fermi energy is fixed, (�v0
F )2 =

4M1(EF − eM1B/� + M0), and we have

σ sc
zz,0 = e2

h

4M1(EF − eM1B/� + M0)

Vimp
, (29)

then the magnetoconductivity is always negative and linear in
B.

C. Dirac semimetal

If the system has time-reversal symmetry, we may have a
Dirac semimetal, instead of a Weyl semimetal, and all Weyl
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FIG. 4. (Color online) (a) The x-direction conductivity of the
zeroth Landau band of the Weyl semimetal as a function of the
z-direction magnetic field B, for different values of the carrier
density n0 (in units of 1017/cm3). (b) Schematic of the second-order
processes that contribute to the x-direction conductivity. Parameters:
M0 = 0.05 eV, M1 = 5 eV nm2, A = 1 eV nm, Vimp = 10 (eV)2 nm3.

nodes turn to doubly degenerate Dirac nodes. A model for a
Dirac semimetal can be constructed [12] by adding a time-
reversal partner to Eq. (1):

HDirac =
[
H (k) 0

0 H ∗(−k)

]
+ σz ⊗

[
�s 0
0 �p

]
. (30)

In the second term, the z-direction Zeeman energy �s/p =
gs/pμBB/2 is also included, where gs/p is the g factor for the
s/p orbital [22] and μB is the Bohr magneton. Figure 2(b)
shows the Landau bands of both H (k) and H ∗(−k) in the
z-direction magnetic field. The Landau bands of the Dirac
semimetal can be found in a similar way as that in Sec. III. Now
there are two branches of ν = 0 bands, with the energy disper-
sions E

0↑
kz

= ω/2 + �p − M0 + M1k
2
z and E

0↓
kz

= −ω/2 −
�s + M0 − M1k

2
z for H (k) and H ∗(−k), respectively. They

intersect at kz = ±√
[M0 − (ω + �s + �p)/2]/M1 and en-

ergy (�p − �s)/2, and with opposite Fermi velocities near
the points. In the absence of interblock velocity, the longi-
tudinal conductance along the z direction is approximately a
summation of those for two independent Weyl semimetals.

First, we consider the Fermi energy crosses both bands 0 ↑
and 0 ↓. Using Eq. (29), the z-direction conductivity is found
as

σ sc
zz,0 = σ sc

zz,0↑ + σ sc
zz,0↓

= e2

h

8M1

Vimp

[
M0 − eM1B

�
− μB(gp + gs)B

4

]
,

(31)

or using σN defined in Eq. (28),

σ sc
zz,0 = 2σN

[
1 − eB

�k2
c

− μB(gp + gs)B

4M0

]
. (32)

In this case we have a negative linear B magnetoconductivity,
when the Fermi energy crosses both E

0↑
kz

and E
0↓
kz

.
With increasing magnetic field, the 0 ↑ bands will shift

upwards and the 0 ↓ bands will shift downwards. Beyond a
critical field, the Fermi energy will fall into either 0 ↑ or 0 ↓
bands, depending on whether the carriers are electron type or
hole type. If the carrier density is fixed, the Fermi wave vector
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in this case does not depend on kc as that in Eq. (26), but

k0
F = πn0h

eB
(33)

or k0
F = 2π2n0	

2
B . In this case, with increasing magnetic field,

the Fermi energy will approach the band edge and the Fermi
velocity always decreases. Using Eq. (24),

σ sc
zz,0 = e2

h

4π2h2M2
1 n2

0

Vimpe2B2
, (34)

which also gives negative magnetoconductivity that is inde-
pendent of the type of carriers.

Note that in the Weyl semimetal TaAs with broken inversion
symmetry, where the Weyl nodes always come in even pairs
because of time-reversal symmetry [18–21], the situation
is more similar to that for the Dirac semimetal and the
magnetoconductivity does not depend on the type of carriers
and may be described by a generalized version of Eqs. (32)
and (34).

VI. LONGITUDINAL AND HALL CONDUCTIVITIES IN
x- y PLANE

A. x-direction conductivity

In the x-y plane normal to the magnetic field, the longitudi-
nal conductivity along either the x or y direction is negligibly
small as the effective velocity

vx
0 = ∂E0

kz

�∂kx

= 0. (35)

Nevertheless, a nonzero longitudinal conductivity along the x

direction can be found as

σ sc
xx,0 = e2

�

πV

∑
kx ,kz,ν=±

Re
(
GR

0 vx
0,1νG

A
1νv

x
1ν,0

)
, (36)

where the Green’s functions of band 1± are G
R/A

1± = 1/(EF −
E1±

kz
± i�/2τ 1±

kx ,kz
), and the interband velocity

�vx
0,1+ =

√
2M1

	B

sin
θ1
kz

2
+ A cos

θ1
kz

2
,

(37)

�vx
0,1− = −

√
2M1

	B

cos
θ1
kz

2
+ A sin

θ1
kz

2
.

Note that for the Landau bands generated by the z-direction
magnetic field, the leading-order x-direction velocity is the
interband velocity vx

0,1± that couples band 0 with bands
1±, and τ 1±↔0

kxkz
, the scattering times of band 1± are due

to virtual scattering going back and forth between band 0
[see Fig. 4(b)], so σ sc

xx,0 indeed stems from second-order
processes and therefore is much smaller than σ sc

zz,0 that arises
from first-order processes. We find that σ sc

xx,0 = σ 0,1+
xx + σ 0,1−

xx ,
where (see Appendix D for details)

σ 0,1±
xx = e2

�

V

∑
kx ,kz

∣∣vx
0,1±

∣∣2 �δ
(
EF − E0

kz

)
2
(
EF − E1±

kz

)2

�

τ 1±↔0
kxkz

. (38)

At this stage, we have the same form as Eq. (28) in the
paper by Abrikosov [56]. If the Hamiltonian is replaced by

H = v�k · �σ and the scattering time is evaluated for screened
charge impurities under the random phase approximation, an
x-direction 1/B magnetoconductivity can be found, leading to
the quantum linear magnetoresistance. In the present case, the
scattering time is found as

�

τ 1±↔0
kzkx

= Vimp

2π	2
B

�

�v0
F

(
1 ∓ cos θ1

kz=k0
F

)
. (39)

Note that σ sc
zz,0 is proportional to τ 0 so the Landau degeneracy

1/2π	2
B from the conductivity formula cancels with that from

the scattering time. However, if σ sc
xx,0 is inversely proportional

to the scattering time τ 1+
kxkz

, then the effect of the Landau
degeneracy actually is doubled, and finally we arrive at

σ 0,1+
xx = e2

h

Vimp

2π2	4
B

[
�2(
v0

F

)2

∣∣vx
0,1+(kz)

∣∣2(
EF − E1+

kz

)2 sin2
θ1
kz

2

]
kz=k0

F

,

(40)

where one replaces sin by cos for σ 0,1−
xx . In both the electron-

and hole-doped regimes, the magnetoconductivity is always
positive as shown in Fig. 4(a).

In the strong-field limit, sin2(θ1
kz
/2) → 1 if M1 > 0,

�v̂x
0,μ+ → M1

√
2/	B according to Eq. (37), and (EF −

E1+
kz

)2 → ω2 = 4M2
1 /	4

B according to Eq. (7), then

σ 0,1
xx = e2

h

Vimp

4π2	2
B

(
�

�v0
F

)2

. (41)

(1) In Weyl semimetals with a fixed carrier density, the
magnetic field will push the Fermi wave vector to k0

F = kc,
near which � → 1 and �v0

F = 2M1kc[1 + sgn(n0)Bc/B], then

σ 0,1
xx = e2

h

eVimpB

16π2hM2
1 k2

c [1 + sgn(n0)Bc/B]2
. (42)

In the limit that B � Bc, σ 0,1
xx increases linearly with B.

(2) In Dirac semimetals, the magnetic field pushes the Fermi
energy to the band edge, using �/v0

F in Eq. (A8),

σ 0,1
xx = e2

h

Vimp

4π2	2
B

(
π	2

B

4M1Vimp

)2/3

∝ B1/3. (43)

B. Hall conductivity

In the presence of the z-direction magnetic field, a Hall
conductance in the x-y plane can also be generated [49,57–59].
The correction of an electric field Ey to the model Hamiltonian
is the potential energy,

�V = −eEyy. (44)

In the state of ν = 0, the energy dispersion is corrected to
E0

kz
− eEy	

2
Bkx as 〈y〉 = 	2

Bkx . This energy correction leads
to a velocity shift along the x direction,

vx ≡ 1

�

∂
(
E0

kz
− eEy	

2
Bkx

)
∂kx

= −eEy	
2
B

�
. (45)

For each kz, this vx leads to a quantized Hall conductance

jx

Ey

= −evx

Ey

1

2π	2
B

= e2

h
. (46)
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The total Hall conductance is found by integrating over kz up
to the Fermi wave vector k0

F , and

σyx = k0
F

e2

πh
. (47)

In particular, k0
F = kc + πn0h/eB for Weyl semimetals with

a fixed carrier density n0, and a Hall conductance is found as

σyx = en0

B
+ e2kc

hπ
. (48)

The first term is attributed to the classical Hall effects, and
the second term comes from the nonzero Chern number of the
fully filled low energy bands between −kc < kz < kc. This is
consistent with the calculation by using the Kubo formula for
the Hall conductivity [60].

VII. SUMMARY

We present a conductivity formula for the lowest Landau
band in a semimetal in the presence of short-range delta
scattering potentials. The conductivity depends on the square
of the Fermi velocity, instead of the Landau degeneracy. Based
on this mechanism and the model that describes two Weyl
nodes with a finite spacing in momentum space, we find
three cases that could give a negative magnetoconductivity
in the strong-field limit: (i) a Weyl semimetal with a fixed
density of electron-type charge carries [Eq. (27)]; (ii) a Weyl
semimetal with a fixed Fermi energy [Eq. (29)]; and (iii) a
Dirac semimetal or a Weyl semimetal with time-reversed pairs
of Weyl nodes [Eqs. (32) and (34)], with a 1/B2 dependence.
These formulas are valid as long as the Fermi energy crosses
the ν = 0 Landau bands. Our theory can be applied to account
for the negative magnetoconductivity observed experimentally
in various topological semimetals in high magnetic fields,
such as BiSb alloy [42], TaAs [40,41], and Na3Bi [39]. In
this way, we conclude that a positive magnetoconductivity
(or negative magnetoresistance) in the strong-field limit is not
a compelling signature of the chiral anomaly in topological
semimetals. Our theory can also be generalized to understand
the magnetoconductivity in nontopological three-dimensional
semimetals.
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APPENDIX A: ABOUT THE CORRECTION FACTOR �

For the ν = 0 band, we need to deal with the imaginary part
of the Green’s function

�

2τ 0
kx[

M1k2
z − (EF + M0 − ω/2)

]2 + (
�

2τ 0
kx

)2 . (A1)

In this work, we assume M0,M1,EF ,ω > 0. In this case, we
can write a = √

M1, b = √
EF + M0 − ω/2 = �v0

F /2
√

M1,

and c = 2τ 0
kx

/�. A widely used approximation is that∫ ∞

−∞
dx

1/c

(a2x2 − b2)2 + 1/c2
=

∫ ∞

−∞
dx πδ(a2x2 − b2).

(A2)

However, this leads to unphysical van Hove singularities at the
band edges. We correct this approximation with an extra factor
�, so that∫ ∞

−∞
dx

1/c

(a2x2 − b2)2 + 1/c2
=

∫ ∞

−∞
dx π�δ(a2x2 − b2).

(A3)

The form of � can be found as follows. First, the integral can
be found as∫ ∞

−∞
dx

1/c

(a2x2 − b2)2 + 1/c2
=

√
c

a

π√
2

√
C2 + √

C4 + 1√
C4 + 1

,

(A4)

where C2 = b2c. On the other hand, using the property of the
delta function

π�

∫ ∞

−∞
dx δ(a2x2 − b2) = π�/ab. (A5)

So,

� =
√

C4 + C2
√

C4 + 1√
2(C4 + 1)

. (A6)

In the limit C � 1, � → 1, while in the other limit C 	 1,

lim
C	1

�2 =
(
�v0

F

)2

4M1

τ 0

�
, (A7)

so this correction is necessary near the band bottom, where
EF + M0 − ω/2 = 0, and can be ignored when the Fermi
energy is far away from the band bottom.

Now we evaluate �/�v0
F in the band bottom limit. Com-

bining Eqs. (23) and (A7), we arrive at

lim
C	1

�

�v0
F

=
(

π	2
B

4M1Vimp

)1/3

∝ B−1/3. (A8)

APPENDIX B: SELF-CONSISTENT
BORN APPROXIMATION

In the self-consistent Born approximation, the full Green
function is written as

GR
0kzkx

(EF ) = 1

EF − E0
kzkx

− �R
0kzkx

(EF )
, (B1)

where the self-energy

�R
0kzkx

(EF ) =
∑
k′
x ,k

′
z

〈∣∣U 0,0
kzkx ,k′

zk
′
x

∣∣2〉
GR

0k′
zk

′
x
(EF ). (B2)

The real part of the self-energy can be absorbed into the def-
inition of the chemical potential; we only need the imaginary
part,

I = Vimp

LxLz	B

√
2π

∑
k′
x ,k

′
z

Ie−[	2
B (kx−k′

x )2/2](
EF − E0

k′
z

)2 + I2
, (B3)
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where we have used Eq. (22) and suppressed the kx and kz

dependence of I in the strong-field limit. Using 1
Lz

∑
k′
z
=∫ ∞

−∞
dk′

z

2π
, 1

Lx

∑
k′
x
= ∫ Ly/2	2

B

−Ly/2	2
B

dk′
x

2π
= 1

	B

∫ 	Bkx+Ly/2	B

	Bkx−Ly/2	B

dK
2π

, where

K = 	B(kx − k′
x), and in the strong-field limit, 	Bkx ±

Ly/2	B → ±∞,

I = Vimp

2π	2
B

∫ ∞

−∞

dk′
z

2π

I(
EF − E0

k′
z

)2 + I2
. (B4)

Using E0
kz

= ω/2 − M0 + M1k
2
z ,

I = Vimp

2π	2
B

∫ ∞

−∞

dk′
z

2π

I
[M1(k′

z)
2 − EF + ω/2 − M0]2 + I2

.

(B5)

We consider EF + M0 > ω/2, so the integral can be written
into

1

c
= Vimp

(2π )2	2
B

∫ ∞

−∞
dx

1/c

(a2x2 − b2)2 + 1/c2
, (B6)

with a = √
M1, b = √

EF + M0 − ω/2, c = 1/I. Using
Eq. (A5), ∫ ∞

−∞
dx

1/c

(a2x2 − b2)2 + 1/c2
= π

ab
�, (B7)

then

�

2τ 0
= 1

c
= Vimp

(2π )2	2
B

π

ab
� = Vimp

2π	2
B

�

�v0
F

. (B8)

APPENDIX C: SCATTERING MATRIX ELEMENTS

We calculate a general form of the scattering matrix element
〈Uα,β

k′
xk

′
z,kxkz

U
γ,δ

kxkz,k′
xk

′
z
〉, where

U
α,β

k′
xk

′
z,kxkz

≡
∫

dr′〈α,k′
x,k

′
z|r′〉U (r′)〈r′|β,kx,kz〉,

(C1)

U
γ,δ

kxkz,k′
xk

′
z
≡

∫
dr〈γ,kx,kz|r〉U (r)〈r|δ,k′

x,k
′
z〉.

Using the wave functions in Eq. (10) and the identity〈∫
dr

∫
dr′f (r)f (r′)U (r)U (r′)

〉
=

∫
dr

∫
dr′f (r)f (r′)〈U (r)U (r′)〉, (C2)

and 〈U (r)U (r′)〉 = Vimpδ(r − r′), we have〈
U

α,β

k′
xk

′
z,kxkz

U
γ,δ

kxkz,k′
xk

′
z

〉
= VimpCαCβCγ Cδ

L2
xL

2
z	

2
B

∫
dr e−[(y−y ′

0)2/	2
B]e−[(y−y0)2/	2

B]

×Hα

(
y−y ′

0

	B

)
Hβ

(
y−y0

	B

)
Hγ

(
y−y0

	B

)
Hδ

(
y−y ′

0

	B

)
.

(C3)

After performing the integral, we have〈
U

α,β

k′
xk

′
z,kxkz

U
γ,δ

kxkz,k′
xk

′
z

〉 = Vimp

LxLz	B

I
αβγ δ

K , (C4)

where we have defined a dimensionless integral

I
αβγ δ

K = CαCβCγ Cδe
−K2/2

∫ ∞

−∞
dX e−2X2Hα

(
X + K

2

)
×Hβ

(
X − K

2

)
Hγ

(
X − K

2

)
Hδ

(
X + K

2

)
,

(C5)

and K = (y0 − y ′
0)/	B . Using Eqs. (C4) and (C5), it is

straightforward to find Eq. (22).

APPENDIX D: CALCULATION OF x-DIRECTION
CONDUCTIVITY

Now we evaluate

σ 0,1±
xx = e2

�

2πV

∑
kx ,kz

2Re
(
GR

0 vx
0,1±GA

1±vx
1±,0

)
, (D1)

where the Green’s functions

GR
0 = 1

EF − E0
kz

+ i �

2τ 0
kx

, GA
1± = 1

EF − E1±
kz

− i �

2τ 1±
kx kz

,

(D2)

and the velocities along the x direction are found as

�v̂x
0,μ+ =

(
M1

√
2

	B

sin
θ

μ

kz

2
+ A cos

θ
μ

kz

2

)
δμ,1,

(D3)

�v̂x
0,μ− =

(
−M1

√
2

	B

cos
θ

μ

kz

2
+ A sin

θ
μ

kz

2

)
δμ,1,

then

σ 0,1+
xx ≈ e2

�

2πV

∑
kx ,kz

2
∣∣vx

0,1+
∣∣2

�

2τ 0
kx[(

EF − E0
kz

)2 + (
�

2τ 0
kx

)2]
×

�

2τ 1+
kx kz[(

EF − E1+
kz

)2 + (
�

2τ 1+
kx kz

)2] . (D4)

We assume that the Fermi energy crosses only the ν = 0
Landau band, in this case,

�

2τ 0
kx[(

EF − E0
kz

)2 + (
�

2τ 0
kx

)2] ≈ π�δ
(
EF − E0

kz

)
. (D5)

Note that different from Abrikosov’s approximation in
Eqs. (27) and (28) of Ref. [56], an extra correction factor
� is added. Then

σ 0,1+
xx = e2

�

V

∑
kx ,kz

∣∣vx
0,1+

∣∣2
�δ

(
EF − E0

kz

)
�

2τ 1+
kx kz(

EF − E1+
kz

)2 + (
�

2τ 1+
kx kz

)2 .

(D6)

Using 1
Lz

∑
kz

= ∫
dkz

2π
, 1

Lx

∑
kx

= ∫ Ly/2	2
B

−Ly/2	2
B

dkx

2π
, δ(EF −

E0
kz

) = ∑
i

δ(k0,i
F −kz)

�|vz
0kz

| , where kz = k
0,i
F are the roots of EF = E0

kz
,
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and for the ν = 0 band, k
0,+
F = −k

0,−
F = k0

F , and considering
|EF − E1+

kz
| � �/τ 1+

kxkz
,

σ 0,1+
xx ≈ e2

h

[∣∣�vx
0,1+(kz)

∣∣2∣∣�v0
F

∣∣ 1[(
EF − E1+

kz

)2]
]

kz=k0
F

× 1

Ly

∫ Ly/2	2
B

−Ly/2	2
B

dkx

2π

[
�

�

τ 1+
kxkz

]
kz=k0

F

. (D7)

This is evaluated in the numerical calculation. Because the
1+ band does not cross the Fermi energy, τ 1+

kxkz
is mainly

contributed by the virtual scattering processes with the ν = 0
band, i.e., τ 1+

kxkz
→ τ 1+↔0

kxkz
, and

�

τ 1+↔0
kxkz

= 2π
∑
k′
x ,k

′
z

〈∣∣U 1+,0
kxkz,k′

xk
′
z

∣∣2〉
�δ

(
EF − E0

k′
z

)
. (D8)

Using Eq. (C4) and
∑2

i=1 1/�|vz
0k′

z
|k′

z=k
0,i
F

= 2/�v0
F , we then

find Eqs. (39) and (40). Similarly, in the strong-field limit, one
can obtain τ 1−↔0

kzkx
and σ 0,1−

xx .
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