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# Z-TCAM: An SRAM-based Architecture for TCAM 

Zahid Ullah, Manish K. Jaiswal, and Ray C. C. Cheung


#### Abstract

Ternary content addressable memories (TCAMs) perform high-speed lookup operation but when compared with static random access memories (SRAMs), TCAMs have certain limitations such as low storage density, relatively slow access time, low scalability, complex circuitry, and are very expensive. Thus, can we use the benefits of SRAM by configuring it (with additional logic) to enable it to behave like TCAM? This brief proposes a novel memory architecture, named Z-TCAM, which emulates the TCAM functionality with SRAM. Z-TCAM logically partitions the classical TCAM table along columns and rows into hybrid TCAM subtables, which are then processed to map on their corresponding memory blocks. Two example designs for Z-TCAM of sizes $512 \times 36$ and $64 \times 32$ have been implemented on Xilinx Virtex-7 field-programmable gate array. The design of $64 \times 32$ Z-TCAM has also been implemented using OSUcells library for $0.18 \mu \mathrm{~m}$ technology, which confirms the physical and technical feasibility of Z-TCAM. Search latency for each design is three clock cycles. The detailed implementation results and power measurements for each design have been reported thoroughly.


Index Terms-Application-specific integrated circuit (ASIC), field-programmable gate array (FPGA), memory architecture, priority encoder, static random access memory (SRAM)-based TCAM, ternary content addressable memory (TCAM).

## I. Introduction

Ternary content addressable memory (TCAM) allows its memory to be searched by contents rather than by an address and a memory location among matches is sent to the output in a constant time. A typical TCAM cell has two static random access memory (SRAM) cells and a comparison circuitry and has the ability to store three states $-0,1$, and $x$ where $x$ is a don't care state. The $x$ state is always regarded as matched irrespective of the input bit. The constant time search of TCAM makes it a suitable candidate in different applications such as network routers, data compression, real-time pattern matching in virus-detection, and image processing [1].

TCAM provides single clock lookup; however, it has several disadvantages compared with SRAM. TCAM is not subjected to the intense commercial competition found in the RAM market [2]. TCAM is less dense than SRAM. The comparator's circuitry in TCAM cell adds complexity to the TCAM architecture. The extra logic and capacitive loading due to the massive parallelism lengthen the access time of TCAM, which is 3.3 times longer than the SRAM access time [3]. Inborn architectural barriers also limit the total chip capacity of TCAM. Complex integration of memory and logic also makes TCAM testing very time consuming [1].

Furthermore, the cost of TCAM is about 30 times more per bit of storage than SRAM [4]. RAM is available in a wider variety of sizes and flavors, is more generic and widely available, and enables to avoid the heavy licensing and royalty costs charged by some CAM vendors [5]. CAM devices have very limited pattern capacity

[^0]and also CAM technology does not evolve as fast as the RAM technology [6].

Field-programmable gate array (FPGA) is used in many applications, for example, in networking systems [7] and [8] owing to several reasons that include its reconfigure-ability, massive hardware parallelism, and rapid prototyping capability. Recent FPGA devices such as Xilinx Virtex-7 [9] provide high clock rate and a large amount of on-chip dual-port memory with configurable word width. Currently, TCAMs are used in networking systems but they are expensive and not scalable with respect to clock rate or circuit area compared with RAMs [10]. The throughput of classical TCAMs is also limited by the relatively low speed of TCAMs [11]. Thus, SRAM- and FPGA-based TCAMs can be used in applications such as in networking chips to achieve high speed and high throughput.

With the potential advantages of SRAM over CAM, and feasibility of FPGA technology, we propose a memory architecture called Z-TCAM that emulates TCAM functionality with SRAM and has been successfully implemented on Xilinx Virtex-7 FPGA and also designed using OSUcells library for $0.18 \mu \mathrm{~m}$ technology. We assure that the proposed TCAM offers comparable search performance, scalability, and lower cost than classical TCAM devices, provided that SRAM devices are denser, cheaper, and operate faster than TCAM devices.

## A. Related Work

We summarize RAM-based solutions for CAM in this section. The methods proposed in [2] and [12] use hashing to build CAM from RAM but these methods suffer from collisions and bucket overflow. If many records have been placed in an overflow area, then a lookup may not finish until many buckets are searched. In [12], when stored keys contain don't care bits in the bit positions used for hashing, then such keys must be duplicated in multiple buckets, which need increased capacity. On the other hand, if the search key contains don't care bits which are taken by the hash function, multiple buckets must be accessed that results in performance degradation. In [2], the performance of the method becomes gracefully degradable as the number of stored elements increases. Furthermore, it emulates binary CAM, not TCAM. Thus, hashing cannot provide deterministic performance owing to potential collisions and is inefficient in handling wildcard. Traditional algorithmic search solutions take multiple clock cycles [11] and also result in inefficient memory utilization [10]. In contrast, Z-TCAM has a deterministic search performance that is independent of data, efficiently handles the wild-cards, and has better memory utilization.

The method proposed in [13] combines RAM and CAM to develop the CAM functionality. This approach makes partitions of the conventional TCAM table using some distinguishing bits in CAM entries. But making partitions of totally random data is a very tedious and time consuming job. Because the method uses TCAM as a part of the overall architecture, it brings the intrinsic TCAM disadvantages in the overall architecture of [13] but Z-TCAM is generic and has an easy partitioning scheme.

RAM-based CAMs presented in [6] and [14] have an exponential increase in memory size with the increase in number of bits in CAM word, thus making them prohibitive. For instance, if a CAM word

TABLE I
Traditional TCAM Table and Its Hybrid Partitions (HP)

| Address | Ternary Data |  |  |  | Layer |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 00 |  | 11 |  |  |
| 1 | 01 | $\mathrm{HP}_{11}$ | 01 | $\mathrm{HP}_{12}$ | 1 |
| 2 | $0 x$ |  | 11 |  |  |
| 3 | 11 | $\mathrm{HP}_{21}$ | $1 x$ | $\mathrm{HP}_{22}$ | 2 |

TABLE II
Z-TCAM Example: Data Mapping

| Address | $\mathrm{VM}_{21} \mathrm{VM}_{22}$ | $\mathrm{OATAM}_{21} \mathrm{OATAM}_{22}$ | Original Address |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\mathrm{OAT}_{21}$ | $\mathrm{OAT}_{22}$ |  |
|  |  |  | 23 | 2 | 3 |
| 0 | 10 | 0 | 10 | 0 | 1 |
| 1 | 10 | 1 | 10 | 1 | 1 |
| 2 | $0 \quad 1$ | 0 | 01 | 0 | 0 |
| 3 | 11 | 21 | 00 | 0 | 0 |

has 36 bits, its size would be $2^{36}=64 \mathrm{~GB}$ in [6]. Furthermore, the method in [14] only works on ascended data but in typical CAM applications data are totally random. By arranging the data in ascending order, the original order of entries is disturbed. So, there must be a way to store the original addresses, which is lacked by [14]. If original addresses are considered, the memory and power requirements further increase. In contrast to [6] and [14], Z-TCAM supports an arbitrarily large bit pattern, considers the storage of original addresses, while using appropriate partitioning.

## B. Paper Organization

The rest of this brief is organized as follows: Section II elaborates hybrid partitioning. Section III discusses the architecture of Z-TCAM. Section IV explains Z-TCAM operations with examples. Section V provides implementation of Z-TCAM and Section VI concludes the brief along with highlighting the future work.

## II. Hybrid Partitioning of TCAM Table

Hybrid partitioning (HP) is a collective name given to vertical partitioning and horizontal partitioning of the conventional TCAM table. An example of HP is given in Table I. HP partitions conventional TCAM table vertically (columnwise) and horizontally (rowwise) into TCAM subtables, which are then processed to be stored in their corresponding memory units. This processing (data mapping) has been explained in Section IV-A with an example (Table II) to demonstrate the layer architecture of Z-TCAM. Vertical partitioning (VP) implies that a TCAM word of $C$ bits is partitioned into $N$ subwords; each subword is of $w$ bits. VP is used in Z-TCAM to decrease memory size as much as possible. Horizontal partitioning ( HrP ) divides each vertical partition using the original address range of conventional TCAM table into $L$ horizontal partitions. HrP cannot be used alone as it is area, power, and cost hungry but is used to create layers. HP results in a total of $L \times N$ hybrid partitions.

The dimensions of each hybrid partition are $K \times w$ where $K$ is a subset from original addresses and $w$ is the number of bits in a subword. Hybrid partitions spanning the same addresses are in the same layer. For example, $\mathrm{HP}_{21}$ and $\mathrm{HP}_{22}$ span the same address range and are in layer 2.

## III. Architecture of Z-TCAM

## A. Overall Architecture

The overall architecture of Z-TCAM is depicted in Fig. 1 where each layer represents the architecture shown in Fig. 2. It has $L$ layers and a CAM priority encoder (CPE). Each layer outputs a potential match address (PMA). The PMAs are fed to CPE, which selects match address (MA) among PMAs.


Fig. 1. Architecture of Z-TCAM. (sw: subword, C: \# of bits in the input word, PMA: potential match address, and MA: match address).


Fig. 2. Architecture of a layer of Z-TCAM. (sw: subword, VM: validation memory, OATAM: original address table address memory, OAT: original address table, and LPE: layer priority encoder).

## B. Layer Architecture

Layer architecture is shown in Fig. 2. It contains $N$ validation memories (VMs), 1-bit and operation, $N$ original address table address memories (OATAMs), $N$ original address tables (OATs), $K$-bit AND operation, and a layer priority encoder (LPE).

1) Validation Memory: Size of each VM is $2^{w} \times 1$ bits where $w$ represents the number of bits in each subword and $2^{w}$ shows the number of rows. A subword of $w$ bits implies that it has total combinations of $2^{w}$ where each combination represents a subword. For example, if $w$ is of 4 bits, then it means that there are total of $2^{4}=16$ combinations. This explanation is also related to OATAM and OAT. Each subword acts as an address to VM. If the memory location be invoked by a subword is high, it means that the input subword is present, otherwise absent. Thus, VM validates the input subword, if it is present. For example, Table II shows that subwords 00,01 , and 11 are mapped in $\mathrm{VM}_{21}$. This states that memory locations 00,01 , and 11 should be high in $\mathrm{VM}_{21}$ and the remaining memory locations are set to low because their corresponding subwords do not exist.
2) 1-Bit and Operation: It Ands the output of all VMs. The output of 1-bit AND operation decides the continuation of a search operation. If the result of 1 -bit AND operation is high, then it permits
the continuation of a search operation, otherwise mismatch occurs in the corresponding layer.
3) Original Address Table Address Memory: Each OATAM is of $2^{w} \times w$ bits where $2^{w}$ is the number of rows and each row has $w$ bits. In OATAM, an address is stored at the memory location indexed by a subword and that address is then used to invoke a row from its corresponding OAT. If a subword in VM is mapped, then a corresponding address is also stored in OATAM at a memory location accessed by the subword. For example, Table II shows OATAM $_{21}$ where addresses are stored at the memory locations 00,01 , and 11. The output of OATAM is called as OATA. Hyphen "-" indicates that the corresponding memory location has no data because the corresponding subword for the memory location is not present in VM.
4) Original Address Table: Dimensions of OAT are $2^{w} \times K$ where $w$ is the number of bits in a subword, $2^{w}$ represents number of rows, and $K$ is the number of bits in each row where each bit represents an original address. Here $K$ is a subset of original addresses from conventional TCAM table. It is OAT, which considers the storage of original addresses. An example of OAT is given in Table II, where 1 shows the presence of a subword at an original address.
5) $K$-Bit and Operation: It ands bit-by-bit the read out $K$-bit rows from all OATs and forwards the result to LPE.
6) Layer Priority Encoder: Because we emulate TCAM and multiple matches may occur in TCAM [15], the LPE selects PMA among the outputs of $K$-bit AND operation.

## IV. Z-TCAM Operations

## A. Data Mapping Operation

Classical TCAM table is logically partitioned into hybrid partitions. Each hybrid partition is then expanded into a binary version. Thus, we first expand $x$ into states 0 and 1 to be stored in SRAM. For example, if we have a TCAM word of $010 x$, then it is expanded into 0100 and 0101. Each subword, acting as an address, is applied to its corresponding VM and a logic " 1 " is written at that memory location. The same subword is also applied to its respective OATAM and $w$ bits data are written at that memory location. During search, these $w$ bits data act as an address to the OAT. The $K$ bits data are also written at the memory location in OAT determined by its corresponding OATA. Thus, in this way, all hybrid partitions are mapped.

A subword in a hybrid partition can be present at multiple locations. So, it is mapped in its corresponding VM and its original address(es) is/are mapped to its/their corresponding bit(s) in its respective OAT. Since a single bit in OAT represents an original address, only those memory locations in VMs and address positions/original addresses in OATs are high, which are mapped while remaining memory locations and address positions are set to low in VMs and OATs, respectively.

Example of data mapping is shown in Table II. We use Table I to be mapped to Z-TCAM. We take $N=2, L=2, K=2$, and $w=2$. After necessary processing, $\mathrm{HP}_{11}, \mathrm{HP}_{12}, \mathrm{HP}_{21}$, and $\mathrm{HP}_{22}$ are mapped to their corresponding memory units. In the example, we map hybrid partitions of layer 2 to their corresponding memory units. Hybrid partitions of layer 1 can be easily mapped in similar way.

## B. Search Operation

1) Searching in a Layer of Z-TCAM: Algorithm 1 describes searching in a layer of Z-TCAM. $N$ subwords are concurrently applied to a layer. The subwords then read out their corresponding memory locations from their respective VMs.
```
Algorithm 1 Pseudocode for Searching in a Layer of Z-TCAM
INPUT: N sub-words
OUTPUT: PMA
    \(\rightarrow\) Apply N sub-words
    \(\rightarrow\) Apply all sub-words simultaneously to their VMs
    \(\rightarrow\) Read all VMs concurrently
    if all VMs validate their corresponding sub-words then
        \(\rightarrow\) Sustain search operation
        \(\rightarrow\) a. Read all OATAMs in parallel
        \(\rightarrow\) b. Read all OATs simultaneously
        \(\rightarrow\) c. AND bit-wise all K-bits rows
        \(\rightarrow\) d. Select PMA/mismatch occurs
        else
        \(\rightarrow\) Mismatch occurs
        end if
```

TABLE III
Example of a Search Operation in Layer 2 of Z-TCAM

| Steps | Activity |
| :---: | :---: |
| 1 | $\begin{aligned} & \hline \hline \text { Sub-word }_{1}=00 \\ & \text { Sub-word } \\ & 2=11 \end{aligned}$ |
| 2 | Sub-word ${ }_{1}$ is applied to $\mathrm{VM}_{21}$ Sub-word ${ }_{2}$ is applied to $\mathrm{VM}_{22}$ |
| 3 | Read out bit from $\mathrm{VM}_{21}=1$ <br> Read out bit from $\mathrm{VM}_{22}=1$ |
| 4 | Have all VMs validated their corresponding sub-words? |
| 5 | Yes, so sustain search operation |
| 6 | Read out data from OATAM $21=0$ Read out data from OATAM $22=1$ |
| 7 | Read out data from $\mathrm{OAT}_{21}=10$ <br> Read out data from $\mathrm{OAT}_{22}=11$ |
| 8 | K-bit AND operation result $=10$ |
| 9 | PMA $=2$ |

```
Algorithm 2 Pseudocode for Searching in Z-TCAM
INPUT: Search Key
OUTPUT: MA
    1: \(\rightarrow\) Apply search key
    2: \(\rightarrow\) Divide search key into N sub-words
    3: \(\rightarrow\) All layers use algorithm 1 in parallel
    4: \(\rightarrow\) Select MA among PMAs/mismatch occurs
```

If all VMs validate their corresponding subwords (equivalent to 1-bit AND operation in Fig. 2), then searching will continue, otherwise mismatch occurs in the layer. Upon validation of all subwords, the subwords read out their respective memory locations from their corresponding OATAMs concurrently and output their corresponding OATAs. All OATAs then read out $K$-bit rows from their corresponding OATs simultaneously, which are then bitwise anded. LPE selects PMA from the result of the $K$-bit AND operation. Example of a search operation in layer 2 is shown in Table III, following Algorithm 1. Memory blocks in Table II need to be searched.
2) Searching in Z-TCAM: Search operation in the proposed TCAM occurs concurrently in all layers, which follows Algorithm 2. Search key is applied to Z-TCAM, which is then divided into $N$ subwords. After searching, PMAs are available from all layers. CPE selects MA among PMAs; otherwise a mismatch of the input word occurs.

Table IV provides overall search operation in Z-TCAM, which follows Algorithm 2. We use input word 0011 to be searched.

TABLE IV
Example of a Search Operation in Z-TCAM

| Steps | Activity |
| :---: | :--- |
| 1 | Search key $=0011$ |
| 2 | Sub-word <br> 1$=00$ |
| Sub-word | $=11$ |$|$| PMA $_{1}=0$ |
| :--- |
| PMA $_{2}=2$ |

TABLE V
Implementation Results of Z-TCAM on Virtex-7 FPGA

| Cases (L, N) | BRAMs |  | FFs | LUTs | Speed <br> $(\mathrm{MHz})$ | Power <br> $(\mathrm{mW})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 36K | 18 K |  |  |  |  |
| Case 1 (2, 4) | 32 | 8 | 593 | 1781 | 176 | 75.06 |
| Case 2 (4, 4) | 32 | 16 | 665 | 1986 | 165 | 85.14 |
| Case 3 (2, 3) | 174 | 18 | 521 | 1628 | 124 | 158.07 |
| Case 4 (4, 3) | 180 | 36 | 521 | 1666 | 129 | 168.45 |
| Size: $64 \times 32$ |  |  |  |  |  |  |
| Case 1 $(2,4)$ | 0 | 16 | 134 | 301 | 196 | 23.20 |
| Case 2 (4, 4) | 0 | 32 | 198 | 447 | 190 | 35.69 |

In Table IV, for explanation, we assume that we have also mapped layer 1.

## V. Z-TCAM Implementation and Results

We have implemented two example designs with different design parameters ( $L$ : \# of layers and $N$ : \# of vertical partitions) of Z-TCAM for sizes $512 \times 36$ and $64 \times 32$ using Verilog-HDL on Xilinx Virtex-7 (xc7v2000t-2flg1925) FPGA as the target using Xilinx 13.2 Synthesis and Implementation Tool. We have verified its functionality using different test vectors using Xilinx ISim Simulator. Implementation flow exactly follows Fig. 1. Resource utilization and maximum frequency of the example designs are given in Table V .

We have measured power consumption using Xilinx Xpower Analyzer [16]. We have generated the switching activity interchange format (SAIF) file, which is required for more accurate power estimation. Total dynamic power consumption with 1.0 v core voltage and 100 MHz operation for different cases of the design examples is tabulated in Table V. We analyze from Table V that if we increase value of $L$ for the same value of $N$, then there is an increase in the memory size and power consumption. Similarly, if we decrease value of $N$ for the same value of $L$, then there is also an increase in the memory size and power consumption. Thus, a smaller value of $w$ reduces area and power consumption of Z-TCAM.

We have also synthesized and placed and routed $64 \times 32$ Z-TCAM using Synopsys tools using OSUcells library for $0.18 \mu \mathrm{~m}$ technology [17], which confirm its physical and technical feasibility. The design has been automatically placed and routed with Synopsys Astro tool, and finally a graphic database system (GDS) file has been created. The final layout and floorplan (preplacement) are shown in Fig. 3. The floorplan (preplacement) is highlighted with various memories used in layer 1. Details of the application-specific integrated circuit (ASIC) implementation are shown in Table VI. The cell/core ratio for final chip is $76.894 \%$. The OSUcells library does not have memory IPs, and memories are mainly constructed using basic cells and Flip Flops. The current ASIC implementation has been provided to show the physical realization of the proposed methodology. The proposed design mostly consists of memory blocks (RAM); using optimized SRAM standard cell memory intellectual property (IP) the design metrics can be drastically improved in terms of area, with possible further improvement in speed and power cost.

Latency of Z-TCAM up to PMA is three clock cycles, which is higher than that of conventional CAM; however, several literatures,


Fig. 3. ASIC implementation for $64 \times 32$ of Z-TCAM, with $L=4, N=4$. Layout (left) and (preplacement) floorplan (right).

TABLE VI
IMPLEMENTATION RESULTS FOR $64 \times 32$ Z-TCAM IN OSUCELLS LIbRARY FOR $0.18 \mu \mathrm{~m}$ TEChnology

| Cases (L, N) | Case 2 (4, 4) |
| :--- | :---: |
| Speed $(\mathrm{MHz})$ | 223 |
| Total Area $\left(\mu \mathrm{m}^{2}\right)$ | 18707925 |
| Power Consumption (W) @ 100 MHz and 1.0 v | 0.376 |

for example [12], [18], and [19], take multiple cycles for a lookup, thus making CAM latency even longer. With the inclusion of priority encoder, latency becomes four clock cycles. Latency can be easily compromised as long as throughput is achieved. The throughput of the proposed TCAM is one word comparison per clock cycle. For larger TCAM size, there may be larger values for $L$ and $N$ but it is expected that the throughput is not affected by larger size of TCAM. Because all layers are accessed simultaneously, latency is independent of number of layers. Key benefits of Z-TCAM over conventional TCAM are given below.

1) The proposed Z-TCAM is simpler, and easily scalable (owing to easy scalability of SRAM) for large size TCAM. The proposed one can be easily composed in ASIC or FPGA environment and the feasibility has been demonstrated successfully.
2) The proposed TCAM follows the development trends of SRAM, which are much faster than conventional TCAM. Thus, the development in FPGA and SRAM technologies will give much better values for the proposed Z-TCAM.
3) Classical TCAM uses match-line and XOR gates for comparison operations. The match-lines in classical TCAM are very capacitive and consume much time for charging and discharging. There is the physical limit in increasing speed for classical TCAM because of such intrinsic structure. However, the proposed approach mainly uses SRAM read operations for comparisons. The speed of the proposed TCAM is only limited by the read speed of SRAMs. This speed can be much higher than the speed of classical TCAM.

## VI. CONCLUSION

In this brief, we have presented a novel SRAM-based TCAM architecture of Z-TCAM. We have implemented two example designs of $512 \times 36$ and $64 \times 32$ of Z-TCAM on Xilinx Virtex-7 FPGA. We have also designed $64 \times 32$ Z-TCAM in OSUcells library for $0.18 \mu \mathrm{~m}$ technology, which confirms its technical feasibility. FPGA implementation is a big plus for Z-TCAM. Resources utilization, speed, and power consumption for different situations for the example designs on FPGA as well as in ASIC have been tabulated. Z-TCAM also ensures large capacity TCAM whereas this capability is lacked by conventional ones. Moreover, the proposed TCAM has a simpler structure, and very importantly, has a deterministic search performance of one word comparison per clock cycle.

SRAM-based TCAM is a rich field of research and further investigation is necessary to find out more SRAM-based TCAMs. Our future work aims to investigate the field in depth and achieve more designs for SRAM-based TCAM.
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