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The image resolution of an aberration-corrected laser-scanning fluorescence microscopy (LSFM) system, like all
other classical optical imaging modalities, is ultimately governed by diffraction limit and can be, in practice, in-
fluenced by the noise. However, consideration of only these two parameters is not adequate for LSFM with ultra-
fast laser-scanning, in which the dwell time of each resolvable image point becomes comparable with the
fluorescence lifetime. In view of the continuing demand for faster LSFM, we here revisit the theoretical framework
of LSFM and investigate the impact of the scanning speed on the resolution. In particular, we identify there are
different speed regimes and excitation conditions in which the resolution is primarily limited by diffraction limit,
fluorescence lifetime, or intrinsic noise. Our model also suggests that the speed of the current laser-scanning tech-
nologies is still at least an order of magnitude below the limit (∼sub-MHz to MHz), at which the diffraction-limited
resolution can be preserved. We thus anticipate that the present study can provide new insight for practical
designs and implementation of ultrafast LSFM, based on emerging laser-scanning techniques, e.g., ultrafast
wavelength-swept sources, or optical time-stretch. © 2014 Optical Society of America

OCIS codes: (170.2520) Fluorescence microscopy; (170.7160) Ultrafast technology; (180.2520)
Fluorescence microscopy; (180.5810) Scanning microscopy.
http://dx.doi.org/10.1364/JOSAB.31.000755

1. INTRODUCTION
With the advent of myriad naturally occurring or synthetic flu-
orophores as contrast agents, fluorescence microscopy has
proven an indispensable tool for visualizing biological speci-
mens with impressive image contrast as well as high spatial
resolution [1]. Further assisted by the leapfrog development
in laser technology, laser-scanning fluorescence microscopy
(LSFM) allows efficient fluorescence excitation (either one-
photon or multiphoton excitation), and thus allows visualiza-
tion of different biomolecular structures in cells and tissues
with superior contrast.

However, it is not trivial for LSFM to achieve real-time
fluorescence imaging with temporal resolution down to milli-
seconds or even less—a time scale within which plenty of
intricate biological dynamics can take place, e.g., neuronal ac-
tion potentials, cellular chemical waves, and drug transport
[2–4]. Its imaging speed is typically limited to ∼1–10 frames
per second, based on the raster-scan approach [2]. The frame
rate of LSFM is predominantly governed by the point-scanning
speed of the scanning technique. Attempts have been made to
speed up the acquisition process by utilizing various laser-
scanning mechanisms. Among all, mechanically scanning
mirrors, known as galvanometric mirrors, are widespread in
the commercial LSFM systems. However, because of the
mechanical inertia in all the galvanometric mirrors, including
microelectro-mechanical system scanners, it only can provide
a one-dimensional (1D) scan rate up to ∼1 kHz. Modest
improvement in scan speed can be achieved by operating
the mirrors at their resonant frequencies—mostly up to
∼10 kHz [5]. Recent advances using a rotating polygonal mir-
ror can scale the speed up to ∼100 kHz [6]. Another type of

laser scanning element is the acousto-optic deflector (AOD),
in which the laser steering is accomplished based on diffrac-
tion by the frequency-dependent acoustic wave [7]. AOD
scanners eliminate the inherent limitations of galvanometric
scanners, i.e., speed and mechanical stability, and so can pro-
vide a faster scan rate up to ∼10–100 kHz [8]. An emerging
high-speed laser-scanning technique is spectral encoding,
which employs a wavelength-swept laser source and a diffrac-
tion grating. This approach was demonstrated for LSFM of
nonbiological specimens with a scan rate of 40 kHz [9].
Notably, the scan rate of the spectral-encoding-based laser
scanning can be drastically scaled up to ∼100 MHz by an op-
tical time-stretch process—a technique which has also been
applied for ultrafast spectroscopy [10] as well as nonfluores-
cent imaging [10–16].

On the one hand, the laser-scanning technologies continue
to boost the scanning speed for achieving the ultimate, high-
speed LSFM; on the other hand, they are intrinsically limited
by the fluorescence decay lifetimes of the fluorophores. De-
pending on the types of fluorophores and the ambient condi-
tions, the typical fluorescence lifetimes for bioimaging are in
the order of nanosecond to microsecond [17]. At an ultrafast
scanning speed, the dwell time of each resolvable image point,
defined by point spread function (PSF), becomes comparable
with the decay lifetime of the fluorophore. Fluorescence de-
cay tail [Fig. 1(a)] thus has to be taken into account when
evaluating the PSF, or the resolution of the LSFM system. This
is in contrast to the conventional aberration-free LSFM
system, in which the PSF is fundamentally governed by the
diffraction limit [1,18–21].
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To this end, here we present a theoretical analysis of the
performance of LSFM under the high-speed laser-scanning
scenario. We particularly revisit the resolution evaluation of
LSFM by considering both the fluorescence dynamics and dif-
fraction limit to investigate the impact of the scanning speed
on the resolution. Such consideration has been overlooked in
LSFM, as the fluorescence lifetime and resolution are mostly
decoupled in the slow laser-scanning speed regime. Based on
our model, we identify different speed regimes and excitation
conditions, in which the resolution is primarily limited by
(i) diffraction limit, (ii) fluorescence lifetime, and (iii) noise.
In particular, we consider the intrinsic shot-noise of fluores-
cence emission in our model to investigate the effect of noise
on the image under such high-speed operation. The analysis
allows us to identify the practical speed limit of LSFM, below
which the system can perform at reasonably high signal-to-
noise (SNR). Our result also suggests that the speed of the
current laser-scanning technologies is still at least an order
of magnitude below the limit (∼sub-MHz to MHz) at which
the diffraction-limited resolution can be preserved.

Extensive studies have been carried out to investigate the
effect of noise on the fluorescence microscopy performance
[17,18,22–24]. However, the knowledge of how the scanning
speed, especially under ultrafast scanning, influences the
noise of LSFM has been elusive. We anticipate that the present
study could provide a new insight for design and implemen-
tation of ultrafast LSFM.

2. GENERAL THEORETICAL FRAMEWORK
A. System Considerations
A typical laser-scanning fluorescence microscope can be gen-
eralized by the schematic shown in Fig. 1. The laser-scanning
fluorescence excitation is done by a beam deflector (BD) (e.g.
galvanometric mirrors, AOD, or spectral-encoding scanner),
which are located on the conjugate plane of the rear aperture
of an objective lens (OL). The scanner provides angular de-
flection of the excitation beam. The OL, which is assumed
to be telecentrically corrected, focuses the beam and trans-
forms its angular steering motion to a linear scan motion
across the specimen at the linear velocity v�. Themultiple-lens

telecentric relay system, commonly equipped in the LSFM sys-
tem, is omitted here for simplicity. A fraction of the fluores-
cence emission is collected back by the same lens (OL). A
dichroic mirror (DM) is used to spectrally separate the emis-
sion light from the background excitation light, and redirects
the emission light to a photodetector (PD) through another
relay lens system (RL). The PD is located on the conjugate
plane of the specimen plane. In this paper, we primarily con-
sider that neither de-scanning scheme nor confocal detection
(i.e., no pinhole) is implemented. In this way, we can compare
all the existing state-of-the-art laser-scanning technologies
under the same detection conditions as beam descanning
and, thus, confocal detection is nontrivial for some scanning
mechanisms, including AOD and spectral-encoding [5,25].
Nevertheless, we note that our model is also applicable to
the confocal detection with de-scanning as a special case.

B. Theoretical Model
1. Fluorescence Excitation
We here consider that a two-dimensional (2D) fluorescence
image is captured by a raster-scan motion of a single laser
beam. This model is applicable to all the major laser-scanning
techniques (e.g., galvanometric mirrors, AOD, or spectral-
encoding scanner), including the multi-spot scanning ap-
proach [26], provided that the adjacent spots do not introduce
cross talk of fluorescence signal. We primarily focus on the
effect on the resolution of LSFM under ultrafast linear scan-
ning motion (i.e., 1D across the specimen). Therefore, it suf-
fices to consider the fluorophore distribution in the specimen
to be x-dependent only and it is homogeneous in both the y
and z directions.

We use the dimensionless time variable t and space variable
x, which represent the normalized time scale and length scale
with respect to the lifetime τ, and the excitation beamwaistw,
respectively. The actual length scale (indicating the beam dis-
placement) x� and time scale t� are defined as x� � xw
and t� � tτ.

We also define the “normalized” linear scanning speed v of
the excitation beam relative to its beam waist, within the
fluorescence lifetime. The actual scanning speed v� is thus
expressed as

v� � v ×w∕τ: (1)

The excitation beam is assumed to have a Gaussian profile
and the excitation photon flux profile is

φex�x; t� �
Q̄ex

2π
exp

�
−

1
2
�x − vt�2

�
; (2)

where Q̄ex is the average photon rate from the illumination
source per unit lifetime, defined as Q̄ex � P̄exτλex∕hc, where
P̄ex and λex are the average power and the wavelength of the
excitation laser, respectively. h is Planck’s constant and c is
the speed of light in free space. The Gaussian excitation pro-
file is chosen to establish an analytical model that provides a
straightforward understanding of the speed-dependent perfor-
mance of LSFM. The excitation spatial profile in Eq. (2) can be
replaced by any other appropriate forms to represent different
excitation configurations, such as an Airy disk function for an
overfilled aberration-free OL [27]. Gaussian approximation is

Fig. 1. Generic schematic of an LSFM system. (a) Zoom-in view of
the smeared fluorescence emission due to the fluorescence lifetime
decay tail, which becomes significant under the high-speed scanning
operation. (b) Simplified Jablonski diagram showing the key energy
states of the fluorophores. The energy transitions are also shown
therein. (Key: BD: beam deflector; OL: objective lens; DM: dichroic
mirror; RL: relay-lens system; PD: photodiode.)
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also well-known to be an accurate model to study the perfor-
mance of fluorescence microscopy [27].

2. Fluorescence Dynamics
A vast majority of the previous theoretical work on LSFM in-
vestigated the low-scanning-speed LSFM systems (i.e., v ≪ 1)
[1,18–21], in which the fluorescence response is essentially in
steady-state within the time scale required to traverse a fo-
cused beam waist (or simply a spot dwell time). However,
at an ultrafast scanning speed (v ≥ 1), such a transit time is
comparable with a unit of fluorescence lifetime. In other
words, fluorescence afterglow may lead to signal cross talk
between the neighboring spots. The transient response thus
must be considered in the resolution analysis. The fluores-
cence dynamics is modeled here by a simplified two-level
Jablonski diagram, as depicted in Fig. 1(b). Typically, the re-
laxation time within the same energy state (S�

1 → S1) is neg-
ligibly short compared with the spot dwell time as well as the
fluorescence lifetime (∼1–100 ns) [28]. Therefore, we assume
this process to be instantaneous. We further assume the con-
tributions from the inter-system crossing to the long-lived trip-
let states, as well as phosphorescence, to be negligible. This is
particularly valid for the high-speed scanning scenario. We
note that the fluorescence dynamics, and thus the lifetime,
in practice, can be influenced by a number of factors, such as
ambient pH, temperature, quenching effect, dissociation of
the fluorophores, and so on [1]. The fluorescence lifetime
serves as the generic parameter linked to the radiative proc-
ess, which ultimately influences image quality, as discussed in
detail in the later section.

The total concentration of the fluorophores at any position
x and time t, N tot�x; t�, is then given by the sum of the fluo-
rophore concentration in the ground states N0�x; t� and that
in the excited state N1�x; t�, i.e., N tot�x; t� � N0�x; t� �
N1�x; t�. We define the population probabilities of the ground
state and the excited state as p0�x; t� and p1�x; t�, such that
p0�x; t� � p1�x; t� � 1. In other words, the excited state con-
centration can be found as

N1�x; t� � N tot�x�p1�x; t�: (3)

The fluorescence dynamics of the excited state is given by a
rate equation in terms of p1�x; t�:

dp1�x; t�
dt

� −p1�x; t� �
a
w2 φex�x; t� × �1 − p1�x; t��; (4)

where a is the effective absorption cross section per fluoro-
phore. Given a quantum efficiency ηq of the radiative decay,
the fluorescence emission flux is

φem�x; t� � ηqN tot�x�p1�x; t�ΔA; (5)

where ΔA is the effective emission cross section area in the
y–z plane, given by the specimen thickness and the beam size
in the y-direction.

3. Fluorescence Detection
Let h�x� be the PSF of the optical system, which includes the
OL and other relay lenses before the PD. The detected fluo-
rescence emission distribution in the PD plane, a conjugate

plane of the specimen, is the convolution of the sample emis-
sion and the PSF h�x�:

φem2�x2; t� � ηobj�φem�x; t� � jh�x�j2�x�x2∕M; (6)

where * is denoted as the convolution operator. M is the mag-
nification factor of the microscope system. The proportional-
ity constant in Eq. (6) is the objective collection efficiency
ηobj � �1 −

�����������������
1 − NA2

p
�∕2, where NA is the numerical aperture

of the OL [24]. Assuming an aperture size of 2R (in a unit ofw)
at the PD, the overall emission photon flux Q̄em�t� is given by

Qem�t� � ηobjηq

Z �R

−R
φem2�x2; t�dx2wΔA

� ηobjηq

Z �∞

−∞
N tot�x�p1�x; t�

×
Z �R∕M

−R∕M
jh�x0 − x�j2dx0dxwΔA: (7)

4. Overall Model
Combining Eqs. (2) and (4), we obtain a rate equation describ-
ing the spatiotemporal response of the excited fluorophores,
with a scanning laser beam moving at a linear velocity v:

dp1
dt

� −p1 � ηabsQ̄ex exp
�
−

1
2
�x − vt�2

�
× �1 − p1�; (8)

where ηabs � a∕�2πw2� is defined as photon absorption effi-
ciency. If we assume that the fluorophores are far from
saturation (i.e., 1 − p1 ∼ 1), then Eq. (8) can be further
reduced to:

dp1
dt

� −p1 � ηabsQ̄ex exp
�
−

1
2
�x − vt�2

�
; (9)

which can be solved analytically. As discussed in Section 2.A,
a large-area detector is used (i.e., R ≫ w); therefore, the de-
tected emission photon flux in Eq. (7) is given by

Q̄em�t� � ηobjηq

Z �∞

−∞
N tot�x�p1�x; t�dxwΔA: (10)

We also define an overall photon transfer efficiency (PTE)
γ, as the ratio of the average emission Q̄em to the average ex-
citation photon flux Q̄ex. PTE is relevant to the noise analysis
in later sections and can be derived from Eq. (10) in the non-
saturation condition

γ � Q̄em∕Q̄ex � ηobjηqηabs × N̄ tot ×
������
2π

p
wΔA; (11)

where N̄ tot is the average concentration. See Appendix A for a
detailed derivation.

3. PERFORMANCE METRICS
A. Scanning-Speed-Dependent Resolution
We here characterize the LSFM by the contrast transfer func-
tion (CTF), defined as the detected fluorescence signal
contrast as a function of the spatial frequency k of a fluores-
cence specimen. The contrast is defined as C � �Qem;max−

Qem;min�∕�2Q̄em�, where Qem;max and Qem;min correspond to
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the detected maximum and minimum photon rate. Q̄em is the
average photon rate. The resolution can be determined by the
Rayleigh criterion—the smallest resolvable periodic feature
giving a contrast of 25% [1]. In other words, it corresponds
to a 25%-bandwidth in a CTF with a cut-off spatial frequency
kRay [Fig. 2(a)].

Taking the scanning speed into account, we obtain the
CTF of an LSFM system based on Eqs. (9) and (10) as (see
Appendix A for detailed derivation):

CTF�k� � exp�−k2∕2��������������������
v2k2 � 1

p ; (12)

where k is the normalized spatial frequency with a unit 2π.
Equation (12) provides a simple but important concept that
the scanning speed v and, thus, the fluorescence lifetime τ
[see Eq. (1)] come into play when evaluating the CTF and the
resolution. This is clearly depicted in Fig. 3, showing the
scanning-speed-dependent CTFs (solid lines). The contribu-
tion of fluorescence lifetime to CTF vanishes at very low
scanning speed (v ≪ 1). In this case, CTF is reduced to the
standard form, describing the classical LSFM:

CTF�k�≃ exp�−0.5k2� if v ≪ 1: (13)

This essentially corresponds to the diffraction-limited case
(see the dotted line in Fig. 3 using this approximation). The
resolution in this case can be obtained analytically by evalu-
ating kRay �

���������������������
ln�0.25−2�

p
≃ 1.67, which corresponds to a

resolvable spatial period of 2πw∕kRay ≃ 2 × 2w. In contrast,
when speed v is high (v ≫ 1), the contrast is progressively
diminished, implying the deteriorating resolution. In this sce-
nario, the CTF, and thus the resolution, are said to be lifetime-
limited. The CTF in this limiting case can be approximated as:

CTF�k� � 1�������������������
v2k2 � 1

p if v ≫ 1: (14)

Such lifetime-limited approximation is exemplified in
Fig. 3 for v � 10. The resolution bandwidth (25%-contrast)
kRay �

�������������
15∕v2

p
, and thus the resolvable period, is given as

2πw∕kRay ≃ 1.6vw. As a general case, the resolution (25%-
contrast) bandwidth kRay can be evaluated by

CTF�kRay� �
exp�−k2Ray∕2������������������������

v2k2Ray � 1
q � 25%; (15)

and will be further discussed in Section 4.B.

B. Noise-Limited Resolution
In the previous section, the resolution is determined based on
the assumption that the noise in the system is negligibly small.
This means that the resolution is diffraction-limited at slow
scan speeds (v ≪ 1), and lifetime-limited at fast scan speeds
(v > 1). In reality, noise, a random fluctuation in detected
fluorescence signals, could degrade the SNR as well as the
contrast (Fig. 4). This is particularly relevant to the cases of
ultrafast laser-scanning, i.e., shorter dwell time, resulting in
fewer photons collected from fluorescence emission. To quan-
tify the noise performance, we adopt the concept of detect-
ability limit D [29]:

D � 1
SNR

� σ

m
: (16)

where σ is the variance in photon number, which is essentially
related to the intensity noise, m is the expected number of

Fig. 2. Defining resolution by contrast transfer function (CTF). (a)
Resolution determined by the cut-off spatial frequency kRay at which
the contrast C � 25% (i.e., Rayleigh criterion). This is the case when
the detectability limit D < 25%, i.e., a low-noise system whose resolu-
tion is either diffraction-limited or lifetime-limited. (b) Resolution
defined by the cut-off spatial frequency kDet at which the contrast
C � D. This corresponds to the case when D > 25%, i.e., the noisy
system whose resolution is noise-limited.

Fig. 3. Laser scanning-speed-dependent CTFs at the speed v � 0.1, 1,
and 10. The dashed and dotted–dashed lines represent the diffraction-
limited approximation [Eq. (13)] and the lifetime-limited approxima-
tion [Eq. (14)], respectively. As the speed increases, the bandwidth of
the CTF becomes narrower, i.e., the contrast and the resolution are
degraded correspondingly.

Fig. 4. Quantifying the impact of noise on image contrast. For a small
object of size 2π∕k to be visible in the presence of noise fluctuation,
signal range (Qmax − Qmin) must be larger than signal variation (σ). In
the noise-limited case, C � �Qmax − Qmin�∕�2Q̄� � σ∕Q̄ � D, where
D � 1∕SNR is the detectability limit.
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photons received per image pixel, or equivalently the product
of the emission photon rate, and the sampling interval T of
the PD:

m � Q̄emT � γQ̄exT: (17)

In practice, the noise originates from the inherent shot-
noise of the fluorescent photons, the dark current noise,
and the thermal noise of the PD [1,22]. For the sake of argu-
ment, we assume ideal photodetection, in which the noise is
only limited by the photon shot-noise, following the Poisson
statistics [23]. It results in the shot-noise-limited detectability
D � 1∕

�����
m

p
. The detectability limit defines the smallest con-

trast that can be distinguished from the background (i.e., aver-
age signal) in the presence of noise. In other words, features
having contrast smaller than the detectability limit will be
indistinguishable. Therefore, we can also define kDet as the
resolution bandwidth solely determined by detectability limit.
The condition is given as

CTF�kDet� � D � 1�����
m

p � 1��������������
γQ̄exT

p : (18)

For the system with low noise, the resolution is limited by
the Rayleigh criterion as D could be smaller than the 25%-
contrast level, i.e., CTF�kRay� > CTF�kDet� [Fig. 2(a)]. In con-
trast, for the system with low emission intensity or high-noise,
the signal fluctuation would overwhelm the 25%-contrast
level, i.e., CTF�kRay� < CTF�kDet� [Fig. 2(b)] [1]. In this case,
the contrast should primarily be governed by the detectability
limit. The resolution is thus said to be noise-limited.

It should be stressed that a proper sampling interval T
should be carefully chosen, especially in the ultrafast scan-
ning regime. Intuitively, it is desirable to shorten T at higher
scan rates to avoid undersampling (i.e., pixelation in the im-
age). However, smaller T also implies loss of collected emis-
sion photons, and thus degrades the SNR. Yet, increasing T
can improve the SNR, but at the risk of undersampling,
which results in loss of resolution. Therefore, the optimal T
should be chosen to satisfy the Nyquist sampling limit, which
ensures to resolve the feature with a maximum cut-off spatial
frequency kDet on the CTF, i.e., T � 0.5 × 2π∕�vkDet�. Based
on Eqs. (12) and (18), the value of kDet must satisfy the
condition of

exp�−k2Det∕2�����������������������
v2k2Det � 1

q �
�
γQ̄ex ×

π

vkDet

�
−1∕2

: (19)

Equation (19) is particularly useful for quantifying the
noise-limited resolution, as discussed in Section 4.C.

C. Effect of Fluorescence Saturation
Equation (9) assumes that the excitation power does not de-
plete the ground state of the fluorophores. A good approxima-
tion for an unsaturated condition is that the excitation power
is 10% of the saturation level [4]. This corresponds to

Q̄ex � 0.1
ηabs

� 0.1Q̄sat; (20)

where Q̄sat � 1∕ηabs is the saturation photon rate [29]. In the
case of saturation, the CTF is no longer a linear space-
invariant function. Therefore, numerical simulation of Eqs. (8)
and (10) is performed to investigate the saturation-dependent
resolution. The results will be discussed in Sections 4.B
and 4.C.

4. RESULTS AND DISCUSSION
A. Relationship between Spatial Resolution and
Scanning Speed
We first consider a noiseless LSFM system, i.e., based on
Eq. (15), to analyze the key relationship between the spatial
resolution and scanning speed, as shown in Fig. 5. Below the
speed of v ∼ 0.3, the resolution is essentially independent of
the speed, while the resolution grows linearly with the scan-
ning speed when it is beyond v � 0.3. The significance of this
plot becomes obvious if we compare the speeds of different
state-of-the-art laser-scanning techniques (see also Table 1).
Here, we assume full-sweep displacement or, equivalently,
the field-of-view of 150 μm. This value corresponds to the case
using a typical high-magnification OL (e.g. >60×). We found
that the scanning speeds of most existing laser-scanning sys-
tems, including galvanometric mirrors (v ∼ 10−4) and resonant
mirrors (v ∼ 10−2) are orders of magnitude slower than v≃ 1.
The resolutions achieved by these techniques are, thus, pri-
marily diffraction-limited. It has been demonstrated that the
fluorescence imaging speed can be boosted by employing
an AOD scanner [8] with a scan rate of 25 kHz (v � 0.03),
or a spectral-encoding scanner [9] with a rate of 50 kHz
(v � 0.06). These values are still an order of magnitude
smaller than the limit (v ∼ 0.3) beyond which the resolution
becomes speed-dependent, and thus the resolution is deterio-
rated. Therefore, there is apparently still room to push the
laser scanning speed for LSFM higher. In this regard, we note
that some possible laser-scanning solutions could have the
potential, although they have not been utilized for LSFM,
for biological specimens. For example, an AODwith a 100 kHz
scan rate (v ∼ 0.1) has been employed for nonfluorescent im-
aging [30]. In addition, the swept-source originally developed
for optical coherence tomography (OCT) and spectrally-
encoded imaging in a longer near-infrared (NIR) range

Fig. 5. Laser-scanning-speed-dependent resolution in LSFM. The
scan speeds of the major laser scanning techniques are also labelled
on the plot. Beyond v ∼ 0.2, the resolution becomes speed-dependent
(i.e., lifetime-limited). In contrast, the resolution is independent of the
scan speed when v ≪ 0.2.
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(∼800–1500 nm), can now achieve a swept-rate of >100 kHz
[31–34]. If this swept-source can be realized in the visible
range, a spectral-encoded laser-scanning solution at multi-
hundreds kHz could also be a viable solution to scale up
the speed of LSFM to the limit.

Notably, the speed of laser-scanning based on spectral-
encoding can be further increased dramatically by optical
time-stretch [10,11,13,14]. This is essentially a technique to
map the spectrum of an ultrashort laser pulse (∼fs − ps) into
time via group velocity dispersion. This results in a wave-
length-swept (chirped) temporal waveform with a scan rate
as high as ∼1–10 MHz, which is governed by the repetition
rate of the laser source. This corresponds to the scanning
speed of v ∼ 1 to v ∼ 10—an interesting regime, where the res-
olution is dependent on the laser scanning speed, i.e., lifetime-
limited resolution. We note that it might be possible to retrieve
the diffraction-limited resolution in such a lifetime-limited
regime by deconvolution techniques, provided that the fluo-
rescence lifetime τ is known. It has been demonstrated that
the lifetime can be estimated from the real-time measure-
ments, even if the fluorescence decay is incomplete [35,36].
While such approach was taken in fluorescence lifetime imag-
ing microscopy (FLIM), it could open up new possibility for
image reconstruction in LSFM, if the scanning speed could
be scaled up to 100 kHz − 1 MHz. Going beyond the scan rate
of v � 10 could severely worsen the resolution by the lifetime
decay and, thus, seems not to be practical. For instance, a
10 MHz time-stretch system (v ∼ 12) results in a resolution
∼10 times worse than the diffraction-limited resolution.
Table 1 summarizes the comparison among all aforemen-
tioned laser scanning techniques.

B. Relationship between Spatial Resolution and Noise
Level
We further investigate the impact of noise on the resolution of
LSFM over a wide range of scanning speeds (v � 10−4 to
v � 10) by considering the speed-dependent detectability
limit of the system (Fig. 6). Assuming unsaturated excitation
(i.e., 0.1%, 1%, and 10% of the saturation level), as well as
shot-noise-limited condition, the resolution governed by de-
tectability limit (red curve) is, in general, smaller than that
determined by the Rayleigh criterion (blue dashed curve) in

the low-speed regime (v < 10−2). This corresponds to the case
of Fig. 2(a). Therefore, in a low-speed LSFM system, the pho-
ton shot-noise does not have significant contribution to the
actual resolution, which is mostly diffraction-limited.

As the scanning speed is scaled up, the detectability limit
becomes comparable with, and even surpasses the 25% con-
trast level [i.e. Fig. 2(b)]. The resolution is now noise-limited,
unless resorting to a higher excitation power. For instance, it
is required to increase the excitation flux to at least 10% of the
saturation level (Q̄sat) to ensure the diffraction-limited resolu-
tion in the high-speed range of v � 0.01 to v � 0.1 (i.e., a scan
rate of ∼10 kHz − 100 kHz) (Fig. 6). The SNR (� 1∕D), mean-
while, is also maintained at a reasonable level of ∼3%
(Table 2). We note that this excitation flux level is practical
in most of the biological imaging by LSFM [4].

Merely increasing the excitation power does not guarantee
ultrafast LSFM. On an equal footing, a PD with high speed
(bandwidth) and high sensitivity is also crucial. FromEqs. (18)
and (19), we could estimate the required Nyquist sampling
time T of photodetection under different speed regimes
(see Table 2). In a low-speed system, e.g., using nonresonant
scanning mirrors, the sampling time can be relaxed to
∼2; 000× fluorescence lifetime. Considering the typical fluo-
rescence lifetime of the fluorophores of ∼1–100 ns, PDs with
the time response ∼1 μs–10 ms, which are widely available,
are adequate for commercial LSFM running in the low-speed
regime.

In contrast, if the ultrafast LSFM is to be explored in the
speed range of v ∼ 0.1 to v ∼ 1, one should employ high-speed
detection with the required sampling time to be ∼10 times the
lifetime (Table 2). This implies that PDs with >10 MHz band-
width (or nanoseconds temporal response time) are essential
for such purpose. The current state-of-the-art PDs, including
photomultiplier tubes (PMTs), avalanche photodiodes
(APDs), and hybrid PDs (HPDs), could meet such a speed
criterion with high detection sensitivity. Hence, they are the
critical elements along with the ultrafast LSFM development.

Further pushing the speed v ≫ 1 (scan rate ≫1 MHz)
results in severe resolution degradation, not only because

Table 1. Rayleigh Resolution of Selected Beam

Scanning Mechanisms for LSFM

Mechanism
Sweep Rate

(f ∕Hz)
Speeda

(v)
Resolutionb

(π∕kRay)

Galvanometric mirror,
nonresonant [5]

500 0.0006 1.89×

Galvanometric mirror,
resonant [5]

7800 0.010 1.89×

AOD [8] 25 k 0.031 1.89×
Swept-wavelength laserc [9] 50 k 0.062 1.89×
KiloHertz laser scannerd 100 k 0.123 1.90×
Optical time-stretche [39] 10 M 12.3 10.46×

aAssuming 150 μm full-sweep displacement or, equivalently, the field-of-view.
This corresponds to the case using a typical high magnification OL.

bLateral spatial period �2π∕kRay� is normalized with respect to illumination
beam waist diameter 2w for clarity.

cSpectral-encoding scanner based on swept-wavelength laser.
dExamples are AOD [37], rotating polyonal mirrors [3], and spectral-encoding

scanner [38].
eNot yet applied to LSFM.

Fig. 6. Impact of noise on scanning-speed-dependent resolution of
LSFM. Three excitation powers are chosen (red solid lines): 10%,
1%, and 0.1% of the saturation level. The three curves are obtained
by evaluating the minimally resolvable feature size (in a unit of 2w),
defined by detectability limit D, i.e., from the condition of Eq. (19).
The actual resolution of the system is determined by the larger value
of noise-limited resolution at a given excitation (red lines) and the
resolution defined by the Rayleigh criterion (blue dashed line).
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of lifetime decay, as mentioned in Section 4.A, but also be-
cause of the relationship between the Nyquist-limited sam-
pling time of photodetection and the shot-noise-limited
detectability limit (or SNR), which hinders high resolution
at ultrafast scan speed [see Eq. (19)]. The sampling time
(and thus the required photodetection response time) cannot
always be scaled down with the increasing scan rate, espe-
cially when v ≫ 1. This is because the response time should
be bounded by a minimum time within which the shot-noise-
limited SNR is still sufficient to provide distinguishable con-
trast, as determined by the detectability limit [Eq. (19)]. This
noise-limited resolution is always worse than the diffraction-
limited value. For an example, LSFM with a scan rate of
10 MHz requires a sampling interval ∼3 times of the lifetime,
which gives rise to a detectability limit of ∼10%. This leads to a
resolution of 5 times of the diffraction-limited value (See
Table 2 and Fig. 6).

C. Impact of Fluorescence Saturation on Resolution
It is clear from Fig. 6 that increasing the excitation power en-
hances the SNR, thus lowering the detectability limit and im-
proving the resolution, if the system is noise-limited. When the
power goes beyond the saturation level, i.e., the detectability
limit could be brought below the 25%-contrast level, even in
the high speed regime. In this case, the resolution can be pri-
marily determined by the Rayleigh criterion—either being
diffraction-limited (at low speed, v < 1) or lifetime-limited
(at high speed, v > 1). While it is well-known that saturation
could modify the resolution in conventional LSFM [28,40,41],
we observe that this effect has a diminishing impact on the
resolution as the scanning speed increases beyond v > 1,
i.e., lifetime-limited regime (Fig. 7). As expected, the diffrac-
tion-limited resolution (at v � 0.01) is degraded by saturation.
It can be visualized by the broadened and flat-top-like emis-
sion profile at 10× saturation level (left-most inset of Fig. 7).
The broadening effect is less obvious when the speed is in-
creased up to v � 5, at which the profile predominantly exhib-
its the long-tail decay and signifying the lifetime-limited
resolution.

We finally perform numerical simulation of LSFM of a test
pattern (checkerboard) at different scanning-speed regimes
and excitation fluxes (Fig. 8). The parameters employed in

Table 2. Required Nyquist-Sampling Interval and

Detectability Limit of LSFM based on Selected Laser

Scanning Mechanismsa

Mechanism
Sampling Intervalb

(T∕τ)
Detection Limit

(D∕%)

Galvanometric mirror,
nonresonant [5]

1827. 2.54

Galvanometric mirror,
resonant [5]

143. 2.81

AOD [8] 49.8 2.97
Swept-wavelength laserc [9] 27.0 3.09
100 kHz laser scannerd 14.8 3.24
Optical time-stretche [11] 2.2 12.57

aIllumination power Q̄ex is assumed to be at 10% of saturation level Q̄sat.
bSampling interval T � π∕�vkDet� is normalized with respect to lifetime τ.
cSpectral-encoding scanner based on swept-wavelength laser.
dExamples are AOD [37], rotating polyonal mirrors [3], and spectral-encoding

scanner [38].
eNot yet applied to LSFM.

Fig. 7. Laser-scanning-speed-dependent resolution at three different
excitation flux levels: 0.1× (solid line), 1× (dashed line), and 10×
(dashed–dotted line) saturation level. The three insets show the sat-
uration-dependent emission profiles upon Gaussian beam excitation
(dotted blue) at the speed of v � 0.01, v � 1, and v � 5. The emission
profiles at the three excitation fluxes are shifted relative to each other
by 2w for clarity. From right to left: 0.1×, 1×, and 10× saturation
level Q̄sat.

Fig. 8. (a) Test target pattern (with 150 μm field-of-view) for numerical simulation of LSFM. The size of stripe pattern ranges from 2 to 20 μm.
(b) Simulated image at different laser-scanning speeds (along the x-direction) and excitation flux levels (Q̄ex∕Q̄sat). The linear scan is along the x-
direction. The average detected photon count per pixel is shown in each image. The dotted lines, which roughly indicate the positions of the
minimally resolvable strips, are drawn for visual aid. (c) Corresponding line scan profiles at v � 0.01, v � 1, and v � 5 along the dotted line
illustrated in (a).
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the simulation are listed in Table 3 and represent the typical
experimental conditions for biological imaging. Several key
observations from this simulation include: (1) Both the reso-
lution and the emission flux are compromised at higher
speed. This is particularly obvious for v > 1 that the image
has to be pixelated to attain reasonable SNR (as discussed
in Section 4.B); (2) The impact of the saturation on resolution
becomes less significant for speed v > 1; (3) It is plausible to
push the scanning speed close to v ∼ 1 while maintaining rea-
sonably good resolution [with slight contamination by noise
(Fig. 7)] and reasonable SNR, particularly in the saturation
regime.

Based on Fig. 8, we could roughly estimate the key speci-
fications of the PD required to operate in such an unexplored
high-speed regime (v � 1). As the pixel sampling time for
v � 1 is ∼4 ns, a conservative estimate of the PD’s temporal
response should be around or less than 1 ns. Otherwise, its
bandwidth should be on the order of GHz. Given that the aver-
age photon per pixel for v � 1 is ∼2–81, the noise-equivalent
power (NEP) of the 1 GHz PD should be on ∼10−14 −
10−13 W∕Hz1∕2 or less, assuming the emission wavelength of
fluorescein (494 nm). While such specifications approach the
limit of the current state-of-the-art sensitive PDs, e.g., PMTs,
APDs, and HPDs, continuing advance in photodetection tech-
nologies could hold promise to bring the best combination of
high-speed and high-sensitivity detection in the near future.
This, together with the novel techniques of ultrafast laser
scanning, could, therefore, open up a new speed paradigm
in LSFM.

5. CONCLUSION
We present a theoretical analysis of LSFM in an under-
explored high-speed laser-scanning regime, particularly
where the fluorescence lifetime impacts image resolution.
Based on our model that links the scanning speed, resolution,
fluorescence saturation, and intrinsic photon shot-noise, we
quantified the CTFs, detectability limit, and revisited the
resolution evaluation of LSFM across a wide spectrum of
laser-scanning speeds. At low scanning speeds, diffraction-
limited resolution can easily be achieved without significant
noise contamination. This corresponds to the classical laser
scanning technology based on galvanometric mirrors, with
a scan rate of no more than ∼10 kHz. If the speed is scaled

up to >100 kHz, which is made possible by AOD, or emerging
techniques based on spectral-encoding, the resolution would
likely worsen by the presence of noise, due to shorter dwell
time at higher speed. With sufficiently high excitation flux in
the ultrahigh speed regime, the resolution could be lifetime-
limited, as the fluorescence decay creates significant cross
talk with the neighboring excitation spots and, thus, degrades
the resolution. In this case, the diffraction-limited resolution
could possibly be retrieved using proper deconvolution tech-
niques with the knowledge of the lifetime, thus representing a
new approach for image reconstruction in ultrafast LSFM. We
also found that the saturation effect does not play an impor-
tant role in determining the actual resolution in the high-speed
regime. Based on the model, we identified that there still ex-
ists a gap between the speed achieved by the typical laser-
scanning technologies and the speed limit beyond which
the lifetime or/and the noise greatly degrade the resolution,
i.e., the regime of v � 0.1 to v � 1. This corresponds to a scan
rate of ∼100 kHz − 1 MHz, which is rather under-explored. We
note that both AOD and spectral-encoding-based laser-
scanning could possibly be the viable candidates to achieve
such scanning speeds. Together with the innovation of high-
speed and sensitive PDs, ultrafast LSFM with a scan rate of
sub-MHz to MHz should not be far from reach. We anticipate
that the present study provides new insight to developing
ultrafast LSFM, which could benefit high-speed dynamical
studies of biological systems, as well as high-throughput
screening applications.

APPENDIX A: DERIVATION OF
EQUATIONS (11) AND (12)
By taking Fourier transform of Eqs. (9) and (10) with respect
to time t, we have

ιω ~p1�x;ω� � − ~p1�x;ω� � ηabsQ̄ex

×

������
2π

p

v
exp

�
−

ω2

2v2

�
exp

�
ιxω
v

�
; (A1a)

~Qem�ω� � ηobjηq

Z �∞

−∞
N tot�x� ~p1�x;ω�dxwΔA: (A1b)

If we define lateral spatial frequency k � ω∕v, then the
above equations become more elegant:

ιvk ~p1 � − ~p1 � ηabsQ̄ex ×

������
2π

p

v
exp

�
−

1
2
k2
�
exp�ιxk�; (A2a)

~Qem�ω� � ηobjηq

Z �∞

−∞
N tot�x� ~p1dxwΔA: (A2b)

By eliminating ~p1 from Eqs. (A2a) and (A2b), we have

~Qem�ω� � ηobjηqηabs
exp�−k2∕2�
1� ιvk

×

������
2π

p

v

Z �∞

−∞
N tot�x�

× exp�ιxk�dxwΔA × Q̄ex: (A3)

As the integrand is a spatial frequency spectrum of N tot�x�,
defined as ~N tot�k�, Eq. (A3) can be written as

Table 3. Numerical Values used in the Simulation

Symbol Value Units Description

Illumination source:
w 0.5 μm Excitation beam waist radius
ΔA 1 μm2 Effective excitation cross-section areaa

Fluorescence dye:
λex 494 nm Peak excitation wavelengthb

τ 4.1 ns Effective fluorescence lifetimea

a 10−20 m2 Effective absorption cross-section areac

ηq 0.9 — Fluorescence quantum efficiency
N̄ tot 0.2 × 10−3 mol∕m3 Average fluorescence concentrationa

Optical system:
ηobj 10% — Collection efficiency of OL

aCross section area is measured in the y–z plane.
bBased on fluorescein sample from [24].
cCross section area is measured per molecule.
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~Qem�ω�
Q̄ex

� ηobjηqηabs
exp�−k2∕2�
1� ιvk

×

������
2π

p

v
~N tot�k�wΔA ⇒ H�k�

� v ~Qem�ω�∕Q̄ex

~N tot�k�
� ηobjηqηabs

exp�−k2∕2�
1� ιvk

������
2π

p
wΔA:

(A4)

In the case of uniform concentration, ~N tot�k� and ~Qem�ω� are
Dirac delta functions. The transfer function in Eq. (A4) then
consists of only efficiency factors, i.e.,

vQ̄emδ�ω�∕Q̄ex

N̄ totδ�k�
� ηobjηqηabs ×

������
2π

p
wΔA

⇒ γ � Q̄em

Q̄ex
� ηobjηqηabs × N̄ tot ×

������
2π

p
wΔA: (A5)

This is the same expression as Eq. (11). Note that the speed
factor on the left hand side vanishes because of the relative
strength of the Dirac delta function, i.e., δ�k� � vδ�ω�. Since
we are interested in the absolute response, we normalize
the transfer function:

CTF�k� � jH�k�j
γ

� exp�−k2∕2��������������������
1� v2k2

p :
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