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We here explore Majorana fermion states in an s-wave superfluid of cold atoms in the presence of spin-orbital
coupling and an additional harmonic potential. The superfluid boundary is induced by a harmonic trap. Two
locally separated Majorana fermion states are revealed numerically based on the self-consistent Bogoliubov-de
Gennes equations. The local density of states is calculated, through which the signatures of Majorana excitations
may be indicated experimentally.
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I. INTRODUCTION

The Majorana fermion (MF), a particle that is its own
antiparticle, was originally proposed by Majorana many years
ago.1 For the past decade, the MFs have attracted tremendous
attention due to their exotic properties. Especially manipu-
lating MFs is one promising way to realize the non-Abelian
statistics that may have potential applications in topological
quantum computation.2 For condensed matter systems, the
MFs were first predicted to emerge in the Pfaffian fractional
quantum Hall state.3 Later, it was proposed that the MFs exist
in the p + ip superconducting system associated with the zero-
energy bound states in the vortex core.4–6 While searching for
the spin-triplet p-wave superconducting materials is of a great
challenge. Besides the real material, the p + ip superfluid (SF)
pairing state was proposed to be artificially created in the cold
atom systems with the p-wave Feshbach resonance.6 However,
p-wave molecules are not stable so that the proposal is also
difficult to implement.7 Recently, more attention has been paid
to topological systems with the spin-orbital interaction.8–17

This kind of system with an s-wave pairing may be equivalent
to the p + ip superconductor.8–11 Experimentally, tremendous
efforts have been made to search for MFs. Very recently,
several groups have reported the signatures of MFs in various
systems,18–22 but a definite demonstration for the existence of
MFs is still awaited.

It has been indicated that both the spin-orbital coupling
and the s-wave pairing SF state can be artificially cre-
ated in cold atom systems. The spin orbital coupling can
be generated through spatially varying laser fields.14,23,24

The s-wave pairing state is much more stable than the p-wave
one and has been realized.25 Besides the above conditions, the
realization of MFs require the presence of the Zeeman field
and vortex. A feasible scheme to realize a controllable Zeeman
field in cold atoms was proposed in Ref. 14. In the present
work, instead of the realization of MFs in the vortex core, we
elaborate that the MF states may also be induced in a confined
harmonic potential, noting that the position and motion of the
confined potential may be controlled more easily in the cold
atoms. Based on the Bogoliubov-de Gennes (BdG) equations,
the SF order parameters are calculated self-consistently. Our
numerical results illustrate the existence of the MF states.
The distinct features of the MF states are discussed in
detail.

The article is organized as follows. In Sec. II, we introduce
the model and work out the formalism. In Sec. III, we
perform numerical calculations and discuss the obtained
results. Finally, we give a brief summary in Sec. IV.

II. HAMILTONIAN AND FORMALISM

We start from a Hamiltonian including the spin-orbital
coupling and the SF pairing term, which reads

H = Ht + H�. (1)

Here, Ht includes the tight-binding part of the model with the
spin-orbital interaction and the spin polarization term given
by26

Ht =
∑

i

(
ψ

†
i

σ3 − iσ1

2
ψi+x̂ + ψ

†
i

σ3 − iσ2

2
ψi+ŷ + H.c.

)

+
∑

i

ψ
†
i (Uiσ0 + hσ3)ψi (2)

with ψi = (ψi↑,ψi↓)T, where σn are the identity (n = 0)
and Pauli matrix (n = 1,2,3), respectively, h represents an
effective Zeeman field. While H� is the SF pairing term,
expressed as

H� =
∑

i

(�iψ
†
i iσ2ψ

†
i + H.c.). (3)

The above Hamiltonian can be diagonalized by solving the
BdG equations self-consistently,(

Ht (r) �(r)σ3

�∗(r)σ3 −σ2H
∗
t (r)σ2

)
�n(r) = En �n(r) . (4)

For the N × N lattice size, the dimensionality of the Hamilto-
nian matrix is 4N × 4N . �n(r) is a 4N order column vector
with �n(r) = (un

r↑,un
r↓,vn

r↓,vn
r↑)T.

The order parameters �(r) are determined self-
consistently:

�(r) = V

2

∑
n

un
r↑vn∗

r↓ tanh

(
En

2KBT

)
, (5)

with V the pairing strength.
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The on-site particle number with spin σ is calculated after
diagonalizing the BdG Hamiltonian,

〈niσ 〉 =
∑

n

∣∣un
iσ

∣∣2
f (En), (6)

where f (x) is the Fermi distribution function. Then we can
obtain the on-site particle number ni = 〈ni↑〉 + 〈ni↓〉 and
the site-dependent magnetization mi = 1/2(〈ni↑〉 − 〈ni↓〉),
respectively. The local density of states (LDOS) can be
calculated as

ρi(ω) =
∑

n

[∣∣un
i↑

∣∣2
δ(En − ω) + ∣∣vn

i↓
∣∣2

δ(En + ω)
]
. (7)

The δ function δ(x) is taken as δ = 	/[π (x2 + 	2)], with the
quasiparticle damping 	 = 0.01.

We first analyze theoretically the duality between the
present model with the p-wave superconductors. For the
uniform case with Ui = 0, the Hamiltonian can be expressed
in the momentum space as

H = Htk +
∑

k

(�ke
iφkψk,↑ψ−k,↓ + H.c.), (8)

where Htk is the tight-banding term given by

Htk =
∑

k

h(k)(ψ†
k↑ψk↑ − ψ

†
k↓ψk↓)

+
∑

k

[g(k)ψ†
k↑ψk↓ + H.c.], (9)

with h(k) = (m + cos kx + cos ky) and g(k) = sin kx +
i sin ky . Defining two spinless quasiparticle operators
ck = 1√

2
(ψ†

k↑ + eiφkψ−k↓) and dk = i√
2
(ψ†

k↑ − eiφkψ−k↓), the
Hamiltonian can be rewritten in the spinless representation:

H =
∑

k

�kC
†(k)σ0C(k) +

∑
k

h(k)C†(k)σ3C(k)

+
∑

k

[g(k)eiφkC†(k)C†(−k) + H.c.], (10)

with C(k) = [(d(k),c(k)]T. One can find that the spin-orbital
interaction is transformed to the pairing terms. The system is
equivalent to the p + ip system with two sets of quasiparticles,
respectively, expressed as c and d operators. The pairing
terms for both sets have the form �̃ = sin kx + i sin ky . This
transformation makes it possible to realize the MFs in the
spin-orbital system.

The Ht in Eq. (2) with Ui = 0 is an effective model to
describe the topological insulator.26 The topological properties
are determined by h with the nonzero Chern number for 0 <

|h| < 2. Figure 1(a) illustrates the chiral edge states of the
model by considering the open boundary condition along x

direction (Lx = 50) and periodic boundary condition along y

direction with h = −0.2. As is seen, the energy gap closes at
ky = π with the zero-energy mode being localized at the edge
(ix = 0,50), suggesting the existence of the edge state. On the
other hand, if periodic boundary condition is taken for both
directions, the Hamiltonian can be expressed as 2 × 2 matrix
in the momentum space [see Eq. (9)]. The two energy bands,
obtained by diagonalizing the above 2 × 2 matrix, are plotted
in Fig. 1(b), representing the energy spectrum in the bulk.

FIG. 1. (a) The energy spectrum of the Hamiltonian Eq. (2) with
an open boundary condition along the x direction. (b) The energy
band in the momentum space with periodic condition.

There are two bands with the gap 0.4 and the energy bandwidth
2 (ε � [−2.2, − 0.2] ∪ [0.2,2.2]). If the on-site potential Ui

with 0.2 < Ui < 2.2 is chosen, the Fermi energy would cross
the lower energy band and the system becomes metal-like.
Then, the SF pairing might occur when an additional pairing
potential term is taken into account.

III. RESULTS AND DISCUSSION

The presence of the vortex is likely a key ingredient
but a great challenge for probing the MFs and non-Abelian
statistics. Usually, the vortex is induced by the magnetic
field, characterized as a 2π winding of the phase and the
vanishing of the order parameter in its center. In the present
work, we will not consider the field-induced vortex, we
rather take into account an harmonic potential in the form of
Ui = U0|(ri − r0)|2. We can conclude from the band structure
shown in Fig. 1(b) that the SF order parameter is nearly zero in
the trap center and increases when away from the center. It will
reach the maximum value when the potential Ui crosses the
energy band. Two SF boundaries are expected to exist when
the on-site potential crosses the band edges. The MF excitation
may appear at the SF boundaries.

Now, let us illustrate numerically the existence of the MF
states based on the above proposal. In the following, we use
h = −0.2, U0 = 0.01 and the pairing potential V = 2. The
numerical calculation is performed on a 36 × 36 square lattice
with the periodic boundary condition. The trapping center
locates at r0 = (18,18).

The self-consistent results of the BdG equations are
presented in Fig. 2. Figure 2(a) displays the spatial distribution
of the gap magnitudes and their phases (denoted by arrows).
The spatial distribution of the particle number and the site-
dependent magnetization are presented in Figs. 2(b) and 2(c),
respectively. The two-dimensional cuts of the gap magnitude,
the particle number, and the site dependent magnetism are
plotted in Fig. 2(d). As is seen, the gap is nearly zero at the
trap center and increases when it is away from the center.
It reaches the maxima at about |ri − r0| = 11. Then, the gap
decreases and becomes nearly zero at the border. The SF region
forms a ring with the gap magnitudes being nearly isotropic
around the ring. The phases of the SF order parameters change
from 0 to 2π around the ring. Thus the self-consistent results
for the order parameters are somewhat similar to the case of
the vortex state for superconducting materials in the magnetic
field. Actually, here the presence of the phase winding is due
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FIG. 2. (Color online) (a) The numerical results for the magni-
tudes and phases (shown by arrows) of the pairing order parameters.
(b) and (c) are the particle number and magnetism, respectively. (d)
The two-dimensional cut of the pairing magnitude, particle number,
and magnetism along iy = 18, respectively.

to the presence of the Zeeman field, which is also an effective
vertical magnetic field.

The competition between the SF and ferromagnetism is
elucidated in Figs. 2(b) and 2(d), which is a key point for the
zero mode discussed below. When |ri − r0| < 4.6 (Ui < 0.2),
the on-site energy is smaller than the minimum excitation
energy, and thus the system behaves as a ferromagnetic
insulator with the particle number per site being fixed to near
1.0. The magnetization reaches a maximum and the pairing
order parameter is negligibly small. As 4.6 < |ri − r0| < 15
(0.2 < Ui < 2.2), the Fermi energy crosses the energy band.
Therefore the lower band becomes unfilled, so that the average
on-site particle number and the ferromagnetic order decrease.
As a result, the SF order shows up. We can also see that the
evolution of ferromagnetism is nonmonotonous, namely, it
reaches the minimum as the pairing order is of maximum
and recover to a local maxima value as the pairing order
decreases, indicating the competition between SF order and
ferromagnetism. As |ri − r0| > 15, the on-site energy is larger
than the maximum-excited energy of the band. Both the
particle number and the order parameters decrease to zero.

As presented in Fig. 2, when the on-site energy is small or
very large, the particle number is fixed to be 1 or 0, and thus
an insulating gap should exist. The insulating gap disappears
when the on-site energy crosses the energy band. The system
becomes metal-like and the SF pairing gap shows up. We
can expect two effective insulator-SF boundaries inside and
outside the SF ring. The zero mode is expected to exist at
the boundaries. We diagonalize the Hamiltonian and all of
the 5184 eigenvalues are plotted in Fig. 3. As is seen, the
eigenvalues are nearly continuous but a kink occurs at the
zero energy. Enlarging the low-energy part in the inset (a)
of Fig. 3, the eigenvalues are discontinuous. Intriguingly, our
numerical calculation reveals a zero-energy fermionic mode.
This zero-energy mode is protected by an energy gap about
�p = 0.027. We also checked numerically the robustness of

FIG. 3. The eigenvalues for the Hamiltonian matrix. Inset: (a)
the replot of the rectangle part in the main figure. (b) The minimum
nonzero eigenvalues �p vs the system size L.

this result. The gap �p as a function of the system size is
plotted in the inset (b) of Fig. 3. As is illustrated, the gap is
almost unchanged as the system’s size increases from 36 sites,
saturating seemingly to 0.027. Thus the zero mode, formed
near the gap edge, is robust and can hardly be excited by local
perturbations, which is consistent with the previous analytical
analysis for p-wave superconductors.4

As is known, the creation/annihilation operator of the
captioned zero mode is self-Hermitian,4 namely, there may be
two MFs associated with this zero mode, with the correspond-
ing operators being given by γ1 = (C + C†)/

√
2 and γ2 =

i(C† − C)/
√

2, where C† = ∑
iσ (uiσψ

†
iσ + viσψiσ ), which

can be obtained from the zero-energy eigenvector. In this sense,
we are able to study numerically the MF states by solving
the BdG equations. The spatial distribution of the two MF
states ρ1,2 with the units of ρmax are presented in Figs. 4(a)
and 4(b), respectively. Since two MFs at the same location

FIG. 4. (Color online) The intensity plot of the spatial distri-
butions of (a) γ1 and (b) γ2. (c) The difference of the probability
distributions between γ1 and γ2. (d) The two-dimensional cut of
ρ1 − ρ2 along iy = 18.
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FIG. 5. (Color online) (a) The intensity plot of the zero-energy
LDOS. (b) The two-dimensional cut of the zero-energy LDOS.

shall annihilate to an ordinary fermion, only locally separated
MFs are meaningful. It should be insightful to eliminate the
overlap part of the two MF states by looking into the difference
of the two MFs (|ρ1 − ρ2|), as presented in Fig. 4(c). The
two-dimensional cut of ρ1 − ρ2 along iy = 18 is plotted in
Fig. 4(d).

The two separated MF states may be identified from the
results presented in Fig. 4. They appear at the SF-insulator
boundaries with maximum probabilities being at the horizontal
(vertical) directions for γ1 (γ2). One significant feature
revealed by Fig. 4 is the nonlocal behavior for both states. The
MF states are symmetric about the trapping center, and thus
both of them should have two equivalent maxima. Inside the
SF ring, there exists a certain extent of overlap between these
two states; while around outsider boundary, there is almost
no overlap between the two states. This overlap behavior is a
distinct feature and would not occur for the usual MFs in the
well-separated vortex cores. As is known, for the usual vortex
bounded MF, the wave function decreases exponentially away
from the vortex core. For the present case, the overlap of the
MF states seems more interesting and may be controlled by
the trap potential.

It is also insightful to look into the LDOS for investigating
the existence and distribution of the above zero mode. The
intensity plot of the zero-energy LDOS spectra is plotted in
Fig. 5(a). Its two-dimensional cut for iy = 18 is plotted in
Fig. 5(b). Generally, the zero-energy LDOS could describe
the excitations of low-energy quasiparticle fermions. Due to
the existence of the quasiparticle damping, it is contributed
not only the exact zero-energy quasiparticles, but also some
low-energy fermionic states. For the present case, since there
exists an energy gap between the zero-energy state and the
lowest excited state, as is shown in Fig. 3, the contributions
from nonzero energy state should be rather small. As a result,
here the LDOS spectra may be qualitatively consistent with the
distributions of the two MF states. This point could be seen by
comparing Figs. 4 and 5. Especially, from the two-dimensional

cut of the spectra shown in Figs. 4(d) and 5(b), our results
indicate that the zero-energy LDOS are qualitatively the same
as the results of ρ1 − ρ2. Therefore the indication of MF modes
may be provided through observing experimentally the LDOS
spectra. This may establish a useful link for theoretical analysis
and experimental observations.

Finally, we wish to address the significance and possible
applications of the present work. First, we have developed
a way to realize the exotic MF states. As seen from Fig. 4,
the overlap of two MF states γ1 and γ2 occurs inside the
SF ring (with the relatively small amplitude), while they
are well separated at the outside boundary. In the MF state
space, this kind of overlap may be treated as an effective
interaction between the two MFs γ1 and γ2. This interaction
may be quite small in comparison with the gap and thus
should be unable to change the “quasimode” nature of the
MFs, particularly for a realistic large size system. In this
sense, these quasimode MFs can still exhibit the non-Abelian
statistics feature and thus may have potential applications in
topological quantum computing. Secondly, the MF state is
subjected to the harmonic potential. Technically, the position
and strength of harmonic potentials can be well controlled, and
thus one might manipulate the MF states through operating
the potential. Thirdly, the well-controlled MFs may be used to
demonstrate the non-Abelian statistics through their couplings
to a “quantum dot,” as proposed in Ref. 27. At last, it is of
fundamental interest to explore possible new states with cold
atoms. It was proposed that merons with a half elementary
charge may be realized in small systems.28,29 Since there exist
two degrees of freedom for the spin triplet pairing, it is quite
intriguing to look for or probe merons in a similar p-wave
system or topological superconducting system, and to compare
the properties of merons with those of MF modes.

IV. SUMMARY

In summary, we have proposed and elaborated a scenario
to realize the MF states in fermionic cold atom systems. The
numerical results have shown that the SF region forms a ring
with the MF states being mainly around the boundaries of the
ring. It is rather promising that the presence of MF zero modes
may be detected experimentally through the LDOS spectra.
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