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We present a three-band tight-binding (TB) model for describing the low-energy physics in monolayers
of group-VIB transition metal dichalcogenides MX2 (M = Mo, W; X = S, Se, Te). As the conduction- and
valence-band edges are predominantly contributed by the dz2 , dxy , and dx2−y2 orbitals of M atoms, the TB model
is constructed using these three orbitals based on the symmetries of the monolayers. Parameters of the TB model
are fitted from the first-principles energy bands for all MX2 monolayers. The TB model involving only the
nearest-neighbor M-M hoppings is sufficient to capture the band-edge properties in the ±K valleys, including
the energy dispersions as well as the Berry curvatures. The TB model involving up to the third-nearest-neighbor
M-M hoppings can well reproduce the energy bands in the entire Brillouin zone. Spin-orbit coupling in valence
bands is well accounted for by including the on-site spin-orbit interactions of M atoms. The conduction band also
exhibits a small valley-dependent spin splitting which has an overall sign difference between MoX2 and WX2.
We discuss the origins of these corrections to the three-band model. The three-band TB model developed here is
efficient to account for low-energy physics in MX2 monolayers, and its simplicity can be particularly useful in
the study of many-body physics and physics of edge states.
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I. INTRODUCTION

Recently, monolayers of group-VIB transition metal
dichalcogenides MX2 (M = Mo, W; X = S, Se) have attracted
significant interest due to their extraordinary electronic and
optical properties. These two-dimensional semiconductors
possess a direct band gap1–5 in the visible frequency range and
exhibit excellent mobility at room temperature,6–11 making
them promising candidates for electronic and optoelectronic
applications.12

MX2 monolayers can be regarded as the semiconductor
analog of graphene, with both the conduction- and valence-
band edges located at the two corners of the first Brillouin
zone (BZ), i.e., K and −K points [Fig. 1(c)]. Thus, electrons
and holes acquire an extra valley degree of freedom, which
may be used for information encoding and processing.13–17

Following earlier theoretical studies,13,14 it was predicted
that inversion symmetry breaking in monolayer MX2 gives
rise to a valley-dependent optical transition selection rule,
where interband transitions in K and −K valleys couple
preferentially to left- and right-circularly polarized light.18,19

This prediction has led to the first experimental observations
of dynamical pumping of valley polarization by circularly
polarized light in monolayers of MoS2,19–21 followed by the
demonstration of electric control of valley circular dichroism
in bilayer MoS2

22 and valley coherence in monolayer WSe2.23

Moreover, because of the giant spin-orbit coupling (SOC)
in the material,24 the absence of inversion symmetry also
allows a strong coupling between the spin and the valley
degrees of freedom.18 These results suggest that monolayer
MX2 could possibly be the host for integrated spintronics and
valleytronics.

In Ref. 18, where the valley-spin coupled physics is first
predicted in monolayer MX2, an effective two-band k · p
model is given based on symmetry considerations, which
suggests that the band-edge electrons and holes can be

described as massive Dirac fermions. This k · p model has
also been applied to study the transport, optical, and magnetic
properties of MX2 monolayers25–27 and bilayers.22,28 However,
the k · p model is only valid close to the band edge. To
obtain a more accurate description of the band structure,
several tight-binding (TB) and k · p models have been recently
introduced at the expense of including more orbitals into the
Hamiltonian.29–32

In this paper, we develop a minimal symmetry-based
three-band TB model using only the M-dz2 , dxy , and dx2−y2

orbitals. We show that, by including only the nearest-neighbor
(NN) hoppings, this TB model is sufficient to capture the
band-edge properties in the ±K valleys, including the energy
dispersions as well as the Berry curvatures. By including up to
the third-nearest-neighbor (TNN) M-M hoppings, our model
can well reproduce the energy bands in the entire BZ. All
parameters in our model are determined accurately by fitting
the first-principles (FP) energy bands, and results for X = Te
are also shown for systematical purpose although MTe2

monolayers are not realized experimentally now. SOC effects
are studied under the approximation of on-site spin-orbit
interaction, which results in a large valence-band spin splitting
at the K point. Besides, for the small but finite conduction-band
spin splitting at K recently noted,33–37 we reveal here a sign
difference between MoX2 and WX2, and show that such
splitting can be partly accounted for by perturbative corrections
to the three-band model. Our model provides a minimal
starting point to include various interaction effects.

This paper is organized as follows. In Sec. II, we introduce
our three-band TB model and fitting results. In Sec. III, SOC
effects are studied. Conclusions are given in Sec. IV. In
addition, an application of the TB model in zigzag nanoribbon
is demonstrated in Appendix A. The relation between the k · p
model in Ref. 18 and this TB model is shown in Appendix B.
The FP method is given in Appendix C.
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FIG. 1. (Color online) (a) Top view of monolayer MX2. The large
sphere is M and the small sphere is X. R1 through R6 show the
M-M nearest neighbors. The shadowed diamond region shows the
two-dimensional (2D) unit cell with lattice constant a. (b) Schematic
for the structure of trigonal prismatic coordination, corresponding
to the blue triangle in (a). (c) The 2D first Brillouin zone with
special k points. b1 and b2 are the reciprocal basis vectors. The
two inequivalent valleys K and −K are shown in black and their
equivalent counterparts in gray.

II. THE THREE-BAND TB MODEL

For simplicity we first introduce the spinless model, and
SOC is considered in the next section. In the following,
we first analyze the symmetries and orbitals to determine
the bases, then give the three-band TB model involving NN
M-M hoppings, and finally introduce up to TNN hoppings to
improve the TB bands.

A. Symmetries, orbitals, and bases

Monolayer MX2 has the D3h point-group symmetry and its
structure is shown in Fig. 1. From early theoretical studies38,39

and recent FP investigations24,34,40,41 we know that the Bloch
states of monolayer MoS2 near the band edges mostly consist
of Mo d orbitals, especially the dz2 , dxy , and dx2−y2 orbitals.
Figure 2 clearly shows that contributions from s orbitals are

FIG. 2. (Color online) Orbital projected band structures for
monolayer MoS2 from FP calculations. Fermi energy is set to zero.
Symbol size is proportional to its population in corresponding state.
(a) Contributions from Mo d orbitals: blue dots for dxy and dx2−y2 ,
red open circles for dz2 , and green open diamonds for dxz and dyz.
(b) Total p orbitals, dominated by S atoms. (c) Total s orbitals.

negligible, those from p orbitals are very small near the
band edges, and dz2 , dxy , and dx2−y2 orbitals are dominant
components for conduction and valence bands. The trigonal
prismatic coordination [Fig. 1(b)] splits the Mo d orbitals into
three categories:39 A′

1{dz2}, E′{dxy,dx2−y2}, and E′′{dxz,dyz},
where A′

1, E′, and E′′ are the Mulliken notations for the
irreducible representations (IRs) of point group D3h. The
reflection symmetry by the x-y plane, σ̂h, allows hybridization
only between orbitals in A′

1 and E′ categories, leaving E′′
decoupled from A′

1 and E′ bands [Fig. 2(a)]. In fact, the
above analyses are also true for all monolayers of MX2.
Therefore, it is reasonable to construct a three-band TB model
of monolayer MX2 which can capture the main low-energy
physics by considering d-d hoppings using the minimal set of
M-dz2 , dxy , and dx2−y2 orbitals as bases. Obviously, using only
the three d orbitals and neglecting X-p orbitals for the bases
is an approximation, which is referred to as the “three-band
approximation” hereinafter.

To conveniently describe the atomic bases by the symmetry
of the D3h point group, we denote them as |φj

μ〉 (μ = 1, . . . , lj )
in terms of the μth basis belonging to the j th IR:

∣∣φ1
1

〉 = dz2 ,
∣∣φ2

1

〉 = dxy,
∣∣φ2

2

〉 = dx2−y2 , (1)

where j = 1 stands for A′
1, j = 2 for E′, and lj for the dimen-

sion of the j th IR. Then the matrix elements of the Hamiltonian
Ĥ can be easily obtained as H

jj ′
μμ′(k) = ∑

R eik·RE
jj ′
μμ′(R) in

which

E
jj ′
μμ′(R) = 〈

φj
μ(r)

∣∣Ĥ ∣∣φj ′
μ′(r − R)

〉
(2)

is the hopping integral between the atomic orbitals |φj
μ〉 at

0 and |φj ′
μ′ 〉 at lattice vector R. Given E

jj ′
μμ′(R), the hopping

integrals to all neighboring sites can be generated by

Ejj ′
(ĝn R) = Dj (ĝn)Ejj ′

(R)[Dj ′
(ĝn)]†, (3)

where Dj (ĝn) with dimension lj × lj is the matrix of the j th
IR and Ejj ′

(R) with dimension lj × lj ′ is the matrix composed

of E
jj ′
μμ′(R). ĝ’s are a subset of the symmetry operations of D3h,

{Ê,Ĉ3,Ĉ
2
3 ,σ̂v,σ̂

′
v,σ̂

′′
v }, where Ê is the identity operation, Ĉ3 is

the rotation by 2π/3 around the z axis, σ̂v is the reflection
by the plane perpendicular to the x-y plane and through the
angular bisector of R1 and R6 in Fig. 1(a), and σ̂ ′

v and σ̂ ′′
v

are obtained through rotating σ̂v around the z axis by 2π/3
and 4π/3, respectively. Using the above symmetry relation,
we can reduce the parameters, i.e., the hopping integrals,
to a minimal set. We emphasize that these symmetry-based
d-d hoppings include not only the direct d-d interactions
of M atoms but also the indirect interactions mediated by
X-p orbitals.

B. Model with nearest-neighbor hoppings

In this section, we introduce the three-band TB model
involving only NN d-d hoppings, which is referred to as “NN
TB” in the following. After determining each Hamiltonian
matrix element, we get the three-band NN TB Hamiltonian
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TABLE I. Band energies at the high-symmetry k points analyti-
cally obtained from the TB Hamiltonian Eq. (4). The energies at each
k point are in ascending order; t12 > 0 is assumed.

� = (0,0) K = ( 4π

3a
,0) M = ( π

a
, π√

3a
)

ε1 + 6t0 ε2 − 3
2 (t11 + t22) − 3

√
3t12 f1 − f2

a

ε2 + 3(t11 + t22) ε1 − 3t0 ε2 + t11 − 3t22

ε2 − 3
2 (t11 + t22) + 3

√
3t12 f1 + f2

af1 and f2 are functions independent of t1:
f1 = 1

2 (ε1 + ε2) − t0 − 3
2 t11 + 1

2 t22,

f2 = 1
2

√
(ε1 − ε2 − 2t0 + 3t11 − t22)2 + 64t2

2 .

as

H NN(k) =
⎡
⎣h0 h1 h2

h∗
1 h11 h12

h∗
2 h∗

12 h22

⎤
⎦, (4)

in which

h0 = 2t0(cos 2α + 2 cos α cos β) + ε1, (5)

h1 = −2
√

3t2 sin α sin β + 2it1(sin 2α + sin α cos β), (6)

h2 = 2t2(cos 2α − cos α cos β) + 2
√

3it1 cos α sin β, (7)

h11 = 2t11 cos 2α + (t11 + 3t22) cos α cos β + ε2, (8)

h22 = 2t22 cos 2α + (3t11 + t22) cos α cos β + ε2, (9)

h12 =
√

3(t22 − t11) sin α sin β

+ 4it12 sin α(cos α − cos β), (10)

(α,β) =
(

1

2
kxa,

√
3

2
kya

)
, (11)

t0 = E11
11(R1), t1 = E12

11(R1), t2 = E12
12(R1),

(12)
t11 = E22

11(R1), t12 = E22
12(R1), t22 = E22

22(R1),

and εj is the on-site energy corresponding to the atomic
orbital |φj

μ〉. Note that, for simplicity, we have assumed the
orthogonality between each pair of different bases; therefore,
the overlapping matrix of the bases is omitted and only
the Hamiltonian matrix H NN(k) is considered. Confined by
the symmetry of the system, there are eight independent
parameters in H NN(k): ε1, ε2, t0, t1, t2, t11, t12, and t22.

To determine the eight parameters in the TB model
accurately, we fit the band structures according to the FP
results. There is no definitive strategy to fit the bands. In
our case, since we are mostly interested in the low-energy
physics near the ±K points and our analysis is entirely
symmetry based, we fit the band energies at the high-symmetry
k points, namely �, K , and M (listed in Table I), together with
least-squares fitting according to the energies of the conduction
and valence bands near K .

By fitting the FP band structures of relaxed monolayers
of MX2 in both generalized-gradient approximation (GGA)
and local-density approximation (LDA) cases, we get the
TB parameters listed in Table II and the corresponding band
structures shown in Fig. 3. The FP results (lattice parameters

and band structures) obtained here are consistent with previous
works.24,41–45 In Fig. 3, by comparing the TB bands with the
FP bands from dz2 , dxy, and dx2−y2 orbitals, we can see that
the former agree well with the latter near the conduction-band
minimum (CBM) and valence-band maximum (VBM) at K

for all the MX2 monolayers, but they significantly deviate
from the latter in other regions. This is because the three-band
approximation neglects the p orbitals of X atoms which
still have substantial contributions to the conduction bands
at � and valence bands at M [Fig. 2(b)]. Nevertheless, this
simple NN TB model is sufficient to describe the physics of
conduction and valence bands in ±K valleys. In addition, a
trial model Hamiltonian of MX2 zigzag nanoribbon based on
this simple NN TB model can give reasonable edge states (see
Appendix A).

We note that the band structure is very sensitive to the
lattice constant:46–50 in Fig. 3(a) the valence-band energy at
� is higher than at K by 4 meV, and in Figs. 3(i) and 3(j)
the conduction-band energy at the dip near the midpoint of �

and K is lower than at K by 5 and 59 meV, respectively. This
contradicts the observed direct band gaps. This is related to
the different relaxed lattice constants between GGA and LDA
(GGA tends to overestimate the lattice constant, whereas LDA
underestimates it; see Table II). This, however, has little effect
on our fitting at the K point.

C. Model with up to third-nearest-neighbor hoppings

To reproduce the energy bands in the entire BZ, we
further consider up to TNN M-M hoppings. By the same
symmetry-based procedure, we derive the three-band TNN
model Hamiltonian H TNN(k) as

H TNN(k) =

⎡
⎢⎣

V0 V1 V2

V ∗
1 V11 V12

V ∗
2 V ∗

12 V22

⎤
⎥⎦, (13)

in which

V0 = ε1 + 2t0(2 cos α cos β + cos 2α)

+ 2r0(2 cos 3α cos β + cos 2β)

+ 2u0(2 cos 2α cos 2β + cos 4α), (14)

Re[V1] = −2
√

3t2 sin α sin β + 2(r1 + r2) sin 3α sin β

−2
√

3u2 sin 2α sin 2β, (15)

Im[V1] = 2t1 sin α(2 cos α + cos β) + 2(r1 − r2) sin 3α cos β

+ 2u1 sin 2α(2 cos 2α + cos 2β), (16)

Re[V2] = +2t2(cos 2α − cos α cos β)

− 2√
3

(r1 + r2)(cos 3α cos β − cos 2β)

+ 2u2(cos 4α − cos 2α cos 2β), (17)

Im[V2] = 2
√

3t1 cos α sin β

+ 2√
3

sin β(r1 − r2)(cos 3α + 2 cos β)

+ 2
√

3u1 cos 2α sin 2β, (18)
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TABLE II. Fitted parameters of the three-band NN TB model based on the FP band structures of monolayer MX2 using both GGA and
LDA. a and zX-X are the relaxed lattice constant and X-X distance in the z direction, respectively. The energy parameters ε1 through t22 are in
units of eV.

a (Å) zX-X (Å) ε1 ε2 t0 t1 t2 t11 t12 t22

GGA
MoS2 3.190 3.130 1.046 2.104 −0.184 0.401 0.507 0.218 0.338 0.057
WS2 3.191 3.144 1.130 2.275 −0.206 0.567 0.536 0.286 0.384 −0.061
MoSe2 3.326 3.345 0.919 2.065 −0.188 0.317 0.456 0.211 0.290 0.130
WSe2 3.325 3.363 0.943 2.179 −0.207 0.457 0.486 0.263 0.329 0.034
MoTe2 3.557 3.620 0.605 1.972 −0.169 0.228 0.390 0.207 0.239 0.252
WTe2 3.560 3.632 0.606 2.102 −0.175 0.342 0.410 0.233 0.270 0.190

LDA
MoS2 3.129 3.115 1.238 2.366 −0.218 0.444 0.533 0.250 0.360 0.047
WS2 3.132 3.126 1.355 2.569 −0.238 0.626 0.557 0.324 0.405 −0.076
MoSe2 3.254 3.322 1.001 2.239 −0.222 0.350 0.488 0.244 0.314 0.129
WSe2 3.253 3.338 1.124 2.447 −0.242 0.506 0.514 0.305 0.353 0.025
MoTe2 3.472 3.598 0.618 2.126 −0.202 0.254 0.423 0.241 0.263 0.269
WTe2 3.476 3.611 0.623 2.251 −0.209 0.388 0.442 0.272 0.295 0.200

V11 = ε2 + (t11 + 3t22) cos α cos β + 2t11 cos 2α

+ 4r11 cos 3α cos β + 2(r11 +
√

3r12) cos 2β

+ (u11 + 3u22) cos 2α cos 2β + 2u11 cos 4α, (19)

Re[V12] =
√

3(t22 − t11) sin α sin β + 4r12 sin 3α sin β

+
√

3(u22 − u11) sin 2α sin 2β, (20)

Im[V12] = 4t12 sin α(cos α − cos β)

+ 4u12 sin 2α(cos 2α − cos 2β), (21)

and

V22 = ε2 + (3t11 + t22) cos α cos β + 2t22 cos 2α

+ 2r11(2 cos 3α cos β + cos 2β)

+ 2√
3
r12(4 cos 3α cos β − cos 2β)

+ (3u11 + u22) cos 2α cos 2β + 2u22 cos 4α. (22)

The additional parameters are defined as

r0 = E11
11(R̃1), r1 = E12

11(R̃1), r2 = E12
12(R̃1),

(23)
r11 = E22

11(R̃1), r12 = E22
12(R̃1),

and

u0 = E11
11(2R1), u1 = E12

11(2R1), u2 = E12
12(2R1),

(24)
u11 = E22

11(2R1), u12 = E22
12(2R1), u22 = E22

22(2R1),

in which R̃1 = R1 + R2 is one of the next-NN vectors and
2R1 is one of the TNN vectors.

The fitted parameters for H TNN(k) are listed in Table III
and the corresponding bands are shown in Fig. 4 from which
we can see that the three TB bands agree well with the FP ones
contributed by dz2 , dxy , and dx2−y2 orbitals in the entire BZ.
The well-reproduced bands mean that effective masses can
be obtained accurately by this TNN TB model. In addition,
we show the Berry curvatures calculated using this TB model
in Fig. 5(b) which shows good agreement with the result in

FIG. 3. (Color online) The NN TB band structures (blue or dark curves) of MX2 monolayers compared with the FP ones (red or gray curves
and dots). VBMs are shifted to zero. The dots show the band components from dz2 , dxy , and dx2−y2 orbitals, with which the TB bands should
compare. (a–f) GGA and (g–l) LDA.
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TABLE III. Fitted parameters (in units of eV) for the three-band TNN TB model based on the FP bands in both GGA and LDA cases.

ε1 ε2 t0 t1 t2 t11 t12 t22 r0

r2 r11 r12 u0 u1 u2 u11 u12 u22 r1

GGA
MoS2 0.683 1.707 −0.146 −0.114 0.506 0.085 0.162 0.073 0.060 −0.236

0.067 0.016 0.087 −0.038 0.046 0.001 0.266 −0.176 −0.150
WS2 0.717 1.916 −0.152 −0.097 0.590 0.047 0.178 0.016 0.069 −0.261

0.107 −0.003 0.109 −0.054 0.045 0.002 0.325 −0.206 −0.163
MoSe2 0.684 1.546 −0.146 −0.130 0.432 0.144 0.117 0.075 0.039 −0.209

0.069 0.052 0.060 −0.042 0.036 0.008 0.272 −0.172 −0.150
WSe2 0.728 1.655 −0.146 −0.124 0.507 0.117 0.127 0.015 0.036 −0.234

0.107 0.044 0.075 −0.061 0.032 0.007 0.329 −0.202 −0.164
MoTe2 0.588 1.303 −0.226 −0.234 0.036 0.400 0.098 0.017 0.003 −0.025

−0.169 0.082 0.051 0.057 0.103 0.187 −0.045 −0.141 0.087
WTe2 0.697 1.380 −0.109 −0.164 0.368 0.204 0.093 0.038 −0.015 −0.209

0.107 0.115 0.009 −0.066 0.011 −0.013 0.312 −0.177 −0.132
LDA

MoS2 0.820 1.931 −0.176 −0.101 0.531 0.084 0.169 0.070 0.070 −0.252
0.084 0.019 0.093 −0.043 0.047 0.005 0.304 −0.192 −0.162

WS2 0.905 2.167 −0.175 −0.090 0.611 0.043 0.181 0.008 0.075 −0.282
0.127 0.001 0.114 −0.063 0.047 0.004 0.374 −0.224 −0.177

MoSe2 0.715 1.687 −0.154 −0.134 0.437 0.124 0.119 0.072 0.048 −0.248
0.090 0.066 0.045 −0.067 0.041 0.005 0.327 −0.194 −0.151

WSe2 0.860 1.892 −0.152 −0.125 0.508 0.094 0.129 0.009 0.044 −0.278
0.129 0.059 0.058 −0.090 0.039 0.001 0.392 −0.224 −0.165

MoTe2 0.574 1.410 −0.148 −0.173 0.333 0.203 0.186 0.127 0.007 −0.280
0.067 0.073 0.081 −0.054 0.008 0.037 0.145 −0.078 0.035

WTe2 0.675 1.489 −0.124 −0.159 0.362 0.196 0.101 0.044 −0.009 −0.250
0.129 0.131 −0.007 −0.086 0.012 −0.020 0.361 −0.193 −0.129

Ref. 51. We note that around the � point the conduction bands
with the lowest energies are made of dxz, dyz, and X-p orbitals,
which cannot be captured by our three-band model.

FIG. 4. (Color online) Energy bands from the TNN TB model
(blue or dark curves) of MX2 monolayers compared with the FP ones
in the GGA case (red or gray curves and dots). The dots show the
band components from dz2 , dxy , and dx2−y2 orbitals, with which the
TB bands should compare.

It should be noted that energy bands are only one aspect
of physical properties and hence not enough to capture all
physics. We also calculated the k-resolved degree of circular
polarization for absorbed photons, η(k). As shown in Ref. 19,
η(k) has the same sign in each region of 1/6 of the BZ around
each K or −K point and exhibits a high degree of polarization
in most of each region. We can see that the η(k) calculated
using the TB model here can give correct values in the large
neighborhood of ±K , but not in the small region around �

[see Figs. 5(a) and 5(c)] due to the limitation of the three-band
approximation. It can be seen from Figs. 3 and 5 that the
three-band approximation works well around the ±K valleys

FIG. 5. (Color online) Quantities from the TNN TB for mono-
layer MoS2 under GGA parameters: (a) degree of circular polariza-
tion, η(k), and (b) Berry curvature 
(k) in units of Å2 along k path
−M → −K → � → K → M . (c) Color map of η(k), where the
hexagon shows the BZ.
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TABLE IV. The SOC splitting of the valence band at K �v
SOC, the

second-order corrected SOC parameter λ, the SOC splitting of the
conduction band at K from the second-order perturbation theory �

c(pt)
SOC

and from FP bands �
c(FP)
SOC (GGA case), and the energy parameters

in Eqs. (30) and (31). E1,2 = E+1 − E+2, E−1,0 = E−1 − E0, and
E1,0 = E+1 − E0. All quantities are in units of eV.

�v
SOC λ �

c(pt)
SOC �

c(FP)
SOC E1,2 E−1,0 E1,0

MoS2 0.148 0.073 0.003 −0.003 4.840 1.395 3.176
WS2 0.430 0.211 0.026 0.029 5.473 1.526 3.667
MoSe2 0.184 0.091 0.007 −0.021 4.296 1.128 2.862
WSe2 0.466 0.228 0.038 0.036 4.815 1.267 3.275
MoTe2 0.215 0.107 0.015 −0.034 3.991 0.798 2.918
WTe2 0.486 0.237 0.059 0.051 4.412 1.004 3.347

and also the valence-band � point, where d orbitals dominate,
but not in the k-space region where X-p orbitals are important.

III. SPIN-ORBIT COUPLING

A. The model with spin-orbit coupling

Due to the heavy transition-metal M atom, its SOC can
be large. The large SOC of monolayer MX2 is a fascinating
feature which leads to its rich physics. For simplicity, here we
approximate the SOC by considering only the on-site contri-
bution, namely, the L · S term from M atoms. Using the bases
{|dz2 ,↑〉, |dxy,↑〉, |dx2−y2 ,↑〉, |dz2 ,↓〉, |dxy,↓〉, |dx2−y2 ,↓〉}, we
get the SOC contribution to the Hamiltonian as

H ′ = λL · S = λ

2

[
Lz 0
0 −Lz

]
, (25)

in which

Lz =
⎡
⎣0 0 0

0 0 2i

0 −2i 0

⎤
⎦ (26)

is the matrix of L̂z (z component of the orbital angular mo-
mentum) in bases of dz2 , dxy , and dx2−y2 , and λ characterizes
the strength of the SOC. Note that, under the three bases, the
matrix elements of L̂x and L̂y are all zeros. Then we get the
full TB Hamiltonian with SOC as follows:

HSOC(k) = I2 ⊗ H0(k) + H ′

=
[
H0(k) + λ

2 Lz 0
0 H0(k) − λ

2 Lz

]
, (27)

in which I2 is the 2 × 2 identity matrix and H0 = H NN or
H TNN. The above Hamiltonian is block diagonal, which means
that the spin z component is not mixed by the SOC and hence
is still a good quantum number due to the σ̂h symmetry.
From Eq. (27) we can easily know that at the K point the
SOC interaction splits VBM by �v

SOC = 2λ and leaves CBM
still degenerate (see detailed discussions in Sec. III B). The
valence-band SOC (or spin) splittings are listed in the first
column of Table IV. The bands from both the NN and the
TNN TB Hamiltonians with SOC are shown in Fig. 6 for
MoX2. It can be seen that the NN TB bands agree well with
the FP ones only for the conduction and valence bands near the
K point, while the TNN TB bands agree well in the entire BZ.

FIG. 6. (Color online) Energy bands of monolayers MoX2 with
SOC. Thick blue dashed curves are the TB bands: (a–c) from the NN
TB model and (d–f) from the TNN TB model. Thin red solid curves
are FP results with GGA. VBMs are shifted to zero.

Although the NN TB model is not as accurate as the TNN
one, it can still give reasonable results for low-energy physics.
Taking monolayer MoS2, for example, to test the NN TB model
with SOC, we calculated the valence-band SOC splittings and
the Berry curvatures and the spin Berry curvatures, shown in
Fig. 7. The valley contrasting SOC splittings Ev↑(k) − Ev↓(k)
between the two spin split-off valence bands is clearly shown
in Fig. 7(a), which agrees well with the result in Ref. 24.
The Berry curvatures52,53 and spin Berry curvatures54 are all
peaked at ±K points, and the former have opposite signs
between K and −K [Fig. 7(b)] while the latter have the same
signs between K and −K [Fig. 7(c)]. These lead to the valley
Hall effect and the spin Hall effect when an in-plane electric
field exists.18 The TB results shown in Figs. 7(b) and 7(c)
agree quite well with the FP results in Ref. 51. Therefore, the
NN TB model is sufficient to describe correctly the physics in
±K valleys.

B. The SOC splitting of the conduction band

To first order of the SOC strength, the TB model for
monolayer MX2 here can only reproduce the large spin
splitting of the valence band at K , i.e., �v

SOC, but gives no
spin splitting of the conduction band at K , denoted by �c

SOC.
In fact, the conduction-band spin splitting (CBSS) is not zero
but a finite small value33–37 and has been analyzed for MoS2 by
previous works.31,55 Similar to the strong valley-spin coupling
in the valence band,18 the CBSS is also valley dependent due
to the time-reversal symmetry and leads to weak valley-spin
coupling. Through a careful examination of the FP results, we
note here that the CBSSs of MoX2 have opposite signs to those
of WX2, if �c

SOC is defined as the energy difference Ec↑ − Ec↓
at the K point (see Table IV and Fig. 8). By analyzing the FP
data, we know that CBSS is induced by small contributions
from M-dxz, dyz, and X-px , py orbitals. Here we go beyond
the three-band approximation and show that a second-order
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FIG. 7. (Color online) Contour maps in the k space for monolayer MoS2 from the NN TB model (using the GGA parameters): (a) the
valence-band SOC splittings in units of eV, (b) the Berry curvatures, and (c) the spin Berry curvatures in units of Å2. The hexagons show the
BZ. The gray thin curves are the contour lines corresponding to their tick values on the color bars.

perturbation correction involving M-dxz and dyz orbitals can
partly explain the CBSSs.

FP wave functions show that, at the K point, the Bloch
waves, one below and four above the band gap, are dominantly
composed of d+2, d0, d−1, d−2, and d+1 orbitals in ascending
order of energies, respectively, in the case without SOC,56

in which d±2 = 1√
2
(dx2−y2 ± idxy), d0 = dz2 , and d±1 =

1√
2
(dxz ± idyz). Accordingly, we assume that the five Bloch

states are completely composed of the aforementioned five d

orbitals, respectively, which is a good approximation shown by
the following results. To incorporate the contributions to CBSS

from d±1 (i.e., dxz and dyz) orbitals, we make a second-order
perturbation for the SOC interaction H ′ = λL · S through the
Löwdin partitioning equation:57,58

H
(2)
mm′ = 1

2

∑
l

H ′
mlH

′
lm′

[
1

Em − El

+ 1

Em′ − El

]
, (28)

in which H ′
ml = 〈dm|H ′|dl〉 (m = ±2,0 and l = ±1) and Em

is the band energy at K corresponding to the dm orbital. Thus,
the contributions from d±1 orbitals are folded into an effective
second-order SOC interaction in bases {d+2,d0,d−2} ⊗ {↑,↓}
as follows:

H ′(2) = diag

{
0,

−λ2

E+1 − E+2
,

−3λ2

2(E+1 − E0)
,

−3λ2

2(E−1 − E0)
,

λ2

E−2 − E−1
, 0

}
. (29)

Considering the first-order SOC interaction under the same
bases, H ′(1) = diag{λ, − λ,0,0, − λ,λ}, finally we get the
second-order corrected splittings

�v
SOC = 2λ + λ2

E+1 − E+2
, (30)

�c
SOC = 3

2
λ2

[
1

(E−1 − E0)
− 1

(E+1 − E0)

]
. (31)

We first get the second-order corrected λ by solving Eq. (30)
and then put it into Eq. (31) to get �c

SOC. The obtained

K - K 

WX2 

K - K 

MoX2 

c
SOC 0 c

SOC 0

FIG. 8. (Color online) Schematic for the conduction- and valence-
band spin splittings in the ±K valleys for MoX2 (left) and WX2

(right). Red dashed curves are spin-up states and blue solid ones
spin-down states. The conduction-band spin splitting has an overall
sign change between MoX2 and WX2. Crossings exist for the spin-
split conduction bands of MoX2.

CBSSs from perturbation, �
c(pt)
SOC, are listed in Table IV and

compared with the FP results, �c(FP)
SOC . The signed CBSS avoids

the spurious coincidence �
c(pt)
SOC = |�c(FP)

SOC | = 3 meV for MoS2

(see Table IV). We can see that the CBSSs determined by
Eq. (31) agree very well with the FP splittings for WX2,
but not for MoX2. We attribute these to the competition of
the two origins of CBSS: (i) the second-order perturbation
due to the coupling to the remote dxz and dyz orbitals and
(ii) the first-order effect from the small component of X-px

and py orbitals. Equation (31) contains only the origin (i) but
not (ii). The W atom is heavier than the Mo atom; therefore,
the W-d orbitals are the dominant contribution of the CBSSs
over X-p orbitals and thus Eq. (31) works well for WX2,
whereas for MoX2, X-p orbitals become non-negligible for
CBSSs relative to Mo-d orbitals and Eq. (31) breaks down for
MoX2. More rigorous treatments involving X-p orbitals are
needed for correctly describing the CBSSs of MoX2, which is
out of the scope of this paper.

We also note that band crossings exist for the spin-split
conduction bands of MoX2, but not for WX2, as demonstrated
in Fig. 8. The distance between the crossing and the K point
increases from MoS2 (∼0.05 2π/a) to MoSe2 (∼0.15 2π/a),
and to MoTe2 (∼0.22 2π/a). The band crossing arises from the
spin dependence in the effective mass. At the K point of MX2,
the spin-down carrier has larger band gap and thus heavier

085433-7



LIU, SHAN, YAO, YAO, AND XIAO PHYSICAL REVIEW B 88, 085433 (2013)

effective mass (flatter band) than the spin-up one.18 Combining
the different sign of CBSS, the bands shift differently for
MoX2 and WX2 resulting in the crossings in MoX2 but not in
WX2. In addition, for different MoX2, larger CBSS leads to
larger distance of the crossing from the K points. Because of
the trigonal warping, the distances along the K-� and K-M
directions have small difference, which is not shown in Fig. 8,
and crossing appears in the K-M but not the K-� direction
for MoTe2 due to its relatively large CBSS.

IV. CONCLUSIONS

In this paper, we have developed a minimal symmetry-based
three-band TB model for monolayers of MX2 using only the
M-dz2 , dxy , and dx2−y2 orbitals. When only NN M-M hoppings
are included, this TB model is sufficient to capture the
band-edge properties in the ±K valleys, including the energy
dispersions as well as the Berry curvatures. By including up
to the TNN M-M hoppings, the model can well reproduce
the energy bands in the entire BZ. In spite of the simple
NN TB model, it can describe reasonably the edge states of
zigzag MX2 ribbon that consist of dz2 , dxy , and dx2−y2 orbitals.
SOC is introduced through the approximation of on-site L · S
interactions in the heavy M atoms, which lead to the giant SOC
splittings of the valence bands at K . In addition, we analyzed
the relatively small CBSSs at K through a second-order
perturbation involving dxz and dyz orbitals, which works quite
well for WX2 but not for MoX2. This is attributed to the
X-p orbitals not presented in our model. We also pointed out
that the signed CBSSs have different signs between WX2 and

MoX2. The three-band TB model developed here is efficient
to account for low-energy physics in MX2 monolayers, and its
simplicity can be particularly useful in the study of many-body
physics and the physics of edge states.
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APPENDIX A: MODEL FOR ZIGZAG NANORIBBON

In this Appendix, we apply the three-band NN TB model to
study MX2 nanoribbons. Taking a zigzag nanoribbon in the x

direction with width W , for example, there are W formula units
in the y direction, namely MX2 × W , within an x-direction
unit translational cell. The matrix elements of the Hamiltonian
have three types:

H ribbon
nγ,nγ ′ = δγ γ ′eγ + eik·R1Eγγ ′(R1) + eik·R4Eγγ ′(R4) (n = 1, . . . ,W ), (A1)

H ribbon
nγ,(n−1)γ ′ = eik·R2Eγγ ′(R2) + eik·R3Eγγ ′(R3) (n = 2, . . . ,W ), (A2)

H ribbon
nγ,(n+1)γ ′ = eik·R5Eγγ ′(R5) + eik·R6Eγγ ′(R6) (n = 1, . . . ,W − 1), (A3)

in which γ,γ ′ ∈ {1
1,

2
1,

2
2}, e1

1 = ε1, and e2
1 = e2

2 = ε2. Then we can obtain the 3W × 3W Hamiltonian matrix for the zigzag
nanoribbon as follows:

H ribbon(kx) =

⎡
⎢⎢⎢⎢⎢⎢⎣

h′
1 h

′†
2

h′
2 h′

1 h
′†
2

h′
2 h′

1

. . .
. . .

. . . h
′†
2

h′
2 h′

1

⎤
⎥⎥⎥⎥⎥⎥⎦

, (A4)

in which h′
1 ≡ H ribbon

nn , h′
2 ≡ H ribbon

n,n−1 , and

h′
1 =

⎡
⎢⎣

ε1 + 2 cos(kxa)t0 2i sin(kxa)t1 2 cos(kxa)t2

−2i sin(kxa)t1 ε2 + 2 cos(kxa)t11 2i sin(kxa)t12

2 cos(kxa)t2 −2i sin(kxa)t12 ε2 + 2 cos(kxa)t22

⎤
⎥⎦, (A5)

h′
2 =

⎡
⎢⎢⎣

2 cos
(

1
2kxa

)
t0 i sin

(
1
2kxa

)(
t1 − √

3t2
) − 1

2 cos
(

1
2kxa

)(√
3t1 + t2

)
−i sin

(
1
2kxa

)(
t1 + √

3t2
)

1
2 cos

(
1
2kxa

)
(t11 + 3t22) −i sin

(
1
2kxa

)(√
3

2 t11 + 2t12 −
√

3
2 t22

)
cos

(
1
2kxa

)(√
3t1 − t2

) −i sin
(

1
2kxa

)(√
3

2 t11 − 2t12 −
√

3
2 t22

)
1
2 cos

(
1
2kxa

)
(3t11 + t22)

⎤
⎥⎥⎦. (A6)
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1
2

3

4

FIG. 9. (Color online) The energy bands for zigzag MoS2

nanoribbon with width W = 8. Red dots are bands from the TB
model using the GGA parameters. Curves are the FP bands, in which
blue shows the contributions from the dz2 , dxy , and dx2−y2 orbitals
and green for other orbitals. For the bands labeled 1 through 4, see
the text.

The energy bands of a zigzag MoS2 nanoribbon with W = 8
(using the GGA parameters in Table II) from both the TB
model and FP calculations are given in Fig. 9. From the FP
results, we know that bands 1 and 2 shown by arrows in Fig. 9
are the edge states from the dz2 , dxy , and dx2−y2 orbitals of
Mo atoms at the two edges of the ribbon; band 3 is from the
Mo-dyz orbital at the Mo-terminated edge; and band 4 is from
the S-py and pz orbitals at the S-terminated edge. Due to the
neglect of dxz, dyz, and S-p orbitals in the TB model, band 3
and 4 do not exist in the TB bands. Nevertheless, bands 1 and 2
are given by the TB model reasonably. Therefore, the simple
NN TB model for MX2 zigzag ribbon can give satisfactory
results, if the edge state bands 1 and 2 are the focus of
a study.

APPENDIX B: THE TWO-BAND k · p MODEL

It is clear from Fig. 3 that the three-band NN TB model is
sufficient to describe the physics of conduction and valence
bands in the K valley (also true for the −K valley due to the
time-reversal symmetry). Thus, we can expand Eq. (4) in the
±K valleys to any order required and then reduce it to a two-
band k · p model in the Löwdin partitioning method.57,59,60

Using |ψτ
c 〉 = |dz2〉 and |ψτ

v 〉 = 1√
2
(|dx2−y2〉 + iτ |dxy〉) (τ =

± is the valley index) as bases, the obtained two-band k · p
model up to third order in k (relative to τK) is

H
(1)
kp (k; τ ) =

[
�/2 at(τkx − iky)

at(τkx + iky) −�/2

]
, (B1)

H
(2)
kp (k; τ ) = H

(1)
kp (k; τ )

+ a2

[
γ1k

2 γ3(τkx + iky)2

γ3(τkx − iky)2 γ2k
2

]
,

(B2)

H
(3)
kp (k; τ ) = H

(2)
kp (k; τ )

+ a3

[
γ4τkx

(
k2
x − 3k2

y

)
γ6k

2(τkx − iky)
γ6k

2(τkx + iky) γ5τkx

(
k2
x − 3k2

y

)],

(B3)

in which � is the band gap at K , t and γ1–γ6 are energy
parameters, and k2 = k2

x + k2
y . Equation (B1) is the massive

Dirac Hamiltonian given in Ref. 18 which was derived just
this way, and Eqs. (B2) and (B3) are consistent with previous
works.29,31 In Fig. 10, the bands of monolayer MoS2 from H

(1)
kp

capture the main physics in the valley but neglect the details
such as the anisotropic dispersion (the trigonal warping) and
the electron-hole asymmetry, the bands from H

(2)
kp recover the

aforementioned missing details, and the bands from H
(3)
kp agree

with the FP bands perfectly.
When SOC is considered to first order, Eq. (27) is still valid

and we can get

H
(n)
kpso(k; τ,s) = H

(n)
kp (k; τ ) +

[
0 0
0 τsλ

]
, (B4)

where s = ±1 is the spin index (+1 for ↑ and −1 for ↓) since
spin is a good quantum number. The τsλ term in Eq. (B4)
appears in the form of the product of the valley index τ , the
spin index s, and the SOC parameter λ, which implies the rich
physics due to the SOC-induced coupling of valley and spin
described in Ref. 18.

APPENDIX C: FP BAND STRUCTURE CALCULATIONS

The FP band structures used for fitting the parameters
were calculated by the VASP package61,62 using the projector-
augmented wave method.63,64 Exchange-correlation function-
als of both GGA65 and LDA66,67 were used to give comparable
results. The energy cutoff of the plane-wave basis was set to
400 eV and the convergence criterion was 10−6 eV. A �-
centered k mesh of 10 × 10 × 1 was used and layer separation
was greater than 15 Å. For all monolayers of MX2, lattice
constants were optimized and atomic positions were relaxed
until the force on each atom was less than 0.005 eV/Å.

FIG. 10. (Color online) (a) Valence and (b) conduction bands in
the K valley of monolayer MoS2, within the range of 0.1× 2π

a
in � and

M directions. Open circles are FP results (GGA case). Blue dashed,
red solid, and black solid curves are the bands from the two-band k · p
model of H

(1)
kp , H

(2)
kp , and H

(3)
kp , respectively. CBMs and VBMs are

both shifted to 0. a = 3.190 Å and � = 1.663 eV for all. Other fitted
parameters are the following: t = 1.105 eV for H

(1)
kp ; t = 1.059 eV,

γ1 = 0.055 eV, γ2 = 0.077 eV, and γ3 = −0.123 eV for H
(2)
kp ; t =

1.003 eV, γ1 = 0.196 eV, γ2 = −0.065 eV, γ3 = −0.248 eV, γ4 =
0.163 eV, γ5 = −0.094 eV, and γ6 = −0.232 eV for H

(3)
kp .
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