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Abstract  

Writing and assessing arguments are important skills and there is evidence that using rubrics to assess the 
arguments of others can help students write better arguments. Thus, this study investigated whether students 
were able to write better arguments after using rubrics to assess the written arguments by peers. Students in 4 
secondary 4 classes at a publicly funded Hong Kong high school used an online assessment system to assess the 
arguments of peers for one year. Students first used a rubric to assess arguments along four dimensions: claims, 
evidence, reasoning, and application of knowledge. Then they compared their assessments with assessments by 
their teachers using the same rubrics. Data included student-teacher agreements on rubric dimensions, students’ 
evaluation comments, and their perceptions of the assessment activity. Results indicated that the quality of 
students’ written arguments could be predicted based on the number of student-teacher agreements on the rubrics 
dimension of evidence and on the number of students comments identifying problems and reflecting on 
assessment. This study shows that providing students with rubrics for assessing the written arguments of peers 
can lead them to write better arguments. 

Keywords: rubric based assessment, assessing argument, argumentation model, online assessment, peer 
assessment, peer feedback 

1. Introduction 

Being able to write and to assess arguments competently is important in school for constructing and evaluating 
knowledge and in daily life for exercising the rights and duties of responsible citizenship. Although, it is 
recognized that the skills involved in effective argumentation ought to be taught in school (Driver, Newton, & 
Osborne, 2000; Nussbaum, 2002) they rarely are at least in any systematic way. This is in part because teachers 
have seldom been taught to do so. It is therefore not a surprise that many students (Knudson, 1992), including 
many recent high school graduates are unable to competently produce and assess arguments (National 
Assessment of Educational Progress, 1998; National Science Board, 2006). 

Educational researchers have traditionally focused on arguments in math and the natural sciences (Aberdein, 
2005; Erduran, 2007), more recently they have begun focusing on arguments in the social sciences and the 
humanities (Larson, Britt, & Kurby, 2009). Although, many studies have examined how students construct 
arguments (Chang & Chiu, 2008; Driver, et al., 2000; Li & Lim, 2008; Wu & Tsai, 2007), few have looked at 
how they assess them (Hagler & Brem, 2008; Kuhn, 2005; Larson, et al., 2009; Lu & Lajoie, 2008; Sadler, 2004) 
despite evidence that doing so enhances learning by involving students more deeply in the learning process 
(Gielen, Peeters, Dochy, Onghena, & Struyven, 2009; Goldstein, Crowell, & Kuhn, 2009). Further, few studies 
have focused on the use of rubrics in assessing arguments. 

Students are now able to assess the work of peers online which, unlike face-to-face assessment, allows them 
greater freedom to review their own feedback and to compare it with teacher feedback. Further, online systems 
allow teachers to construct rubrics for students use in assessing arguments. Thus, the students in this study used 
an online assessment system and teacher generated rubrics to evaluate the written arguments of peers and then to 
compare their assessments with those of their teachers. They also had opportunities both to reflect on their 
assessment experiences and to compare their own written arguments with those of their peers. The study sought 
to determine whether students’ online peer assessment activities and reflections lead them to write better 
arguments. 
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2. Literature Review 

Research has demonstrated that the development of argumentation skills can promote productive thinking 
(Nussbaum, Winsor, Aqui, & Poliquin, 2007), reasoning (Hahn & Oaksford, 2007; Lajoie, Greer, Munsie, 
Wilkie, Guerrera, & Aleong, 1995), problem solving (Chiu, 2008), decision making (Karacapilidis & Papadias, 
2001; Lu & Lajoie, 2008) and knowledge construction (Jamaludin, Chee, & Ho, 2009).  

Although, we now know something about how students develop the ability to construct and assess arguments we 
have also discovered that developing the ability to do so is no easy task (Knudson, 1991). It has been found that 
graduating high school students are often unable to competently produce or assess arguments (National 
Assessment of Educational Progress, 1998; National Science Board, 2006). A number of reasons have been 
suggested for why this is the case. Some researchers have suggested that it may be because our pedagogies are 
inadequate (Jonassen & Kim, 2010). Bereiter and Scardamalia (1982) have suggested that students may lack 
appropriate schemata while Kuhn (1991) and Perkins, Farady, and Bushey (1991) have suggested that students 
may not get enough formal instruction or practice. In response to Bereiter and Scadamalian’s (1982) suggestion 
the students participating in this study were given rubrics which they then used to assess the written arguments 
of their peers. The students then compared how they assessed the arguments of their peers with how their 
teachers assessed them. In this way, students were introduced to the appropriate schemata through the rubrics 
they used to assess the arguments of their peers.  

The remainder of this literature review will focus on argumentation skills and how online peer assessment can 
help foster their development. 

2.1 Models of Argumentation 

The most influential model of argumentation in educational research was developed by Toulmin (1958) who 
identified six parts of arguments: (1) claims, (2) evidence, (3) warrants, (4) backing, (5) qualifiers, and (6) 
rebuttals. In this study we found the teacher created a rubric that incorporated the first three elements of 
Toulmin’s model of argumentation which are claims, evidence, and warrant.  

According to Toulmin (1958) an argument involves the movement from evident to a claim through a warrant. A 
claim is the conclusion of an argument. It is an assertion about some issue or phenomena that the arguer wants 
others to accept. Claims may vary in complexity from simple popularly held beliefs to complex scientific 
theories. The ability to make clear claims is developmental (Knudson, 1992). Evidence consists of facts or 
examples introduced to support a claim (Kuhn, 1991; Toulmin, 1958). Students often fail to provide sufficient 
evidence for their claims (Kuhn, 2001; Walton, 1996). Pragmatically, the availability and the strength of 
evidence can determine how well students justify their arguments (Brem & Rips, 2000; Kuhn, 2001). Warrants 
are general statements serving to link the evidence to the claims they support. They are seen as the ability to 
reason. Students often construct arguments in which they fail to explicitly link evidence to the claims they 
support (Knudson, 1992; Kuhn, 1991). Students, who are unable to distinguish between arguments in which 
evidence and claims are properly linked from those in which they are not, are unable to construct good 
arguments and to effectively assess the arguments of others (Larson, et al., 2009). Finally, not listed in the 
Toulmin’s model but very important to argumentation is the knowledge. Constructing and assessing good 
arguments involves understanding, elaborating, and discussing key concepts and knowledge. Equipping students 
with key concepts and knowledge is also seen as a basis of effective argumentation. 

The development of effective argumentation skills is both a means and a goal of education. Research indicates 
that students acquire new perspectives and understandings by constructing arguments in different subject 
domains. For instance, in the natural sciences, constructing and assessing arguments can enhance students’ 
conceptual and epistemic understanding and can render scientific reasoning visible (Chi, Slotta, & de Leeuw, 
1994; Duschl & Osborne, 2002). Similar result have been found in the social sciences and the humanities (Wiley 
& Voss, 1999). Writing arguments leads to better conceptual understanding than writing narratives, summaries, 
or explanations (Wiley & Voss, 1999). Learning activities that involve solitary or collaborative argumentation 
can lead to better knowledge gains than learning activities that do not (Asterhan & Schwarz, 2007). 

2.2 Assessing Arguments 

Students exercise the same argumentation skills in assessing arguments as they do in constructing them and 
although, school is where they should develop these skills little research has focused on how this happens. One 
promising approach involves the use of rubrics to evaluate and enhance student learning (Andrade, 2000; 
Jonsson & Svingby, 2007). Students who use rubrics to assess arguments have more consistent and reliable 
argumentation skills (Jonsson & Svingby, 2007) and construct better arguments. Larson, Britt, and Kurby (2009) 
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found that students who used rubrics to evaluate arguments and who received immediate feedback, improved 
their ability to judge the quality of arguments. 

Scoring rubrics are rubrics employ descriptive scales and using such rubrics can provide students with a clearer 
understanding of what is important and can help them to evaluate the strengths and weaknesses of their work 
(Andrade, 2000; Moskal, 2000). Rubric-based peer assessment can scaffold argumentation skills by providing 
students with scales for assessing the features of arguments (Kuhn & Udell, 2003; Royer, Cisero, & Carlo, 1993). 
Thus, using rubrics to assess the arguments of peers can lead students to reflect on their own arguments and 
apply the same rubrics in writing them.  

A number of studies have provided evidence that rubric-based peer assessment enhances student learning. 
First-year psychology students reported that using rubrics to grade the work of peers motivated them to think and 
learn more effectively (Falchikov, 1986). Similarly, first-year undergraduates reported that peer assessment 
enhanced their critical thinking, sense of structure, and learning (Orsmond, Merry, & Reiling, 1996). Stefani (1994) 
reported that students, who participated in developing a marking rubric for lab assignments became more reflective 
and successful learners. Hughes (1995) also reported that first-year undergraduates improved their performance by 
using detailed marking schedules for peer-marking. Research indicates that self-checking based on evaluative 
feedback as opposed to solitary practice enabled students to assess arguments more effectively (Larson, et al., 
2009). 

2.3 Types of Feedback 

Students can use rubrics both to grade and to provide feedback on the work of peers. The feedback can involve 
commenting on the work which can involve reflective engagement (Falchikov & Blythman, 2001). Peer 
feedback has been found to improve the learning of both the assessor and the assessee (Li, Liu, & Steckelberg, 
2010; Topping & Ehly, 2001; Xiao & Lucking, 2008). For instance, it can sharpen the critical thinking skills of 
assessors and it can provide timely feedback to assessees. This study focused on the effects of feedback on 
assessors as opposed to assessees. Assessors may summarize arguments, identify problems, offer solutions, and 
explicate comments. In so doing assessors may increase the time they spend thinking about, comparing, 
contrasting and talking about learning tasks (Topping, 1998). Further, assessors may review, summarize, clarify, 
diagnose misconceived knowledge, identify missing knowledge, and consider deviations from the ideal (Van 
Lehn, Chi, Baggett, & Murray, 1995). Assessors who provide high quality feedback have been found to have 
better learning outcomes (Li, et al., 2010; Liu, Lin, Chiu, & Yuan, 2001). For instance, Tsai, Lin and Yuan (2001) 
found that pre-service teachers who provided more detailed and constructive comments on the work of their 
peers performed better than those who provided comments that were less detailed and constructive. Topping, 
Smith, Swanson and Elliot (2000) found that assessors not only improved the quality of their own work but also 
developed additional transferable skills. 

Peer feedback was carried out online and the next section reviews the literature on online assessment systems. 

2.4 Online Assessment 

Online assessment systems have changed the assessment process (Tsai, 2009; Tseng & Tsai, 2007) by enabling 
students to submit and store assignments, communicate with peers and teachers, and review and reflect on 
feedback. For example, “NetPeas” allows students to upload and modify assignments, assess the work of peers 
and file complaints (Lin, Liu, & Yuan, 2001). “Group Support System” allows students to discuss assessment 
criteria and carry out collaborative assessments (Kwok & Ma, 1999). Online assessment systems also affect 
learning. Tseng and Tsai (2007) found that 10th graders improved the quality of their projects by exchanging 
online feedback with peers. Yang (2010) designed an online peer review system that allowed students to observe 
and learn from each other by modeling, coaching, scaffolding, and reflecting during the writing process. She also 
found that the system helped students communicate with peers, review and assess their written assignments, and 
reflect on and revise their own work. 

3. Research Questions 

This study investigated whether using an online assessment system to assess the written arguments of peers can 
lead students to write better arguments. The online system allowed students to compare how they assessed the 
arguments of peers with how their teachers assessed the same arguments. We hypothesized that comparing their 
assessments of the written arguments of peers with those of their teachers would lead students to reflect more 
deeply on criteria for evaluating the parts of assignments and then to reflect more deeply on their own written 
arguments. We also wanted to explore how assessing and reflecting on different parts of arguments affected 
learning outcomes. Do student-teacher agreements on assessments of peer arguments affect the learning 
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outcomes of assessors? Which types of assessment comments are most effective in learning? These issues led to 
three research questions. 

1) How do student-teacher agreements with respect to the assessment of the arguments of   peers influence 
the learning outcomes of assessors? 

2) How do the number and types of assessment comments influence the learning outcomes of assessors? 

3) How does reflecting on the online assessment of arguments influence the learning of  assessors? 

4. Method 

4.1 Participants 

One hundred and twenty-one 13-14 year old secondary four students in a publicly-funded Hong Kong high school 
participated in the study. The students were from four different classes of approximately 30 students each. There 
were 43 girls and 78 boys. The school was chosen as a convenience sample from schools participating in a 
university-school partnership project involving the use of online platforms in teaching and assessing Liberal 
Studies, a core course in Hong Kong’s curriculum reform. Liberal Studies are composed of modules focusing on 
topics drawn from three areas: 1. Personal Development, 2. Society and Culture, and 3. Science, Technology, 
and the Environment. The students in the study were taught by six different teachers who collaborated in 
preparing the syllabus and the assessment rubric. Students received equivalent instruction and assessment for 
each topic as the same teachers taught the same topics to all four classes.  

4.2 Task Description and Online Assessment 

The study focused on how students used online rubrics to assess the written arguments of peers. At the end of 
each semester teachers selected several written arguments, from earlier assignments and uploaded them to the 
online assessment platform (see Figure 1) for students to assess. Students evaluated 4 to 6 essays during each 
round of the assessment exercise. Students wrote arguments to support their positions and claims on issues 
pertaining to topics covered during the course, such as “Do you agree with the statement that wealth is the only 
element affecting our quality of life?” Teachers chose student essays that represented low, medium, and high 
levels of argumentation. Selected essays were accompanied by assessment rubrics. Teachers also uploaded their 
own grades and comments for selected essays for students to consult after they had finished assessing the same 
essay. Upon logging into the assessment area, students saw the essays to be evaluated without the name of author 
but with the grades and comments assigned by the teacher (Figure 1). 

 
 
 
 
 
 
 
 

Figure 1. Screenshot of Peer assessment platform where students can download peers’ sample work 

 

Students had to select at least one essay on each assigned topic and assess it based on a rubric composed of four 
argument features: (a) claim, (b) reasoning, (c) evidence, and (d) application of knowledge. Each feature was 
associated with a 3-point scale: 0: poor, 1: fair, 2: good. Teachers provided detailed descriptions of what 
constituted a good, fair and poor claim, reasoning, evidence, and application of knowledge. For example, a good 
claim presented a “clearly stated and consistent point of view on the argument” while a poor claim presented a 
“vaguely stated or inconsistent point of view on the argument”. Students assessed arguments by assigning them 
values for the four features. The online assessment interface, shown in Figure 2a, has two areas: a rubric area and 
a comments area. As students assessed each feature the color of the cell associated that feature changed 
according to the assigned value. The system calculated total scores for completed assessments (See Figure 2b). 
Students could also make comments on written arguments in the comments area. 

After saving and submitting their assessments, a button appeared prompting students to compare their 
assessment with that of their teacher (see Figure 2c). Figure 2d shows a comparison between the assessment of a 
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student and that of a teacher. We hypothesized that in comparing their assessments with those of their teachers 
students would reflect on their own assessments and deepen their understanding of rubric criteria. The process of 
comparison could enhance the ability of students to construct and assess their own written arguments more 
competently.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Screenshot of peer assessment platform where students can assess and compare the work 

 

5. Data Sources and Analysis 

Three types of data were collected for analysis: (a) first semester assignment scores and final exam grades; (b) 
self report surveys of peer assessment experiences and (c) online assessment activities. 

Final exam grades were collected at the end of the school year and provided a holistic measure of students’ 
argumentation skills. The final exam contained several short essay questions which teachers graded with rubrics 
resembling those used for regular assignments throughout the course. Students’ overall scores on assignments in 
Semester 1, the semester preceding the peer assessment activity served as control variables. 

Students completed a 10-item, on-line self-report survey in class at the end of Semester 2 to gain a better 
understanding of their online behavior and reflections. Items 1 and 2 dealt with how they assessed the work of 
peers (how they chose sample essays and whether they compared their assessments with those of their teachers). 
Items 3-9 dealt with two dimensions of online assessment: “assessment for reflection” and “assessment for 
learning”. The internal reliabilities of “assessment for reflection” and “assessment for learning” were .681 
and .748 respectively. Item 10 dealt with the usability of the online assessment system. Items 3-10 were 
associated with 5-point Likert scales where 1 stood for “strongly disagree” and 5 for “strongly agree”.  

Peer assessment activity data was collected and calculated for the whole year and consisted of the number and 
types of student comments and student-teacher agreements on the four features of arguments. 

The database of the online assessment system recorded students’ scores and comments for each written argument. 
Raw data was exported and compiled in excel files. Student- and teacher-assigned scores were compared. Same 
and different scores were coded “1” and “0” respectively. The total number of same scores was calculated for 
each of the four rubric features. Comments were coded based on our earlier work on peer assessment (author, 
2011) which we adapted from Nelson and Schunn (2009), and Tseng and Tsai (2007). Thus, comments were first 
coded as affective and/or cognitive. Although, affective comments were coded as positive (e.g. “very good”) or 
negative (e.g. “badly written”) there were so few of each that we did not differentiate them in the study. We 
categorized cognitive comments as (a) identify problem; (b) suggestion; (c) explanation; and (d) comment on 
language. The author and a research assistant coded the cognitive comments independently with an inter-rater 
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reliability of .83. Comments that were neither cognitive nor affective (e.g. “can’t read your project, cannot 
comment”) were classified as ‘other’ and were later excluded as there were very few.  

 

Table 1. Coding schema of peer feedback 

Categories Definition Example 

Cognitive   

Identifying 
problems 

Addressing specific issue or 
dimension of the argument essay 

Claims are not very clear in the argument 

Suggestions 
 

A method is suggested to deal with 
the problem 

You should enrich your argument with 
more examples and evidence 

Explanation 
 

Explanation or elaboration on the 
problems identified or suggestions 
provided  

You did not explain why minimum wages 
can bring benefits to low-income workers 

Language 
 

Comments addressing the writing 
in general 

Your writing is not quite clear.  

Emotion   

Negative Give criticism  Lousy work! 

Positive Praise the work Good! 

Others   You should work harder! 

 
Statistical analyses were used to investigate the influences of the perceived effects of online assessment and 
actual online assessment activities on final exam scores. A multiple regression analysis (enter method) was 
conducted. The control variable was assignment performance in semester 1. We ran Pearson partial correlations 
to identify variables for inclusion in the regression model when controlled with Assignment scores (Table 2). 
The regression model dependent variable was the final exam score, and the independent variables were those 
significant in the partial regression table which included Example-match, Iden-problem, and Survey reflection. 

 

Table 2. Correlation matrix among Final Exam score and correlates 

Measure 1 2 3 4 5 

1 Exam  

2 Example_match .178*        

3 Survey_Reflection .228** -.066      

4 Iden_problem .208* .080 .110    

5 Emotion -.185* -.044 .029 -.119  

* p < 0.05; ** p < 0.01. 

 

Selected variables from partial correlations were checked for abnormalities in terms to multicollinearity and 
distribution. Since all variables entered into the regression model were continuous, relationships between them 
(multicollinearity) were investigated by examining Pearson partial correlations between pairs of variables, in 
which assignment score was controlled. No interrelations were found between predictors (see Table 2). In 
addition, all the variables had a normal distribution except “Emotion”, which had a positively skewed (skewness 
= 5.25) and peaked distribution (kurtosis = 30.61). Data for “Emotion” was excluded from analysis because it 
remained abnormal even after the application of Log transformation. 
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6. Results 

6.1 Summary Statistics 

Table 3 presents a descriptive summary of final grades, assignment scores, total number of same assessments 
across rubric dimensions, number of different types of comments, and survey scores for the two factors.  

 

Table 3. Descriptive analysis of learning performance, assessment activities, and survey report. 

Min. Max. M SD 
Learning performance     

Assignment 17.16 73.59 45.66 11.81 

Exam 10.20 66.30 36.12 11.46 

Report on web-based assessment     

Claim_match 2.00 10.00 5.10 1.75 

Reasoning_match 0.00 7.00 2.90 1.36 

Example_match 0.00 8.00 2.69 1.38 

Knowledge_match 0.00 7.00 2.98 1.25 

Survey     

Survey_reflection 1.25 5.00 3.58 0.70 

Survey_learning 1.00 5.00 3.51 0.80 

     

No. of comments     

Iden_problem 0.00 8.00 3.35 1.58 

Suggestion 0.00 4.00 0.53 0.97 

Language 0.00 4.00 0.85 0.95 

Explanation 0.00 7.00 3.14 1.40 

Emotion 0.00 4.00 0.15 0.59 

 
Most students chose assessment papers randomly (57%) and some chose purposely on different levels (21%). 
Fewer students chose good (17%) or poor articles (4%). Most compared their assessments with those of their 
teacher (90%) while a few did not (10%). Most students found the assessment system easy to use (M=3.68 on a 
5-point Likert-scale where 5 meant very easy to use). 

Although gender composition was unbalanced, there were no significant gender differences with respect to 
learning performance and assessment activities. An independent sample t test showed no significant difference 
between male and female participants on final exam scores, number of comments, and teacher-student 
assessment agreements. 

6.2 Prediction for Final Exam Scores 

The multiple squared correlation coefficient was 0.43, indicating that approximately 43% of the variability in the 
final exam was accounted for by assignment scores and the three predictors (“Example_match”, 
“Survey_reflection”, and “Iden_problem”). The control variable (Assignment) on its own was a significant 
predictor of Exam (R2 = 0.35, t = 8.08, p < 0.00). When the three predictors were added to the model, there was a 
significant change of variance (ΔR2 = 0.076, p < 0.01). All the predictors were significant or marginal significant 
predictors (Example_match: t = 2.02, p < 0.05; Survey_reflection: t = 2.51, p < 0.05; Iden_problem: t = 1.93, p = 
0.057) to Exam, controlling for Assignment. The strength of prediction of Assignment remained approximately 
the same after the three predictors were added (t = 7.18, p < 0.00). According to the standardized β of the 
predictors, “Example_match”, “Survey_reflection”, and “Iden_problem” all predicted Exam positively. 
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Table 4. Regression model 

 R2 R2
adj ΔR2 ΔF Standardized β t 

Step 1 .35 .35*** .35*** 65.25   
Assignment     .60*** 8.08 
Step 2 .43 .41*** .076*** 5.16   
Assignment                       .52*** 7.18 
Example_match              .14* 2.04 
Survey_reflection     .18** 2.51 
Iden_problem     .138† 1.93 
†p < 0.1, * p < 0.05; ** p < 0.01; *** p < 0.000. 

 

In this case, “Example_match”, “survey_reflection”, and “iden_problem” predict Exam positively. Overall, the 
three predictors accounted for 7.6% of the variance of Exam (ΔR2 = 0.076, p < 0.01). 

7. Discussion 

This study examined whether students wrote better arguments after using rubrics to assess the written arguments 
of peers and then reflecting on and comparing their assessments with equivalent assessments by their teachers. 
Students’ reflections on peer assessments, assessment agreement on evidence, and number of comments on 
identifying problems were found to significantly predict exam scores and to account for about 7.6% change of 
variance in the final exam after controlling for the effects of prior knowledge. 

Of the four argument features, only evidence was a significant predictor for final exam scores. Student-teacher 
agreements on evidence significantly influenced exam performance. Evidence assessed whether students gave 
“single”, “multiple but partial” or “sufficient” examples. Students with high assessment agreement for evidence 
did better in the final exam demonstrating that being able to competently assess the quality evidence in the 
arguments of peers was important in determining their ability to write good arguments. This implied that the 
ability to provide evidence for claims was the most important factor in being able to write good arguments and 
that when this feature is embedded in assessment rubrics, students were better able to judge the quality of 
arguments which in turn lead to better learning.  

The non-significance of the other three features: claim, reasoning and application of knowledge, implies that 
argument skills do not develop all at once and that development may start with the ability to construct evidence 
followed later by the development of the ability to formulate claims, engage in reasoning, and achieve 
conceptual understandings. However, due to limits on the exercise of peer assessment, these other features did 
not positively affect learning performance. The findings suggest that the possibility that argument features 
develop sequentially should be considered when designing argument tasks. These findings further indicate that 
the ability to assess arguments and the ability to write arguments are not the same. Students may have difficulty 
transferring their skills in assessing arguments to writing argument.  

Among the comments, identifying problems was a marginally significant predictor. More comments on 
identifying problems lead to better exam performance. This finding was consistent with our earlier work on the 
different effects of online peer assessment on assessors and assessees (Author, 2011). For instance, in providing 
cognitive comments such as identifying problems to peers, the assessor or person giving the comment benefited 
more that the assessee or person receiving it. Descriptive analysis revealed that this was the most frequent type 
of comment. Though students provide about the same number of Explanation comments and Identifying 
problems comments, the former was not a significant predictor for final exam scores. This could be because the 
Explanation comments were not constructive. Further, students offered few Suggestions perhaps because 
formulating solutions to problem draws on higher cognitive abilities. Thus, it appears that identifying problems, 
giving explanations, and suggesting solutions involve different levels of cognitive capability. Students also 
provided few language and emotion comments perhaps because the assessees simply did not receive the 
comments. Thus, assessors may not have been motivated to provide suggestions, comments on language issues 
or emotional issues.   

Survey analysis revealed that Assessment-for-reflection was a significant predictor on exam performance with 
those who engaged in more online peer assessment doing better on the final exam. This study was designed to 
get students to compare how they assessed the arguments of peers with how their teachers assessed them. The 
idea being that in doing so students would reflect on the rubrics and thus on what constitutes a good argument. 
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The results are consistent with our hypothesis that students who reflected more on their performance did better 
on the final exam. 

This study used three methods of assessment: rubric-based, feedback, and on-line technology. It didn’t seek to 
determine whether there were performance differences between those engaging in and those not engaging in 
rubric-based assessment as in earlier research (Hughes, 1995). Rather, we implemented a model of 
argumentation in the assessment rubric and tried to identify how assessing different features of arguments might 
influence the ability of students to write arguments. The rubric induced students to focus on features of 
arguments and provided instruction on the cognitive skills needed to assess the written arguments of peers. 
On-line assessment provided students with tools for visually representing and sharing the procedures and results 
of assessing arguments so as to concentrate attention and induce reflection. Results suggested that argumentation 
assessment skills can be improved by involving students in peer assessment activities. The rubrics provided 
students with clear guidance on assessing different argument features which in turn lead them to improve their 
ability to write arguments. The task of using rubrics to assess peer arguments helped students differentiate 
well-constructed arguments from poorly-constructed ones. To apply the rubric students had to understand the 
criteria specified in it and how to apply them to peer arguments. In so doing students become more aware of the 
characteristics of well- and poorly-constructed arguments which lead them to use the same criteria more 
reflectively and attentively in assessing their own written arguments. The effects of rubric-based assessment on 
learning are indirectly reflected in students’ self-reported surveys. 

Students who encountered disagreements between their assessments and those of their teachers were lead to 
reflect on why and may have induced them to review the assignment. Assessment activities also helped students 
to understand the features of arguments better by sharpening their critical thinking skills. Peer assessment can 
promote self assessment (Liu & Carless, 2006). Students can gain insights into their own work by judging and 
critiquing the work of peers (Bostock, 2000). Learners developed clearer and deeper understandings of task and 
argument dimensions by critically judging and commenting on the quality of peer written argument than by 
simply focusing on their own written arguments.  

8. Conclusions and Future Directions 

Argumentation involves different types of skills and students may fail to develop these skills in a balanced 
fashion, especially when it comes to evaluating the written arguments of peers. Judging the arguments of peers 
based on different argument criteria can help students develop a better understanding of the structure and quality 
of written arguments which can in turn help them to write better arguments. The development of argumentation 
skills can be facilitated by involving students in peer assessment activities. Since students perceived that they 
benefited more from assessing poor quality written arguments, they should be given more opportunity to do so, 
but with clearly stipulated rubrics and guidelines. 

This study only investigated the effects of peer assessment on assessors due to the nature of assessment task. It 
would be interesting to see if assessees also benefited from such activities. For instance, how would assessees 
interpret inconsistencies between how peers and teachers assessed of their work? How would they interpret 
comments from peers on their written arguments? Would they able to integrate peer comments and revise their 
arguments accordingly? These issues should be investigated in future studies. 

9. Limitations 

One hundred and twenty one students were from four different classes. Since this sample was chosen due to 
convenience, the generalization of the results is constrained.  Stronger and more robust results will be possible 
via a random sampling procedure. 

Considering the sample size, we did not examine the differences of argumentation skills among these four areas. 
By subdividing the groups, the sample size in each category would become smaller and the conclusions would 
be weaker. We believe that given sufficient sample size in each category of the four areas, it would be very 
interesting to examine argumentation differences.  
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