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The ground state of bilayer graphene is investigated using density functional calculations with a local spin-
density approximation. We find a ground state with layer antiferromagnetic ordering, which is one of the
candidate states suggested by former studies based on a simplified model. The calculations prove that the layer
antiferromagnetic state is stable even if the nonlocal Coulomb interaction and the remote hopping are included.
The gap of the correlated ground state is about 1.8 meV, in reasonable agreement with the experimental value.
The surface magnetism in the bilayer graphene is of the order of 10−2μB/nm2.
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I. INTRODUCTION

Graphene, the star material currently, has attracted great
attention and stimulated intensive research since its birth.1

Many exotic physical properties of graphene, including the
anomalous integer quantum Hall effect, Klein tunneling,
etc., have been revealed, which promises huge potentials in
practical applications.2–5 However, one major roadblock for
the practical applications of graphene in electronics is the small
on/off ratio due to its gapless ground state. One alternative
way to overcome the difficulty is to exploit the AB-stacked
bilayer graphene (BLG) instead, where a gap can be formed
and tuned by chemical doping or the external electric field.6,7

For example, unipolar transport has been demonstrated in
a field-effect transistor based on BLG,8 and high-frequency
manipulation of the BLG quantum dot has been realized.9

Recently, the results of several experiments on the ultraclean
suspended BLG suggest that an intrinsic gap may exist at the
charge neutrality point, which is attributed to the formation of
certain ordered ground states due to spontaneously symmetry
breaking.10–15 This finding has triggered the interest to study
many-body physics near the Dirac point in graphene materials,
which may provide not only new insight into the effects of
electron correlations but also a new possibility to manipulate
the energy gap for practical applications. At the moment,
the nature of the correlated ground state of BLG is still
unclear and highly debated, and different candidate states
have been proposed theoretically. These include the layer
antiferromagnetic (LAF) state,16–21 pseudospin magnetism,22

the quantum anomalous Hall state,23 the quantum spin Hall
state,18,24 and a gapless nematic state.18,25–27

The existing debates are mainly due to the facts that only a
few transport measurements are available so far10–15 and that
the effective parameters of BLG used in model studies are not
given a priori but are fitted to the experimental results.16,17,22–28

Another way to get these input parameters in the effective
model is from the ab initio calculation results for graphene and
graphite systems.29 However, the value of the energy gap ob-
tained in this way is two orders of magnitude larger than the one
observed in experiments.19 Thus, a satisfactory interpretation
of the observed energy gap in ultraclean BLG with no empirical
parameter is still lacking, not to mention the other observable
physical quantities. Further, the simple Hubbard model for

BLG usually only includes the local Coulomb interaction, and
two important factors are ignored. One is the influence of
nonlocal components of the Coulomb interaction beyond the
Hubbard U term. Although these terms are smaller than the
on-site Coulomb interaction, some recent theoretical works
indicate that these terms do affect the correlated ground state
of BLG.29 The other is the effect of the remote hopping terms,
which essentially modifies the parabolic feature of the energy
bands near the Dirac points. The first-principles calculation
based on density functional theory (DFT) has the advantages
that no empirical fitting parameter is needed and the secondary
effects, such as the nonlocal Coulomb interaction and remote
hopping, are naturally included. The first-principle method
has been successfully used to study the edge magnetization
in graphene nanoribbons30,31 and surface magnetization in
eight-layer graphite.32,33 In this paper, we perform the DFT
calculations to study the ground state of BLG, which gives
a reasonable energy gap of the ground state compared with
the experimental value. Further analysis of the calculated
results shows that the correlated ground state of BLG is a
spin-density-wave-like state, where the spin ordering is the
same as the LAF state revealed in the former model studies.
The calculations give the surface magnetism of the LAF state
in BLG, which can be tested in further experiments. Due to
the merits of the firsts-principle method, our calculation here is
quantitative and thus is distinct from the former model studies.
It is helpful to identify the nature of the correlated ground state
in BLG and further material applications.

II. RESULTS AND DISCUSSION

The DFT calculations of the electron structures for BLG
are performed with the ABINIT software package.34 The slab
model consisting of the two graphene layers and a vacuum
layer is constructed for the calculations with periodic boundary
conditions. There are four carbon atoms in the primitive cell
of the AB-stacked BLG, and the geometry structure of a
2 × 2 supercell is shown in Fig. 1(a). In each layer, there
are two sublattices, i.e., sublattices A and B. We use the
experimental value of 3.35 Å for the layer separation since the
van der Waals interactions cannot be captured by local-density
approximation (LDA).35 A 23.4-Å vaccum layer, which is
seven times the layer separation, is thick enough to avoid the
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FIG. 1. (Color online) (a) The geometry structure of a 2 × 2
supercell of BLG. The four carbon atoms in the primitive cell are
denoted as A1, B1, A2, and B2, respectively. (b) Brillouin zone
(BZ) of BLG. �, M , K , and K ′ denote the high-symmetry points in
the BZ.

intercell interactions between the graphene layers. The cutoff
energy for the plane-wave basis set is chosen as 40 Ha, and the
Troullier-Martins (TM) norm-conserving pseudopotential for
the carbon element is exploited. The k points for sampling the
Brillouin zone (BZ) are generated by a 60 × 60 Monkhorst-
Pack (MP) grid. In order to investigate the possible spin order,
the local spin-density approximation (LSDA) is exploited
in the exchange-correlation functional, and the convergence
criteria for the total energy difference is 10−10 Ha.

The band structures and density of states (DOS) of BLG
from the DFT + LSDA calculations are shown in Figs. 2(a) and
2(b), respectively. A fine band structure around Dirac point K

is shown in Fig. 2(c), where a minor band gap is opened around
Dirac point K . The calculated band gap Egap ≈ 1.8 meV
is comparable to the experimental values of 2–3 meV,13–15

considering that LSDA calculations usually underestimate the
band gap. For comparison, we also performed the DFT + LDA
calculation without including the spin degrees of freedom,
where no energy gap is found in this case, which is the same
as in the previous studies.36 As shown below, the opening gap
originates from the LAF ground state, and the results here
suggest that the LAF state is still robust in the presence of
nonlocal Coulomb interaction, at least at the level of LDA.

FIG. 3. (Color online) (a) Isosurface of the charge distribution
with an isovalue of 1 Å−3. (b) Isosurface of the spin polarization
distribution with an isovalue of 1.7 × 10−4 Å−3 (red) and −1.7 ×
10−4 Å−3 (blue).

In BLG, the low-energy spectrum near the Dirac point
is modified by the interlayer hopping between atom sites
A1 and B2, where the isoenergetic lines around the high-
symmetry point K (K ′) are split into four pockets with
one central part at K (K ′) and three leg parts on the K-�
(K ′-�) symmetry lines.2,37 This trigonal warping effect has
a prominent effect on the physical properties of BLG, such
as the weak localization38 and minimal conductivity.39 For
the correlated ground states considered here, the presence of
trigonal warping may invalidate the discussions based on the
massive-chiral band model17 or suppress the flow of couplings
in the renormalization group treatment.27 Our first-principles
calculation show that the LAF state is still stable in the presence
of the trigonal warping effect. The energy-gap function near
the high-symmetry point K is given in Fig. 2(d), where the
minimal gap is about 1.8 meV, and the threefold rotational
symmetry due to the trigonal warping is shown.

The ground state of BLG as the LAF state in the DFT
calculations is identified by analyzing its charge density and
spin-polarization distributions. The isosurface of the charge
density is illustrated in Fig. 3(a), which is basically extended
along the C-C bonds in each layer. We estimate the charge
on each atom using the Hirshfeld method.40 Calculations
with LDA and LSDA give the same charge distributions.
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FIG. 2. (Color online) (a) Band
structure of BLG from
DFT + LSDA calculations. (b)
DOS of BLG from DFT + LSDA
calculations. (c) Fine band structure
of BLG around Dirac point K from
DFT + LSDA calculations. (d)
Trigonal warping effect on the gap
function near the high-symmetry
point K.
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FIG. 4. (Color online) Isosurfaces of the norm of the wave
function (spin up) for states at the K point. (a) The state on the
valence band; (b) the state on the conductance band. The isovalue is
0.2 Å−3, and the wave function has been normalized in one primitive
cell.

This implies that the energy gap in the LSDA calculation
has nothing to do with the charge redistribution. For the
spin distribution, the LDA results with LDA give no spin
ordering because the spin degree of freedom is ignored,
while the LSDA results give the layer antiferromagnetic
order. As shown in Fig. 3(b), the spin polarization is mainly
localized around the A1 and B2 atoms. The Hirshfeld method
gives the spin polarization around the A1 atom as about
5.5 × 10−4 and that around B2 as −5.5 × 10−4. Note that
“spin polarization” here is defined as n↑ − n↓, where n↑ (n↓)
is the charge number with up spin (down spin). For the A2
and B1 atoms, the spin polarization is very tiny and at least
one order of magnitude smaller than the spin polarization
of the A1 and B2 atoms. Therefore, the net spin in each
layer is nonzero, but that of the whole system is zero. This
is just the layer antiferromagnetic state predicted by former
mean-field studies. In Ref. 41, a self-consistent mean-field
calculation gives similar spin ordering, and the largest spin
polarization on one atom is of the order of 10−4 by fitting
to an experimental value of the gap of 2 meV. Thus the
first-principles results here are semiquantitatively in agreement
with the mean-field studies, which provide essential support to
the latter by including the influence of the nonlocal Coulomb
interaction and remote hopping. Further, the DFT calculations
give the surface magnetism as about 10−2 μB/nm2, which
can be directly detected by spin-polarized scanning tunneling
microscopy. The surface magnetism has been reported in
trilayer and eight-layer graphene systems.32,33,42

The LAF state is further investigated from the peculiar
wave functions near the Dirac points. When the electron-
electron interaction is not considered, the low-energy states
of BLG have layer symmetry, spin symmetry, and valley
symmetry.22 The inclusion of electron-electron interaction
can spontaneously break some symmetry and induce several
possible correlated ground states.43 For the LAF state, the two
layers have opposite spin polarization, and the layer symmetry
is broken for each spin direction. For the up spin, the states on
the conductance band near the Fermi level are localized on one
layer, and the states on the valence band are on the other layer.
However, for the down spin, the layer dependence is inverted.
These features of the wave functions of the LAF state are
demonstrated in the mean-field studies based on a simplified
model41 and also in the first-principles results here. Taking
one spin direction, for example (say the up spin), we plot
the wave functions for both conductance and valence bands
at the K point in Figs. 4(a) and 4(b), respectively. As we

expected, the state on the valence (conductance) band is on the
top (bottom) layer. However, the wave function for the states a
small distance away from the Fermi level does not have such
spin- and layer-dependent distribution, and the wave function
spread uniformly among the two layers instead. The results
here confirm that the electron-electron interaction in the BLG
system only influences the low-energy states very close to
the Fermi level, and the spin distribution of the LAF state is
contributed by these states having spin ordering.

As discussed above, the DFT calculations gives a LAF
ground state with an energy gap of about 1.8 meV. Compared
with former model studies, the description of the LAF ground
state here is more quantitative and realistic. One reason is that
all the secondary effects, such as the nonlocal Coulomb inter-
actions and the remote-hopping-induced trigonal warping, are
included in the first-principles calculations. The other is that
the predicted energy gap is consistent with the experimental
value and is the most convincing quantitative result so far.
Therefore, our work provides useful information for further
studies of the LAF ground state in BLG. For example, we
give the order of magnitude of surface magnetization of the
LAF state, which is actually a key quantity for the LAF
state. Considering that there is still no final consensus on
the nature of the correlated ground state of BLG at the
moment, the possible candidates have to be experimentally
probed via detecting their characteristic properties, not only
the energy gap. For the LAF state, detecting its surface
magnetism can give evidence of its existence. The calculated
surface magnetism here is about 10−2 μB/nm2, which offers
a criterion for the experimental design.

Finally, we argue that the on-site Coulomb interaction
in single-layer graphene and bilayer graphene are different,
which may be the reason why former model studies give a
much larger energy gap. In a recent quantum Monte Carlo
calculation, the energy gap of the LAF state in BLG was
estimated to be 200 meV with the value of on-site Coulomb
interaction of the single layer graphene derived from the first-
principles calculations.19,29 Based on our calculation results
here, it is reasonable to guess that the value of the Coulomb
interaction of single-layer graphene is not suitable for this
problem. The on-site Coulomb interaction may be different in
the single-layer and bilayer graphene because of their different
energy bands. Note that the on-site Coulomb interaction in
BLG is actually in the region where the energy gap is quite
sensitive to the value of interaction.41 A small variation of the
interaction strength will dramatically change the energy gap. In
addition, the other effects, e.g., nonlocal Coulomb interaction
and the remote hopping, can also influence the final results
because the energy band near the Dirac point is modified.

III. CONCLUSION

In summary, first-principles calculations have been per-
formed to investigate the ground state of BLG. The LAF
ground state is found in the LSDA calculations, and a
reasonable energy gap compared with the experimental results
is obtained. The results support the fact that the LAF state in
BLG is robust in the presence of nonlocal Coulomb interaction
and remote hopping. More detailed information on the LAF
state is also given by the first-principles calculations, where the
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largest spin polarization on one atom is about 5.5 × 10−4 and
the surface magnetism is of the order of 10−2μB/nm2. Our
results here give a quantitative description of the LAF state
in the BLG system, which is useful for further experimental
investigations and practical applications.
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