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#### Abstract

The multilevel fast multipole algorithm is based on the multipole expansion, which has numerical error sources such as truncation of the addition theorem, numerical integration, and interpolation/anterpolation. Of these, we focus on the truncation error and discuss its control precisely. The conventional selection rule fails when the buffer size is small compared to the desired numerical accuracy. We propose a new approach and show that the truncation error can be controlled and predicted regardless of the number of buffer sizes.
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1. Introduction. Electromagnetic scattering problems with a large number of unknowns can be treated with the recently developed fast algorithms, such as the fast multipole method (FMM) [1, 2, 3] and the multilevel fast multipole algorithm (MLFMA) $[4,5,6]$. These methods are based on the multipole expansion, which has the following three error sources in its numerical implementation: the truncation of the addition theorem, numerical integration, and interpolation/anterpolation. Therefore, error control is one of the most important issues and has been discussed by many authors $[2,6,7,8,9,10,11]$. Of the three error sources, the error due to numerical integration and interpolation/anterpolation is the most easily handled, since all the signals treated in these algorithms are band-limited. Hence, there are ways to fully control these errors [10, 11]. The most difficult issue is that of controlling the truncation error and this still remains a complex problem [12]. Although these fast algorithms were shown to be error controllable in previous discussions, those authors assumed the condition that the buffer size is always large enough compared to the desired numerical accuracy. To satisfy this condition, we need to enlarge the buffer size for increasing the desired accuracy. This implementation becomes expensive, especially for high accuracy requirements, since the fields due to elements in the buffer boxes are computed by the traditional method of moments.

In this paper, we assume the condition that the number of buffer sizes is fixed regardless of the desired numerical accuracy. Under this condition, the conventional selection rule fails and the minimum error is no longer bounded by machine precision. To overcome this difficulty, we propose a new approach to predict and control the truncation error precisely. This approach also has a powerful potential to predict the error convergence process for a given interaction and the minimum error for a given box size and buffer size. This information reveals the error controllable region of the multipole expansion for small buffer cases.

[^0]2. Error sources. The 0th order of the Hankel function can be expressed in the Fourier space by using the integral representation of the Bessel function [11, 13]:
\[

$$
\begin{equation*}
H_{0}^{(1)}\left(k \rho_{j i}\right) \doteq \frac{1}{2 \pi} \int_{0}^{2 \pi} d \alpha \tilde{\beta}_{j l^{\prime}}(\alpha) \tilde{\alpha}_{l^{\prime} l}(\alpha) \tilde{\beta}_{l i}(\alpha) \tag{1}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\tilde{\alpha}_{l^{\prime} l}(\alpha)=\sum_{p=-P}^{P} H_{p}^{(1)}\left(k \rho_{l^{\prime} l}\right) e^{-i p\left(\phi_{l^{\prime} l}-\alpha+\pi / 2\right)} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\beta}_{j l^{\prime}}(\alpha)=e^{-i k \rho_{j l^{\prime}} \cos \left(\alpha-\phi_{j l^{\prime}}\right)}, \quad \tilde{\beta}_{l i}(\alpha)=e^{-i k \rho_{l i} \cos \left(\alpha-\phi_{l i}\right)} \tag{3}
\end{equation*}
$$

It can be expressed by its discretized form [11]

$$
\begin{equation*}
H_{0}^{(1)}\left(k \rho_{j i}\right) \doteq \frac{1}{Q} \sum_{q=1}^{Q} \tilde{\beta}_{j l^{\prime}}\left(\alpha_{q}\right) \tilde{\alpha}_{l^{\prime} l}\left(\alpha_{q}\right) \tilde{\beta}_{l i}\left(\alpha_{q}\right) \tag{4}
\end{equation*}
$$

Equation (4) can be written as products of a matrix and vectors as

$$
\begin{equation*}
H_{0}^{(1)}\left(k \rho_{j i}\right) \doteq \hat{\boldsymbol{\beta}}_{j l^{\prime}}^{t} \cdot \hat{\overline{\boldsymbol{\alpha}}}_{l^{\prime} l} \cdot \hat{\boldsymbol{\beta}}_{l i} . \tag{5}
\end{equation*}
$$

For the multilevel case, the sampling rate should be changed in the process of aggregation and disaggregation. Considering this process, (5) can be replaced with a new factorization using the interpolation matrices $\bar{I}_{m}$ and the anterpolation matrices $\bar{I}_{m}^{t}$ $(m=1,2, \ldots, n)[11]$,

$$
\begin{align*}
H_{0}^{(1)}\left(k \rho_{j i}\right) \doteq \hat{\boldsymbol{\beta}}_{j J_{1}}^{t} & \cdot \overline{\boldsymbol{I}}_{1}^{t} \cdot \hat{\overline{\boldsymbol{\beta}}}_{J_{1} J_{2}} \cdot \overline{\boldsymbol{I}}_{2}^{t}  \tag{6}\\
& \cdots \hat{\overline{\boldsymbol{\beta}}}_{J_{n-1} J_{n}} \cdot \overline{\boldsymbol{I}}_{n}^{t} \cdot \hat{\overline{\boldsymbol{\beta}}}_{J_{n} l^{\prime}} \cdot \hat{\overline{\boldsymbol{\alpha}}}_{l^{\prime} l} \cdot \hat{\overline{\boldsymbol{\beta}}}_{l I_{n}} \cdot \overline{\boldsymbol{I}}_{n} \cdot \hat{\overline{\boldsymbol{\beta}}}_{I_{n} I_{n-1}} \\
& \cdots \overline{\boldsymbol{I}}_{2} \cdot \hat{\boldsymbol{\beta}}_{I_{2} I_{1}} \cdot \overline{\boldsymbol{I}}_{1} \cdot \hat{\boldsymbol{\beta}}_{I_{1} i} .
\end{align*}
$$

In this numerical implementation, we need to truncate the translation operator $\tilde{\alpha}_{l^{\prime} l}$ and perform numerical integration and interpolation/anterpolation. Of the existing error sources, the numerical integration error and the interpolation/anterpolation error can be fully controlled $[10,11,12]$. However, the choice of the truncation number $P$ in (2) still remains a complex issue. We will focus our discussion on the error which comes from the truncation process of the discretized form in (4).
3. Selection rules. The truncation number $P$ has been selected by either the semi-empirical formula $[2,6,7,8,9]$ or the excess bandwidth formula $[11,12,14,15$, $16,17]$. Of these two selection rules, the excess bandwidth formula can be applied for a wider range of group sizes [11]. We will explain the excess bandwidth formula briefly and propose a new approach to predict and control the error.
3.1. Excess bandwidth formula. One conventional way to predict and control truncation error for the multipole expansion is to use the excess bandwidth formula $[11,12,14,15,16,17]$. Chew et al. [11] and Song and Chew [17] recently proposed the following refined formula:

$$
\begin{equation*}
P \simeq k D+1.8 d_{0}^{2 / 3}(k D)^{1 / 3} \tag{7}
\end{equation*}
$$

where $k D$ is the maximum diameter of a group size, and $d_{0}$ is the desired number of digits of accuracy. If we assume a square box as a group, the above can be rewritten, using the box size $k a$, as

$$
\begin{align*}
P & \simeq \sqrt{2} k a+1.8 d_{0}^{2 / 3}(\sqrt{2} k a)^{1 / 3}  \tag{8}\\
& \simeq 1.4 k a+2.0 d_{0}^{2 / 3}(k a)^{1 / 3} . \tag{9}
\end{align*}
$$

This equation is transformed into

$$
\begin{equation*}
d_{0} \simeq\left[\frac{P-1.4 k a}{2.0(k a)^{1 / 3}}\right]^{3 / 2} . \tag{10}
\end{equation*}
$$

Equation (10) implies that the number of digits of accuracy is determined by the truncation number $P$. This expression represents the convergence rate of the integrand in (1) with $P$. We perform a numerical experiment with finite double precision-the value $d_{0}$ is bounded by this accuracy.
3.2. New approach. If the truncation number $P$ becomes larger and larger, the integral representation of Hankel function (4) tends to diverge. This is caused by the Hankel functions involved in the translation operator (2). Therefore, another evaluation is needed to predict and control the error in this case.

When $p \rightarrow \infty$ and $k \rho_{l^{\prime} l} \sim O(p)$, the Hankel function has an approximate form [18]

$$
\begin{equation*}
H_{p}^{(1)}\left(k \rho_{l^{\prime} l}\right) \sim-i \frac{e^{p \ln \left\{\left[p+\sqrt{p^{2}-\left(k \rho_{l^{\prime}}\right)^{2}}\right] / k \rho_{l^{\prime}}\right\}-\sqrt{p^{2}-\left(k \rho_{l^{\prime}}\right)^{2}}}}{\sqrt{\frac{1}{2} \pi \sqrt{p^{2}-\left(k \rho_{l^{\prime} l}\right)^{2}}}} . \tag{11}
\end{equation*}
$$

The above diverges rapidly for $p>k \rho_{l^{\prime} l}$, and the following formula can be derived:

$$
\begin{align*}
d_{1} & \simeq\left[\frac{P-k \rho_{l^{\prime} l}}{1.8\left(k \rho_{l^{\prime} l}\right)^{1 / 3}}\right]^{3 / 2},  \tag{12}\\
& =\left\{\frac{P-(n+1) k a}{1.8[(n+1) k a]^{1 / 3}}\right\}^{3 / 2}, \tag{13}
\end{align*}
$$

where $n$ is the number of buffer boxes. Here, $d_{1}$ is related to the value of the Hankel function $\left[O\left(10^{d_{1}}\right)\right]$ for $p=P$. When the integral representation of the Hankel function in (4) is evaluated, the number of digits is lost by approximately $d_{1}$ in (13) because of cancellation and roundoff. Therefore, the value $d_{0}-d_{1}$ can be considered as the true number of digits of accuracy. This is what we call the new approach. This approach considers both the convergence rate of the Bessel functions and the divergence rate of the Hankel functions with the truncation number $P$.
4. Error control and prediction. To make a comparison of the truncation error for a 10 -box buffer case and a 2 -box buffer case, error control and prediction for the multipole expansion will be discussed. In this section, we clarify the topic of applying the excess bandwidth formula and the new approach to the selection of the truncation number $P$.
4.1. 10-box buffer case. The absolute relative error between the original 0th order of the Hankel function and its discretized form (4) is investigated for the elements shown in Figure 1. The box size is assumed to be $k a=5$ and the distance between


Fig. 1. Distribution of elements to study the relative error.


Fig. 2. Relative error due to the truncation. A 10-box buffer is assumed between two boxes.
two box centers $(n+1) k a=11 k a$. The dots in Figure 2 show the computational result and the solid line shows the prediction. We can confirm that both results are in good agreement. This error for changing the truncation number $P$ is classified into the following four regions, and the error in each region is controlled and predicted in the following ways:
(a-1) Region I $[P<1.4 k a]$.
Control: The truncation number should be increased.
Prediction: The value $10^{0}$ is plotted.
(a-2) Region II $\left[1.4 k a<P<1.4 k a+12.3(k a)^{1 / 3}\right]$.
Control: The error can be controlled by the excess bandwidth formula in (7). The number of digits of accuracy $d_{0}$ varies from $d_{0}=0$ to 15 .

Prediction: Using the transformed excess bandwidth formula in (10), the value $10^{-d_{0}}$ is plotted for changing the truncation number $P$.


FIG. 3. Relative error due to the truncation. A 2-box buffer is assumed between two boxes.
(a-3) Region III $\left[1.4 k a+12.3(k a)^{1 / 3}<P<(n+1) k a\right]$.
Control: Considering roundoff error, any number in this region can be chosen for the completely converged value. The absolute relative error is bounded by approximately $10^{-15}$ because of finite double precision accuracy. Prediction: The error is predicted as $10^{-15}$.
(a-4) Region IV $[(n+1) k a<P]$.
Control: $\quad$ The error becomes larger and tends to diverge for large $P$. The truncation number in this region cannot be selected.
Prediction: Since the Hankel function tends to diverge in this region, the value $d_{0}-d_{1}$ can be considered as the true number of digits of accuracy using the new approach. The value $10^{-\left(15-d_{1}\right)}$ is plotted.
The above classification shows that the error can be controlled by using the excess bandwidth formula when the truncation number $P$ is selected as $1.4 k a<P<1.4 k a+$ $12.3(k a)^{1 / 3}$. If we select $d_{1}=0$ in this region, the new approach gives the same result as the excess bandwidth formula. When $P>(n+1) k a$, the new approach can be applicable to error prediction.
4.2. 2-box buffer case. The absolute relative error for the elements in Figure 1 is investigated. The number of buffer boxes is reduced from $n=10$ to $n=2$. The box size is $k a=5$ and the distance between two box centers is $(n+1) k a=3 k a$. Figure 3 is a plot of the absolute relative error for these parameters. The dots show the computational results and the solid line shows the prediction. Both results are in good agreement. This result for the 2-box buffer case also is classified into the following four regions. However, the way to control and predict error is different from the 10 -box buffer case:
(b-1) Region I $[P<1.4 k a]$.
Control: The truncation number should be increased.
Prediction: The value $10^{0}$ is plotted.
(b-2) Region $\mathrm{II}^{\prime}$ [1.4ka $\left.<P<(n+1) k a\right]$.
Control: The error can be controlled by the excess bandwidth formula in (7). The selection of $d_{0}$ varies from 0 to $\left\{[(n-0.4) k a] /\left[2.0(k a)^{1 / 3}\right]\right\}^{3 / 2}$, which is less than 15.
Prediction: The value $10^{-d_{0}}$ is plotted for changing the truncation number $P$.
(b-3) Region III' $\left[(n+1) k a<P<1.4 k a+12.3(k a)^{1 / 3}\right]$.
Control: The truncation number is selected to enable the condition $d_{0}-$ $d_{1} \simeq \log (1 / e r r)$ to be satisfied. But the general solution does not exist, so the truncation number $P$ for the desired error level err is determined by the linear interpolation using $\left(P_{1}, \operatorname{err}_{1}\right)$ and $\left(P_{2}, \operatorname{err}_{2}\right)$,

$$
\begin{equation*}
P \simeq \frac{P_{2}-P_{1}}{\left[\log \left(1 / e r r_{2}\right)-\log \left(1 / e r r_{1}\right)\right]}\left[\log (1 / e r r)-\log \left(1 / e r r_{1}\right)\right]+P_{1} \tag{14}
\end{equation*}
$$

where $\operatorname{err}_{1}$ is the absolute relative error for the truncation number $P_{1} \simeq$ $(n+1) k a$ and can be found by the transformed excess bandwidth formula, and $e r r_{2}$ for $P_{2} \simeq 1.4 k a+12.3 k a$ can be found by the new approach.
Prediction: Using the new approach, the value $d_{0}-d_{1}$ can be considered as the true number of digits of accuracy in this region. Therefore, the error is predicted by $10^{-\left(d_{0}-d_{1}\right)}$, where $d_{0}$ and $d_{1}$ are given by (10) and (13), respectively.
(b-4) Region IV $\left[1.4 k a+12.3(k a)^{1 / 3}<P\right]$.
Control: $\quad$ The error becomes larger and tends to diverge for large $P$. The truncation number in this region cannot be selected.
Prediction: The value $10^{-\left(15-d_{1}\right)}$ is plotted, since $d_{0}$ is bounded by 15 for $P>1.4 k a+12.3(k a)^{1 / 3}$.
The above classification shows that the error can be controlled when the truncation number $P$ is chosen as $1.4 k a<P<1.4 k a+12.3(k a)^{1 / 3}$. To control the error, the truncation number is selected by the excess bandwidth formula for $1.4 k a<P<$ $(n+1) k a$ and by the new approach for $(n+1) k a<P<1.4 k a+12.3(k a)^{1 / 3}$.
4.3. Large buffer and small buffer. To classify the error property into four regions, we need to consider the following three parameters: the maximum box size $1.4 k a$, the value $1.4 k a+12.3(k a)^{1 / 3}$ for $d_{0}=15$ in the excess bandwidth formula, and the distance between two box centers $(n+1) k a$, where $n$ is the number of buffer boxes. The condition $1.4 k a<1.4 k a+12.3(k a)^{1 / 3}$ is always satisfied for $k a>0$. Also $1.4 k a<(n+1) k a$ is always true, since buffer regions are assumed to be at least one box $(n \geq 1)$. The uncertain condition is the difference between $1.4 k a+12.3(k a)^{1 / 3}$ and $(n+1) k a$. Considering this fact, we propose the following definitions, which depend on machine precision, large and small buffer sizes:
(c-1) Large buffer: $1.4 k a+12.3(k a)^{1 / 3}<(n+1) k a$.
The distance between two box centers $(n+1) k a$ is larger than the value $1.4 k a+$ $12.3(k a)^{1 / 3}$ for $d_{0}=15$ in the excess bandwidth formula. If this condition is satisfied, the number of digits of accuracy $d_{0}$ in (9) can be selected from 0 to 15 and the error is completely controlled by using the excess bandwidth formula.
(c-2) Small buffer: $(n+1) k a<1.4 k a+12.3(k a)^{1 / 3}$.


Fig. 4. Four types of distributions to study the relative error. The elements are placed at $i$ and $j$. The box centers are indicated by $l$ and $l^{\prime}$.

The value $1.4 k a+12.3(k a)^{1 / 3}$ is larger than the distance between two box centers $(n+1) k a$. The conventional excess bandwidth does not hold when the truncation number $P$ is larger than $(n+1) k a$. Therefore, the error should be predicted and controlled by using the new approach when $P>(n+1) k a$.
5. Distribution of elements. In this section, we discuss the numerical error of the multipole expansion for the four types of interactions shown in Figure 4. The elements are placed at $i$ and $j$, and the box centers are fixed at $l$ and $l^{\prime}$. The absolute relative error between the original 0th order of the Hankel function and its discretized form (4) is investigated for changing the truncation number $P$ when the box size is fixed as $k a=5$.

Figure 5 shows the absolute relative error of cases 1-4 in Figure 4 for changing the truncation number $P$. As an example of a large buffer case, the number of buffer sizes is selected to be $n=10$. The dots indicate the numerical results and the solid line shows the prediction by the excess bandwidth formula for $P<(n+1) k a$ and by the new approach for $P>(n+1) k a$. We can see that the error of case 1 is always


Fig. 5. Relative error due to the distribution of elements. Four types of distribution from Figure 4 are studied. A 10-box buffer is assumed between two boxes.
the largest and this value is almost the same as the predicted one. Therefore, the solid line can be considered as the error bound. If we select $d_{1}=0$ in (13), the new approach gives the same prediction.

Figure 6 shows the same numerical experiment for a small buffer case $(n=1)$. For this parameter, the condition $1.4 k a<(n+1) k a<1.4 k a+12.3(k a)^{1 / 3}$ is satisfied. The solid line shows the prediction using the new approach. It can be considered as the proper error bound for any truncation numbers. On the other hand, the dashed-dotted line from the excess bandwidth formula does not indicate the proper error bound for all the truncation numbers. It gives the correct error bound only for $1.4 k a<P<(n+1) k a$. When $(n+1) k a<P<P_{1}$, there is a possibility that the computational error becomes larger than the predicted one. For example, if the truncation number is selected as $P=20$ and we have case 1 or 2 as the real interaction, the error becomes larger than the prediction. For $P>P_{1}$, the computational error is always larger than the predicted one.
6. Error convergence process. Using the new approach, the convergence process of the absolute relative error for changing the truncation number $P$ can be predicted. The interactions shown in Figure 4 are considered. The box size is fixed as $k a=5$ and the buffer size is assumed to be one box.

The number of digits of accuracy given by the new approach is $d_{0}-d_{1}$. This expression can be treated by $d_{0}$ in (10) and $d_{1}$ in (13) separately. The $d_{0}$ part stands for the convergence rate of the Bessel functions in the multipole expansion. Therefore, this value is determined by the placement of elements, namely $i$ and $j$. For conventional use, the maximum box size is chosen to predict the error bound.


Fig. 6. Relative error due to the distribution of elements. Four types of distribution from Figure 4 are studied. A 1-box buffer is assumed between two boxes.

To predict the convergence rate for each interaction, we need to substitute $\delta k a$ for the box size $k a$ in (10), where $\delta$ is the interaction parameter with values $0 \leq \delta \leq 1$ to estimate all the possible pairs between two boxes. In Figure 7, dots show our numerical experiment and solid lines indicate the prediction by the new approach. Both results are in good agreement.

Next, we will discuss the same prediction for changing the distance between two box centers $(n+1) k a$. The placement of elements is fixed as the case $1(\delta=1)$ in Figure 4. For this selection, $k a$ in the $d_{0}$ part should be fixed, since the placement of elements is the same. We need only consider the $d_{1}$ part for changing buffer sizes. The $d_{1}$ part represents the divergence rate of the Hankel function of the translation operator in (2). This is determined by the distance between the two box centers $(n+1) k a$. If we predict the convergence process for changing the buffer sizes $n$, this value in $d_{1}$ should be changed. Figure 8 is a plot of the numerical experiment and the prediction. Both results are in good agreement.

Considering these results, the new approach is applicable for any truncation number $P$ when we use the modified $d_{0}$ and $d_{1}$ as follows:

$$
\begin{align*}
& d_{0} \simeq\left\{\begin{array}{cl}
0, & P<1.4 \delta k a, \\
{\left[\frac{P-1.4 \delta k a}{2.0(\delta k a)^{1 / 3}}\right]^{3 / 2},} & 1.4 \delta k a<P<1.4 \delta k a+12.3(\delta k a)^{1 / 3}, \\
15 & \text { otherwise } .
\end{array}\right.  \tag{15}\\
& d_{1} \simeq\left\{\begin{array}{cl}
0, & P<(n+1) k a, \\
{\left[\frac{P-(n+1) k a}{1.8[(n+1) k a]^{1 / 3}}\right]^{3 / 2}} & \text { otherwise } .
\end{array}\right.
\end{align*}
$$



Fig. 7. Prediction of the error convergence process. Four types of distribution from Figure 4 are studied. A 1-box buffer is assumed between two boxes.


Fig. 8. Prediction of the error convergence process. The number of buffer sizes is changed from 1-box to 4-box. The placement of elements is case 1 from Figure 4.
7. Minimum error. We need to consider the meaning of the minimum error carefully. If a buffer size is large enough, the error can be predicted by using the excess bandwidth formula. In this case, the minimum error is defined by machine precision. Since we assume finite double precision in our computation, the minimum error is bounded by this accuracy with some roundoff errors. This is the conventional definition of the minimum error for the multipole expansion.

However, the true minimum error is different from the above definition when the buffer size is small. It is determined by the relationship between the convergence rate $d_{0}$ and the divergence rate $d_{1}$. Since it is worse than machine precision, prediction of the minimum error is very important for knowing the limitation of the numerical accuracy. Using this information, it is possible to estimate the minimum error for a given box size and buffer size, or needed box sizes and buffer sizes, to control error under the desired accuracy. This is another advantage of using the new approach.

In Figure 8, we have seen that the minimum error for case $1(\delta=1)$ from Figure 4 is found to be

$$
\begin{equation*}
P_{\min } \simeq 1.4 k a+12.3(k a)^{1 / 3} \tag{17}
\end{equation*}
$$

The new approach gives the number of digits of accuracy for this choice as

$$
\begin{equation*}
d_{\min } \simeq 15-\left[\frac{P_{\min }-(n+1) k a}{1.8[(n+1) k a]^{1 / 3}}\right]^{3 / 2} \tag{18}
\end{equation*}
$$

To find the minimum errors for all the possible interactions between two boxes, $k a$ in (17) should be replaced with $\delta k a$, that is,

$$
\begin{equation*}
P_{\min } \simeq 1.4 \delta k a+12.3(\delta k a)^{1 / 3} \tag{19}
\end{equation*}
$$

where $\delta$ is the interaction parameter with values $0 \leq \delta \leq 1$.
Figure 9 is a plot of the computational result for the truncation number $P$ changing with $\delta$. The solid line is the prediction of the minimum error and the dots indicate the convergence process for cases $1-4$ of Figure 4 . We can see that the minimum value for each case is very close to the predicted line. When $P$ is equal to $1.4 k a+12.3(k a)^{1 / 3}$, the value gives the minimum error for the worst interaction $(\delta=1)$.

Figure 10 shows the prediction of the minimum error for changing buffer sizes from $n=1$ to $n=4$. When the buffer size is increased for the fixed box size, the minimum error becomes smaller. Finally, it converges to machine precision, which is the same as the prediction given by the excess bandwidth formula.
8. Error range. The new approach can predict the error convergence process and the minimum error for all the possible interactions between two boxes. Using this information, we can define the error range inside which the error of the multipole expansion is always found. When the box size $k a=5$ and the buffer size is 1-box, the error with the truncation number $P$ is found inside the hatched area in Figure 11. The error is bounded by the slowest convergence line for the worst interaction $(\delta=1)$ and the minimum error line. When the truncation number is selected as $P=1.4 k a+12.3(k a)^{1 / 3}$, these two lines meet at the intersection indicated by the dot. If $P$ is further increased, both lines merge and tend to diverge.


Fig. 9. Prediction of the minimum error for all possible pairs between two boxes. A 1-box buffer is assumed between two boxes.


Fig. 10. Prediction of the minimum error for changing buffer sizes.


Fig. 11. Error range of the multipole expansion. The interaction is assumed to be case 1 from Figure 4. A 1-box buffer is assumed between two boxes.
9. Conclusions. We have studied the truncation error of the multipole expansion. The conventional selection rule using the excess bandwidth formula becomes worse when the buffer size is small compared to the desired numerical accuracy. To overcome this difficulty, we have proposed a new approach for error prediction and control regardless of the buffer size. Using this approach, it is possible to predict the error convergence process for a given interaction and the minimum error for a given box size and buffer size.
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