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Abstract 

Exact expressions are obtained for a diversity of propagating patterns for a 

derivative nonlinear Schrödinger equation with a quintic nonlinearity. These 

patterns include bright pulses, fronts and dark solitons. The evolution of the wave 

envelope is determined via a pair of integrals of motion, and reduction is achieved 

to Jacobi elliptic cn and dn function representations. Numerical simulations are 

performed to establish the existence of parameter ranges for stability. The 

derivative quintic nonlinear Schrödinger model equations investigated here are 

important in the analysis of strong optical signals propagating in spatial or 

temporal waveguides.  
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1. Introduction 

The nonlinear Schrödinger (NLS) equation is a widely studied model applicable 

to many disciplines in engineering and applied science.1–7) Nonlinear optics is one 

of the fields where the NLS equations are profoundly important models. Self 

trapping of light and formation of spatial, temporal and spatiotemporal solitons 

have been studied intensively in photonics. In this context, the evolution of slowly 

varying electromagnetic field is governed by a NLS equation. Stable solitons are 

supported by the competing effects of diffraction and self-focusing (Kerr) 

nonlinearity in the context of spatial waveguides, or group velocity dispersion and 

the same nonlinearity in the analysis of the propagation of temporal pulses along 

fibers.6,7) 

The one dimensional NLS equation which includes only dispersion and cubic 

nonlinearity is exactly integrable.1) Higher order nonlinear effects need to be 

restored in many circumstances. In fluid mechanics, such considerations arise in 

nonlinear water waves8,9) and shear flow instability.2) In optics, experimental 

evidence reveals that quintic effects are relevant if a sufficiently strong optical 

field is allowed to propagate in a material medium. Cubic-quintic nonlinearities 

can be observed in composite optical media (colloids), organic materials, and 

special glasses.10–13) Theoretically, the refractive index can be modeled in terms of 
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even powers of the amplitude of the electric field,14) and exact solutions can be 

found.15) Nonlinear Schrödinger models with cubic-quintic, nonlinearity have been 

considered with various additional physical effects, e.g. fourth order dispersion,16) 

non-Kerr media,17) and presence of energy gain/loss, i.e. Ginzburg Landau 

models.18) Furthermore, super Gaussian solitons in semiconductor doped glass 

fibers, a dispersive medium with cubic-quintic nonlinearity, can be dynamically 

stable.19) It is remarked that cubic-quintic NLS models also arise in elasticity.20)  

The stability of nonlinear waves can be dramatically altered by fifth order 

nonlinear terms. Weak quintic nonlinearity can stabilize one type of periodic 

waves, but destabilizes others,21) depending on whether the medium is focusing or 

defocusing. 

Exact solutions for NLS equations with cubic-quintic nonlinearity have 

attracted considerable attention.15,22–28) In this context, the modulus of the electric 

field can typically be expressed in terms of the classical Jacobi elliptic 

functions.22,23,29) Moreover, several families of exact analytical solutions can be 

obtained using elementary functions.24–28) The results may be extended to 

inhomogeneous media.30) 

Derivative nonlinear Schrödinger (DNLS) equations constitute another class of 

physically important evolution systems. Thus, additional physics is brought into 
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play when the group velocity changes with the light intensity. In practice, such 

‘self-steepening’ effects7) create asymmetry and distort the wave forms. The effect 

of self-steepening on localized nonlinear modes has attracted attention recently, 

and, in particular, optical solitons coupled to a continuous background have been 

studied by a generalized Lax pair technique.31) Furthermore, self steepening 

permits the occurrence of ‘anti-dark’ solitons. Both dark and anti-dark solitons can 

co-exist on the same background.32) Effects of polarization, higher order dispersion 

and other optical phenomena on ultrashort pulses have been investigated.33) In 

addition, self-steepening can play a role in the modulation instabilities of 

continuous waves34) and supercontinuum generation.35) Several versions of DNLS 

equations have been studied in the literature. The self-steepening term that arises in 

the optical setting is commonly associated with the Kaup-Newell equation.36) Here, 

it proves more convenient to employ the Chen-Lee-Liu variant of the DNLS 

equation.37) These two versions are related by a gauge transformation. 

The goal of the present work is to study the propagation of an electric field in a 

NLS model with both quintic nonlinearity and self-steepening,7) with the latter 

represented by the Chen-Lee-Liu equation.37) A novel procedure is presented to 

obtain exact analytic representations for propagating patterns described by cubic-

quintic derivative nonlinear Schrödinger equation. These exact solutions represent, 
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in particular, bright pulses, dark solitary waves, fronts/shocks and periodic patterns. 

The method involves the exploitation of two integrals of motion (H , ℑ ) obtained 

via the coupled nonlinear system resulting from the introduction of a wave-packet 

ansatz into the class of derivative NLS equations. In that sense, the procedure 

complements that involving the exact solution of Hamiltonian Ermakov-Ray-Reid 

systems via their pairs of integrals of motion.38,39) The stability of the exact 

solutions for localized modes is explored by means of direct simulations of the 

perturbed evolution of the solutions. 

 

2. Formulation 

 Here, we shall be concerned with the cubic-quintic nonlinear Schrödinger 

equation in the form 

             0  ˆ  ˆ   ˆ ˆ 422 =ΨΨ+ΨΨ+ΨΨ+Ψ+Ψ ναµλ xxxt ii .                                (1) 

The slowly varying envelope Ψ evolves under the influence of dispersion (as 

measured by λ̂ ), cubic ( µ̂ ) and quintic ( ν̂ ) nonlinearities, while the |Ψ|2Ψx term is 

commonly associated with ‘self steepening’. In hydrodynamics, the coordinates t 

and x are typically slow time and spatial coordinate moving with the group velocity. 
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In an optical fiber setting, these denote distance and retarded time, while for spatial 

waveguides, they denote the propagation coordinate and diffraction respectively. 

It is relevant to mention that eq. (1) is invariant with respect to a Galilean 

transformation, which, in contrast to the usual NLS equation, involves a change of 

coefficients of the equation. More precisely, if Ψ(x, t) is a solution of eq. (1), then 

its boosted counterpart, moving at arbitrary velocity c,  

( )
2

, exp ?2 4
ic icx ct t x t
λ λ

 
Ψ = Ψ − − 

 
 ,  

is a solution to eq. (1) with the shifted cubic coefficient: 

              ( )ˆˆ? / 2   cµ µ α λ→ −  .                                                                                        

Returning to the search for exact solutions, propagating patterns of eq. (1) 

are now sought via the wave packet ansatz 

                     ( ) ( )[ ] ( )[ ]txitxitx    exp     λνµψµφ −−+−=Ψ ,                                    (2) 

where μ denotes the (constant) travelling speed of the envelope.  

Introduction of representation eq. (2) into eq. (1) produces two coupled 

nonlinear ordinary differential equations for φ and ψ. This pair admits two 

integrals of motion, namely 

                                       2
ˆ 4

ˆ
ˆ 2

  ∑+∑





 −+ℑ=−

λ
α

λ
µνφψψφ   ,                                  (3)   
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and 

32222
ˆ 3

ˆ
ˆ 2

ˆ ˆ
ˆ2 ∑

λ
ν

−∑







λ
µ−να

+∑







λ
λ

−ν+=ψ+φ H  ,                        (4) 

where 

                                 22 ψφ +=∑                                                                                      (5) 

and ℑ  and H  are integration constants. Here eq. (4) corresponds to a Hamiltonian 

invariant. In the above, the dot denotes the derivative with respect to the 

propagating wave phase variable x – μt. 

On use of the identity 

         ( )( ) ( ) ( )222222     φψψφψψφφψφψφ  −=+−++  ,                                        (6) 

it is readily shown that the evolution of Σ is given by: 

 ˆ 4
ˆ

ˆ 2
4

ˆ 3
ˆ 4

ˆ
ˆ ˆ

 2ˆ 48

2
2

3222






 ∑
λ
α

+∑







λ
µ

−ν+ℑ−



∑








λ
ν

−∑












λ
µ−να

+∑







λ
λ

−ν+∑=∑ H

 .                                 (7) 

To recover Ψ, it is convenient to introduce the auxiliary variables ∆ and Θ given by 

                                         
ψ
φ

=∆ ,       







=∆=Θ −−

ψ
φ11 tantan  ,                                    (8)   

whence        
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                                 ∫
−

∑

∑





+∑






 −+ℑ

=Θ tx  
2

d
ˆ 4

ˆ
ˆ 2µ ξλ

α
λ
µν

 ,                                 (9) 

where ξ is a dummy variable of integration. The corresponding class of exact 

solutions of the NLS equations (eq. (1)) is then given by 

                    Ψ = Σ1/2 exp[– iΘ + i(νx – λt)] ,                                                           (10) 

where Σ (eq. (5)), Θ are determined from eqs. (7, 9) respectively. 

 

3. Examples of Propagation Patterns 

 The procedure outlined in Section 2 shows that in general the modulus Σ1/2 

can, by virtue of eq. (7), be expressed in terms of elliptic functions. On appropriate 

choice of the elliptic functions or hyperbolic reductions, various patterns of 

physical interests can be identified. In particular, exact solutions known earlier in 

the literature are special cases of eq. (7). Here, we restrict attention to patterns 

involving the Jacobi elliptic function dn, as it has no zeros. Periodic patterns can, 

in principle, also be obtained in terms of the Jacobi elliptic functions cn and sn, but 

they may possess singularities as sn and cn pass through zero. Here, the following 

important integrals involving dn will be called upon: 

[ ])sn(sin)ddn( 1 zzz −∫ =  ,            


















−
−= −∫ )dn(

)cn(sin
1

1
)dn(

d 1
2 z

z

kz
z

 . 
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Periodic Solutions 

(i) The function 

( )txA  dn0 µ−=∑  

satisfies  

( ) ( ) 2
0

4
2222

0
2  21 

A
kkA ∑

−∑−+−=∑ , 

where k is the modulus of the elliptic function, A0 denotes the amplitude, and 

‘overhead dot’ indicates a derivative with respect to the argument x – μt. 

Alignment with eq. (7) shows that eq. (1) admits a particular exact solution 

    

( )

( )[ ] ( )
( ) 












−
−















−

ℑ
+

−
−



























 −
−

ℑ
−−−=Ψ

−
−

tx
tx

kA

itxAi

tkixitxA

 dn
 cnsin

1

 
ˆ4

 snsin ˆ 

 
4

2ˆ
2

ˆ
ˆ4

 ˆ2
  exp dn

1
2

0

1
0

22

0

µ
µ

λ
µα

λα
λ
µ

λ
µµ

 ,                    (11) 

where the amplitude A0, the phase speed µ , and the parameter ℑ  are given, in turn, 

by 

             2
0

2

2 1
ˆ 4

ˆ
ˆ 3
ˆ 4

A
=+

λ
α

λ
ν ,          
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α
µλµ

ˆ
ˆ ˆ 2

=  ,       0

2

2
1 Ak













 −
=ℑ  .                        (12) 

Necessary conditions for the existence of these patterns can be obtained from the 

latter relations. Thus, this wave pattern can only exist if self-steepening is present 

( α̂  ≠ 0), while the quintic nonlinearity can in principle be either positive or 

negative.   

The fact that exact solution eq. (11) is available at the single value of the 

velocity, given by the second relation in eq. (12) (the same property is admitted by 

other exact solutions, see below), is explained by the specific form of the Galilean 

invariance of eq. (1), which involves the shift of the cubic coefficient µ̂→ µ̂  – 

c α̂ /(2 λ̂ ). Indeed, it follows from the above-mentioned relation that this shift with 

arbitrary velocity c gives rise to the expected shift of the velocity of the traveling 

pattern, µ̂→ µ̂  – c. 

Long wave limit: A straightforward consequence of eq. (11) is the solitary wave 

limit (k → 1) 

                    

( )

( )[ ]


−−


















−−−=Ψ

− txAi

tixitxA

 tanhsinˆ 4
 ˆ 

 
4

ˆ

 ˆ4
 ˆ 2

  exp sech

10

2

0

µ
λ

α

λ
λ
µ

λ
µµ

  ,                              (13)  
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subject to the first two constraints of eq. (12). It is seen that, for the modulus of the 

envelope to go like the square root of a hyperbolic secant, the wave must be 

appropriately chirped. Indeed, the envelope soliton in the form of the square root of 

a hyperbolic secant is typical for the quintic NLS equation. 

(ii) The function  

( )txA  dn22
0 µ−=∑  

satisfies 

( ) ( ) 2
0

3
222

0
22 4 2 4  1 4

A
kAk ∑

−∑−+∑−=∑  . 

Alignment with eq. (7) delivers another periodic solution, namely 

( ) ( )

( )






−


















−−−−=Ψ

∫
− txAi

tkixitxA

 2
2
0

2
2

0

d dnˆ 4
 ˆ 

 2ˆ
 ˆ 4

 ˆ 2
  exp dn

µ ξξ
λ

α

λ
λ
µ

λ
µµ

 ,                                      (14) 

where the constraints are now given by  

                      
λ

αν ˆ 16
ˆ 3ˆ

2
−=  ,    2

0
2

2
ˆ 2
 ˆ

ˆ
ˆ

A
=−

λ
µα

λ
µ

 .                                                    (15) 

It is noted that the dispersion and quintic nonlinearity must have opposite signs. 

Long wave limit: The solitary wave limit (k → 1) yields 
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( )

( )






−−


















−−−=Ψ

txAi

tixitxA

 tanhˆ 4
 ˆ 

 ˆ
 ˆ 4

 ˆ 2
  exp sech

2
0

2

0

µ
λ

α

λ
λ
µ

λ
µµ

 ,                               (16) 

subject to the constraints in eq. (15). The wave must be appropriately chirped for 

the envelope to assume this form with hyperbolic secant amplitude. 

 It is noticed that setting α̂  = 0 in eq. (15)1 forces ν̂  to vanish. Thus, a purely 

hyperbolic secant profile is not compatible with the cubic-quintic nonlinear 

Schrödinger equation without self-steepening.  

 

Fronts 

 A front (or kink) constitutes a sharp transition from a constant plane wave to 

a distinct, but otherwise arbitrary, asymptotic state. A simple analytical model is 

given in the present context by  

Σ = 1/[1 + C0exp(– β(x – μt))], 

which satisfies (β = a real parameter) 

( )2222 1 ∑−∑=∑ β  , 

where β is a real parameter. Comparison with eq. (7) produces the front solution  
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( )( )
( )( )[ ]



−+

−












−



 −








−−+

=Ψ

λβ
µβα

βλ
λ
µ

λ
µ

µβ

ˆ  4
 explog ˆ 

 
4
 ˆ

 ˆ 4
 ˆ 2

  exp
 exp1

1

0

222/1

0

txCi

tixi
txC

 ,               (17) 

where the constraints are now  

       2
2

2

ˆ 4
ˆ

ˆ 3
ˆ 4 β

λ
α

λ
ν

=−− ,             2
2 ˆ

ˆ
ˆ 2
 ˆ

β
λ
µ

λ
µα

−=  .                                              (18) 

If self-steepening is absent ( α̂  = 0), eq. (17) degenerates to a kink studied earlier in 

the literature,24) where the quintic nonlinearity and dispersion are of opposite signs. 

 

Dark Solitons 

A dark soliton can, in principle, be obtained as a long wave limit of a sn 

periodic wave. Alternatively, starting directly with  

( )txA  tanh22
0 µ−=∑  , 

which obeys 

2
0

3
22

0
2 484

A
A ∑

+∑−∑=∑  , 

one obtains the dark solitary pulse 
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( )

( )




−

+


















−+−










−−=Ψ

λ
µα

λ
µαλ

λ
µ

λ
α

λ
µµ

ˆ 4
 tanh ˆ 

 ˆ 4
  ˆˆ 2ˆ 4

  ˆ 4
 ˆ

ˆ 2
 exp tanh

2
0

2
0

22
0

0

txAi

tAixAitxA

 ,          (19) 

where 

  
λ

αν ˆ 16
ˆ 3ˆ

2
−=  ,            2

0
2 

2
ˆ
ˆ

ˆ 2
 ˆ

A
=−

λ
µ

λ
µα

 .                                                             (20)  

Here, the quintic nonlinearity ( ν̂ ) and dispersion ( λ̂ ) need to be of opposite sign 

and again a proper chirp must be present. 

 

The relation to the bright solitons in the absence of the self-steepening 

 It is instructive to see how a particular known solution in the literature can 

be retrieved via the present algorithm. We restrict attention to the purely quintic 

case α̂ = 0. Consider the case with  

                   ( )[ ]μtx γ β
A

−+
=∑

2cosh1

2
0  ,                         (A0, β, γ real)                    (21) 

whence 

( )







 ∑−
+

∑
−∑=∑ 4

0

42

2
0

3
222  124

AA
βγ  . 
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Comparison with eq. (7) produces the solution for the cubic-quintic case without 

self-steepening,16,17) namely, 

( )[ ]

( ) ( )[ ]{ } 2/1 2

2
2

0

 sech 12 

 ˆ4
ˆ ˆ2

 exp sech 

tx

tixitxA

µγββ

λ
µλγ

λ
µµγ

−−+




















−+−

=Ψ  .                                           (22) 

The amplitude factor A0 and the parameter β are given by  

µ
λγ

ˆ
ˆ4 2

2
0 =A  ,               1ˆ3

 ˆ
2

4
02 +=
γλ

νβ A
 ,                                                                  (23) 

while the wave number γ and the phase speed μ are related to the terms in the 

exponential phase factor of eq. (2) by 

                 
λ
λ

λ
µ

λ
µνγ ˆˆ4ˆ 2 

2
2 −−=  .                                                                             (24) 

The second constraint in eq. (23) shows why a hyperbolic secant profile is 

incompatible with the cubic-quintic NLSE. This would require β = 1 in eq. (21), 

whence ν̂  = 0 and we recover the familiar hyperbolic secant profile of the cubic 

NLS equation.  
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4 Numerical Tests for the Stability of the Exact Solutions 

The physical importance of the propagating patterns presented here requires 

that there be broad parameter ranges where such patterns are stable. We have 

performed systematic numerical simulations which demonstrate the existence of 

robust wave-propagation patterns. As concerns the computational techniques, a 

pseudospectral method in the spatial (x) direction is employed, while a fourth-order 

Runge-Kutta scheme with adaptive step size control is implemented in the time (t) 

domain.  Two types of simulations have been conducted: 

(A) Firstly, using perturbed patterns as initial conditions, sturdy propagation 

patterns were shown to persist in selected parameter regions, despite the presence 

of reasonably large initial random perturbations. On the other hand, some exact 

solutions were found to be unstable, suffering distortion or disintegrating upon the 

introduction of small perturbations. 

More precisely, a perturbed initial condition was taken as  

Ψ|t = 0 = (1 + noise) Ψexact |t = 0 , noise = 0.1[1 – 2(Rand)], where Ψexact is an exact 

solution given by eqs. (13) or (16), and the 10% noise was generated by the 

standard random numerical variable ‘Rand’ in the interval of (0, 1).  

(B) Secondly, eq. (1) was integrated forward in time directly from fairly arbitrary 

initial conditions. Robust solitary pulses may emerge, proving that these pulses are 
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definitely stable solutions, as discussed in point (A) above, provided that the 

proper parameter regimes are chosen. 

Here, we focus on the localized modes, and attention is restricted to certain 

interesting cases. 

(A) Initially perturbed exact wave profiles 

We first use the hyperbolic secant profile eq. (16) subject to the constraints 

given by eq. (15) to illustrate the dependence on amplitude. Secondly, we use the 

square root of hyperbolic secant profile eq. (13) subject to the constraints eq. (12) 

to show the effects of the quintic nonlinearity. In the terminology of temporal 

pulses in optical fibers, we select the ‘anomalous’ dispersion regime ( λ̂  > 0) and 

positive cubic (Kerr) nonlinearity ( µ̂  > 0).  

Starting with eq. (16) (a hyperbolic secant profile with an appropriate chirp), 

if one assumes λ̂  > 0, eq. (15) dictates the necessity of having a negative quintic 

nonlinearity ( ν̂  < 0). Thus, the constraint given by eq. (15) effectively defines a 

nonlinear dispersion relation between the speed μ and the amplitude parameter A0. 

We first look at a special configuration where the wave is stationary (μ = 0). Figure 

1 shows that the disturbed solitary pulse quickly relaxes back toward the original 

shape and remains stable. For a propagating pattern, the velocity can be positive or 

negative, depending on the sign of the ‘self-steepening’ term α̂ . Figure 2 shows 
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that propagating pulse is robust, provided that the amplitude is sufficiently small. 

For larger amplitude, the pulse may become unstable and suffer disintegration 

(Figure 3).  

Next we look at the square root of hyperbolic secant profile, eq. (13) with 

constrains eq. (12). Here, even with λ̂  > 0, µ̂  > 0, the quintic nonlinearity can be 

of either sign (eq. (12)). For negative quintic nonlinearity ( ν̂  < 0), the pulse 

remains mostly stable (Figure 4). However, the stability property is less robust than 

that in the case for hyperbolic secant eqs. (16, 15), as a mild form of weak 

radiation/instability is observed, which potentially can destroy the pulse for large 

time. For positive quintic nonlinearity ( ν̂  > 0), a class of pulsating states / 

breathers is admissible (Figure 5). The amplitude varies periodically with time. 

However, there are also parameter regimes of strong instability, where the pulse 

disintegrates (Figure 6). 

(B) Arbitrary localized initial conditions 

We adopt the Gaussian as a typical example in this subsection, i.e., we 

replace the hyperbolic secant by a Gaussian in eq. (16) as the initial condition:  

sech (z) → exp(– z2/2),                                                                                (25) 

and integrate eq. (1) forward in time by means of the same marching scheme as 

before. It is instructive to examine eq. (1) for the same parameter regions as in 
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subsection (A) above, and to compare the properties in terms of the evolution for 

large time t. 

For the parameter values corresponding to Figure 1, a localized mode still 

emerges, but the mode now propagates with a finite velocity (Figure 7). 

 Similarly, for the parameter values corresponding to those of Figure 2, 

where the solitary pulse is stable to a 10% noise, the numerical integration of an 

initially Gaussian profile eq. (25) still generates localized modes as the result of the 

evolution (Figure 8).    

On the other hand, for ‘marginally’ stable modes, where weak 

instability/radiation is observed (Figure 4), the evolution of a Gaussian profile in 

those parameter regions leads to a splitting, distortion or strong perturbation of the 

localized pulse (Figure 9). Likewise, the evolution of a Gaussian profile in the 

parameter regime of the pulsating ‘breather’ also destroys its structure (Figure 10). 

Similar results are obtained for other initially localized profiles, e.g. an 

algebraically decaying one. 

From these results, it is reasonable to conjecture that, in parameter regimes 

where the localized modes are stable, solitary pulses may emerge from the 

evolution of fairly arbitrary initial conditions.  
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5 Conclusions 

 A procedure for the calculation of propagating patterns for a class of DNLS 

equations with quintic nonlinearity41,42) is presented. This method of constructing 

exact solutions exploits a pair of integrals of motion obtained via a wave packet 

ansatz.43) Here, the evolution of the amplitude and phase of the wave envelope are 

reduced to standard canonical forms satisfied by elliptic functions. Explicit analytic 

expressions are obtained for, notably, periodic patterns, bright pulses, fronts or 

kinks and dark solitons. Illustrative numerical tests for stability of localized 

solutions are described. 

 The wave packet representation adopted here may also be applied to other 

DNLS equations. In fact, traveling waves for the DNLS equations incorporating a 

de-Broglie Bohm type quantum potential have been computed via an analogous 

procedure to that of the present paper.43) Extensions to other physically interesting 

settings, e.g. scattering,44) and hydrodynamic waves,45–47) are amenable to this 

method. Thus, for NLS equations incorporating higher order derivative terms in Ψ 

such as Ψxxxx, a pair of coupled nonlinear equations for φ, ψ is again obtained 

which admit a pair of invariants of motion. The application of the procedure in this 

case is under current investigation. 



22 

 

 

Acknowledgements 

Partial support has been provided by the Research Grants Council of Hong Kong. 

B.A.M. appreciates hospitality of the Department of Mechanical Engineering at the 

University of Hong Kong. 

 

References 

1) V. E. Zakharov, S. V. Manakov, S. P. Novikov, and L. P. Pitaevskii: The Theory 

of Solitons: The Inverse-Problem Method (Nauka, Moscow, 1980). 

2) A. D. D. Craik: Wave Interactions and Fluid Flows (Cambridge University 

Press, London, 1984). 

3) L. A. Takhtajan and L. D. Faddeev: Hamiltonian Methods in the Theory of 

Solitons  (Nauka, Moscow, 1986). 

4) C. C. Mei: The Applied Dynamics of Ocean Waves (World Scientific, Singapore, 

1989). 

5) N. N. Akhmediev and A. Ankiewicz: Solitons: Nonlinear Pulses and Beams 

(Kluwer, Boston, 1997). 



23 

 

6) C. Sulem and P.-L. Sulem: The Nonlinear Schrödinger Equation: Self Focusing 

and Wave Collapse (Springer, New York, 1999). 

7) Y. S. Kivshar and G. P. Agrawal: Optical Solitons: From Fibers to Photonic 

Crystals (Academic Press, New York, 2003). 

8) O. E. Kurkina, A. A. Kurkin, T. Soomere, E. N. Pelinovsky, and E. A. 

Rouvinskaya: Phys. Fluids 23 (2011) 116602.  

9) A. Goullet and W. Choi: Phys. Fluids 23 (2011) 016601.  

10) F. Smektala, C. Quemard, V. Couderc, and A. Barthelemy: J. Non-Crys. Solids 

274 (2000) 232.  

11) C. Zhan, D. Zhang, D. Zhu, D. Wang, Y. Li, D. Li, Z. Lu, L. Zhao, and Y. Nie: 

J. Opt. Soc. Am. B 19 (2002) 369. 

12) K. Ogusu, J. Yamasaki, S. Maeda, M. Kitao, and M. Minakata: Opt. Lett. 29 

(2004) 265. 

13) E. L. Falcão-Filho, C. B. de Araújo, and J. J. Rodrigues Jr.: J. Opt. Soc. Am. B 

24 (2007) 2948. 

14) G. S. Agarwal and S. D. Gupta: Phys. Rev. A 38 (1988) 5678.  



24 

 

15) Kh. I. Pushkarov, D. I. Pushkarov, and I. V. Tomov: Opt. Quant. Electr. 11 

(1979) 471. 

16) J. Fujioka and A. Espinosa: J. Phys. Soc. Jpn. 66 (1997) 2601. 

17) Z. Yan: J. Phys. Soc. Jpn. 73 (2004) 2397.  

18) A. K. Jiotsa and T. C. Kofané: J. Phys. Soc. Jpn. 72 (2003) 1800.  

19) Shwetanshumala, A. Biswas, and S. Konar: J. Electromagn. Waves Appl. 20 

(2006) 901.  

20) I. Hacinliyan and S. Erbay: J. Phys. A 37 (2004) 9387. 

21) Y. V. Kartashov, V. A. Vysloukh, A. A. Egorov, and A. S. Zelenina: J. Opt. 

Soc. Am. B 21 (2004) 982.  

22) L. Gagnon: J. Opt. Soc. Am. A 6 (1989) 1477. 

23) H. W. Schürmann: Phys. Rev. E 54 (1996) 4312. 

24) Z. Birnbaum and B. A. Malomed: Physica D 237 (2008) 3252. 

25) S. Tanev and D. I. Pushkarov: Opt. Commun. 141 (1997) 322. 

26) J. Fujioka and A. Espinosa: J. Phys. Soc. Jpn. 65 (1996) 2440. 

27) S. L. Palacios: Chaos, Solitons & Fractals 19 (2004) 203. 



25 

 

28) J. M. Zhu and Z. Y. Ma: Chaos, Solitons & Fractals 33 (2007) 958. 

29) B. Deconinck, B. A. Frigyik, and J. N. Kutz: J. Nonlinear Sci. 12 (2002) 169.  

30) X. Y. Tang and P. K. Shukla: Phys. Rev. A 76 (2007) 013612.  

31) S. H. Han and Q. H. Park: Phys. Rev. E 83 (2011) 066601. 

32) M. Li, B. Tian, W. J. Liu, H. Q. Zhang, and P. Wang: Phys. Rev. E 81 (2010) 

046606. 

33) F. Poletti and P. Horak: J. Opt. Soc. Am. B 25 (2008) 1645. 

34) J. H. Li, K. S. Chiang, and K. W. Chow: J. Opt. Soc. Am. B 28 (2011) 1693. 

35) B. Barviau, B. Kibler, and A. Picozzi: Phys. Rev. A 79 (2009) 063840. 

36) D. J. Kaup and A. C. Newell: J. Math. Phys. 19 (1978) 798.  

37) S. Kakei, N. Sasa, and J. Satsuma: J. Phys. Soc. Jpn. 64 (1995) 1519. 

38) C. Rogers and H. An: Stud. Appl. Maths. 125 (2010) 275. 

39) C. Rogers and W. K. Schief: J. Math. Phys. 52 (2011) 083701. 

40) E. Kengne and W. M. Liu: Phys. Rev. E 73 (2006) 026603.  

41) S. Zhang and L. Yi: Phys. Rev. E 78 (2008) 026602.  



26 

 

42) A. Peleg, Y. Chung, T. Dohnal, and Q. M. Nguyen: Phys. Rev. E 80 (2009) 

026602.  

43) C. Rogers, B. A. Malomed, and K. W. Chow: J. Phys. A: Math. Theor. 45 

(2012) 155205. 

44) H. Sakaguchi and M. Tamura: J. Phys. Soc. Jpn. 74 (2005) 292.  

45) K. Yoshimatsu and M. Funakoshi: J. Phys. Soc. Jpn. 67 (1998) 451. 

46) S. P. Decent and A. D. D. Craik: Wave Motion 30 (1999) 43.  

47) B. Kim, F. Dias, and P. A. Milewski: Wave Motion 49 (2012) 221. 

 

 

 

 

 

 

 



27 

 

Figures Captions 

(1) Figure 1: Stability of a stationary solitary pulse described by eq. (16) 

(hyperbolic secant profile), λ̂  = 1/2, α̂  = 1, µ̂  = 1, ν̂  = – 3/8, A0 = 1, μ = 0 (pulse 

at rest). The perturbed profile quickly relaxes back to the exact, stationary solitary 

pulse. 

(2) Figure 2: Stability of a propagating solitary pulse described by eq. (16) 

(hyperbolic secant profile), λ̂  = 1/2, µ̂  = 1, ν̂  = – 3/8, A0 = 1/2, (a)  α̂  = 1, μ = –3 

(pulse moving to the left); (b) α̂  = –1, μ = 3 (pulse moving to the right). The 10% 

noise added initially does not affect the propagation of the pulses.  

(3) Figure 3; Instability of a pulse with a sufficiently large amplitude (eq. (16), 

hyperbolic secant profile), λ̂  = 1/2, α̂  = 1, µ̂  = 1, ν̂  = – 3/8, A0 = 2, μ = 3/4. Even 

with no noise added initially, the pulse disintegrates on numerical marching 

forward in time. 

(4) Figure 4: Evolution of a solitary pulse with cubic and quintic nonlinearities of 

opposite signs (eq. (13), the profile in the form of the square root of the hyperbolic 

secant), for λ̂  = 1/2, µ̂  = 1, ν̂  = –7/20, A0 = (15)1/2, and (a) α̂  = 1, μ = 1 (pulse 

moving to the right), or (b)  α̂  = –1, μ = –1 (pulse moving to the left). 
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(5) Figure 5: Formation of a pulsating state from an initial condition described by 

eq. (13) (square root of hyperbolic secant profile), λ̂  = 1/2, µ̂  = 1, ν̂  = 8, A0 = 

(3/67)1/2, (a) α̂  = 1, μ = 1 (pulse moving to the right), (b)  α̂  = –1, μ = –1 (pulse 

moving to the left). The amplitude of the pulse varies periodically with time. 

(6) Figure 6: Disintegration of a solitary pulse with cubic and quintic nonlinearities 

of the same sign (eq. (13), the profile in the form of the square root of the 

hyperbolic secant), for λ̂  = 1/2, µ̂  = 1, ν̂  = +7/20 (compare with Figure 4), A0 = 

(15/29)1/2, α̂  = 1, μ = 1.  

(7) Figure 7: A robust pulse with the same parameter values as in Figure 1, except 

that the profile is initially Gaussian (see eq. (25)). 

(8) Figure 8: Robust pulses for the same parameter values as in Figure 2, except 

that the profile is initially Gaussian (see eq. (25)). 

(9) Figure 9: Strong perturbations of marginally stable pulses at the same 

parameter values as in Figure 4, except that the profile is initially Gaussian (see eq. 

(25)). 

(10) Figure 10: Distortion / destruction of the breather at the same parameter 

values as in Figure 5, except that the profile is initially Gaussian (see eq. (25)). 
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