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Abstract

We study Lagrangian subalgebras of a semisimple Lie algebra with respect to

the imaginary part of the Killing form. We show that the variety L of Lagrangian

subalgebras carries a natural Poisson structure Π. We determine the irreducible

components of L, and we show that each irreducible component is a smooth fiber

bundle over a generalized flag variety, and that the fiber is the product of the

real points of a De Concini-Procesi compactification and a compact homogeneous

space. We study some properties of the Poisson structure Π and show that it

contains many interesting Poisson submanifolds.

1 Introduction

Let g be a complex semi-simple Lie algebra and let Im ≪ , ≫ be the imaginary part

of the Killing form ≪ , ≫ of g. We will say that a real subalgebra l of g is Lagrangian

if dimR l = dimC g and if Im ≪ x, y ≫= 0 for all x, y ∈ l.

In this paper, we study the geometry of the variety L of Lagrangian subalgebras of

g and show that L carries a natural Poisson structure Π. We show that each irreducible

component of L is smooth and is a fiber bundle over a generalized flag variety, and

the fiber is the product of the real points of a De Concini-Procesi compactification and

∗Research partially supported by NSF grants DMS-9623322 and DMS-9970102;
†Research partially supported by NSF grant DMS 9803624.
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a compact homogeneous space. We study some properties of the Poisson structure Π

and show that it contains many interesting Poisson submanifolds.

The Poisson structure Π is defined using the fact that g, regarded as a real Lie

algebra, is the double of a Lie bialgebra structure on a compact real form k of g. The

construction of Π works for any Lie bialgebra, and we present it in the first part of

the paper. In the second part, we study the specific example of L, which we regard as

the most important example since it is closely related to interesting problems in Lie

theory.

We now explain our motivation and give more details of our results.

Let (u, u∗) be any Lie bialgebra, let d be its double, and let 〈 , 〉 be the symmetric

scalar product on d given by

〈x+ ξ, y + η〉 = (x, η) + (y, ξ), x, y ∈ u, ξ, η ∈ u
∗.

A subalgebra l of d is said to be Lagrangian if dim l = dim u and if 〈a, b〉 = 0 for all

a, b ∈ l. Denote by L(d) the set of all Lagrangian subalgebras of d. It is a subvariety of

the Grassmannian of n-dimensional subspaces of d, where n = dim u. The motivation

for studying L(d) comes from a theorem of Drinfeld [D] on Poisson homogeneous spaces

which we now recall briefly. More details are given in Section 2.1.

Let (U, πU) be a Poisson Lie group with (u, u∗) as its tangent Lie bialgebra. Recall

that an action of U on a Poisson manifold (M,π) is called Poisson if the action map

U ×M → M is a Poisson map. When the action is also transitive, (M,π) is called

a (U, πU)-homogeneous Poisson space. In this case, Drinfeld [D] associated to each

m ∈M a Lagrangian subalgebra lm of d and showed that lu·m = Adulm for every u ∈ U

and m ∈M . Thus we have a U -equivariant map

P : M −→ L(d) : m 7−→ lm, (1)

where U acts on L(d) by the Adjoint action. Drinfeld’s theorem says that the as-

signment that assigns to each (M,π) the image of the map P in (1) gives a one-to-

one correspondence between the set of U -equivariant isomorphism classes of (U, πU)-

homogeneous Poisson spaces with connected stabilizer subgroups and the set of U -

orbits in a certain subset L(d)C of L(d) (see Section 2.1 for more details).

We prove the following theorem.

Theorem 1.1 1) There is a Poisson structure Π on L(d) with respect to which the

Adjoint action of U on L(d) is Poisson;
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2) Each U-orbit O in L(d) is a Poisson submanifold and consequently a (U, πU)-

homogeneous Poisson space;

3) For any (U, πU)-homogeneous Poisson space (M,π), the map P in (1) is a Pois-

son map onto the U-orbit of lm for any m ∈M .

We introduce the notation of model points in L(d). For a homogeneous Poisson

space (M,π), let l = P (m) for some m ∈ M . We show l is a model point if and only

if the map P : M → Ol = U · l is a local diffeomorphism (and thus a covering map).

When this happens, we regard (Ol,Π) as a model for the Poisson space (M,π).

The second part of the paper is concerned with the variety L of Lagrangian subal-

gebras of a semi-simple Lie algebra g with respect to the imaginary part of its Killing

form. Let G be the adjoint group of g. Based on the Karolinsky classification of

Lagrangian subalgebras of g in [Ka], we prove

Theorem 1.2 The irreducible components of L are smooth. Each irreducible compo-

nent fibers over a generalized flag variety, and its fiber is the product of a homoge-

neous space and the space of real points of a De Concini-Procesi compactification of

the semisimple part of a Levi subgroup of G.

For example, when g = sl(2,C), there are two irreducible components: the first

component is the SL(2,C)-orbit through a+n and is isomorphic to CP 1 (here a consists

of diagonal real trace zero matrices and n strictly upper triangular matrices), and

the second component contains the SL(2,C)-orbits through su(2) and sl(2,R) as open

orbits, and the SL(2,C)-orbit through ia + n as the unique closed orbit. The second

component may be identified as RP 3.

Let k be a compact real form of g and K ⊂ G the connected subgroup with Lie

algebra k. Then there is a natural Poisson structure πK on K making (K, πK) into a

Poisson Lie group such that the double of its tangent Lie bialgebra is g. By Theorem

1.1, each K-orbit in L is a (K, πK)-homogeneous Poisson space, and every (K, πK)-

homogeneous Poisson space maps onto a K-orbit in L by a Poisson map. In particular,

we show that every point in the (unique) irreducible component L0 of L that contains k

is a model point. Consequently, a number of interesting (K, πK)-homogeneous Poisson

spaces are contained in L0 (possibly up to covering maps) as Poisson submanifolds.

Among these are all (K, πK)-homogeneous Poisson structures on any K/K1, where K1

is a closed subgroup of K containing a maximal torus of K. For example, K/K1 could

be any flag variety G/Q ∼= K/K ∩ Q, where Q is a parabolic subgroup of G. We
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remark that it is shown in [Lu4] that all (K, πK)-homogeneous Poisson structures on

K/T , where T is a maximal torus in K, can be obtained from solutions to the Classical

Dynamical Yang-Baxter Equation [E-V]. Some Poisson geometrical properties of such

Poisson structures are also studied in [Lu4].

We are motivated to study (K, πK)-homogeneous Poisson structures because of their

connections to Lie theory. One remarkable example is the so-called Bruhat Poisson

structure π∞ [L-W] on K/T . It corresponds to the Lagrangian subalgebra t + n of g,

where g = k + a + n is an Iwasawa decomposition of g, and t = ia is the Lie algebra of

T . The name Bruhat Poisson structure comes from the fact that its symplectic leaves

are exactly the Bruhat cells for a Bruhat decomposition of K/T [L-W]; its Poisson

cohomology is isomorphic to a direct sum of n-cohomology groups with coefficients in

certain principal representations of G [Lu2]; its K-invariant Poisson harmonic forms

are exactly the harmonic forms introduced and studied by Kostant in [Ko]. This last

fact is proved in [E-L], where we also use π∞ to construct S1-equivariantly closed forms

on K/T and use them to reinterpret the Kostant-Kumar approach to the Schubert

calculus on K/T [K-K]. One key fact used in [E-L] is that the Poisson structure π∞ is

the limit of a family πt, t ∈ (0,+∞), of (K, πK)-homogeneous symplectic structures on

K/T . The family πt corresponds to a continuous curve in L. Thus, we regard L as a

natural setting for deformation problems for Poisson homogeneous spaces, and for this

reason it is desirable to study its geometry.

The paper is organized as follows.

We start our discussion in Section 2 with an arbitrary Poisson Lie group (U, πU),

its tangent Lie bialgebra (u, u∗), and the variety L(d) of Lagrangian subalgebras of its

double d = u ⊲⊳ u∗. We first review Drinfeld’s theorem on (U, πU)-homogeneous spaces.

We then give the construction of the Poisson structure Π on L(d) and establish the

properties listed in Theorem 1.1.

The rest of the paper is devoted to the Poisson Lie group (K, πK). In 3.1, we review

Karolinsky’s classification of Lagrangian subalgebras, and use it to decompose L into

a finite disjoint union of submanifolds L(S, ǫ, d). The study of the closure L(S, ǫ, d)

is reduced to studying the closure of the variety of real forms of a semisimple Lie

algebra. After some preliminary results in Section 4, we identify the closure with the

real points of a De Concini-Procesi compactification in Section 5. In Section 6, we

apply our results to determine the irreducible components of L and show they are

smooth. We also study the set of model points in L and show that every Lie algebra in
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the irreducible component L0 containing k is a model point. Finally, in Section 7, we

study some properties of the Poisson structrure Π. In particular, we study the K-orbits

in the irreducible component L0 and the (K, πK)-homogeneous Poisson spaces arising

from them.

We would like to thank Eugene Karolinsky and Hermann Flaschka for useful con-

versations, and the Banach Center for its hospitality when some of these results were

found. In addition, the first author would like to thank Northwestern University and

the University of Chicago and the second author the Hong Kong University of Science

and Technology for their hospitality during the preparation of the paper.

2 Generalities on Lie bialgebras

2.1 Drinfeld’s theorem

In this section, we review Drinfeld’s theorem on homogeneous spaces of Poisson Lie

groups in [D]. Details on Poisson Lie groups can be found in [L-W] and [K-S] and the

references cited in [K-S].

Let (U, πU) be a Poisson Lie group with tangent Lie bialgebra (u, u∗), where u is the

Lie algebra of U and u∗ its dual space equipped with a Lie algebra structure coming from

the linearization of πU at the identity element of U . We will use letters x, y, x1, y1, · · ·
to denote elements in u and ξ, η, ξ1, η1, · · · for elements in u∗. The pairing between

elements in u and in u∗ will be denoted by ( , ).

Let 〈 , 〉 be the symmetric non-degenerate scalar product on the direct sum vector

space u ⊕ u∗ defined by

〈x1 + ξ1, x2 + ξ2〉 = (x1, ξ2) + (x2, ξ1). (2)

Then there is a unique Lie bracket on the u⊕ u∗ such that 〈 , 〉 is ad-invariant and that

both u and u∗ are its Lie subalgebras with respect to the natural inclusions. The vector

space u ⊕ u∗ together with this Lie bracket is called the double Lie algebra of (u, u∗)

and we will denote it by d = u ⊲⊳ u∗. Note that U acts on d by the Adjoint action (by

first mapping U to the adjoint group of d).

Example 2.1 Let u = k be a compact semi-simple Lie algebra. Let g = kC be the

complexification of k with an Iwasawa decomposition g = k + a + n. Let 〈 , 〉 be twice

the imaginary part of the Killing form of g. Then the pairing between k and a + n via
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〈 , 〉 gives an identification of k∗ and a + n, and (k, a + n) becomes a Lie bialgebra whose

double is g. If K is any group with Lie algebra k, then there is a Poisson structure πK

on K making (K, πK) into a Poisson Lie group whose tangent Lie bialgebra is (k, a+n).

This will be our most important example.

Definition 2.2 Let n = dim u. A Lie subalgebra l of d is called Lagrangian if 〈a, b〉 = 0

for all a, b ∈ l and if dim l = n. The set of all Lagrangian subalgebras of d will be denoted

by L(d).

Both u and u∗ are Lagrangian. If D is the adjoint group of d, then D acts on the

set of Lagrangian subalgebras. In Example 2.1, any real form of g is a Lagrangian

subalgebra, as is t + n, where t = ia is the centralizer of a in k.

Let (M,π) be a (U, πU)-homogeneous Poisson space. Recall [D] that this means

that U acts on M transitively and that the action map U × M → M is a Poisson

map, where U ×M is equipped with the direct product Poisson structure πU ⊕ π. Let

m ∈M . Then being (U, πU)-homogeneous, the Poisson structure π on M must satisfy

π(um) = u∗π(m) + m∗πU(u), ∀u ∈ U, m ∈M. (3)

Here u∗ and m∗ are respectively the differentials of the maps M → M : m1 7→ um1

and U →M : u1 7→ u1m. Thus, π is totally determined by its value π(m) ∈ ∧2(TmM)

at m. Let Um ⊂ U be the stabilizer subgroup of U at m with Lie algebra um. Identify

TmM ∼= u/um so that π(m) ∈ ∧2(u/um). Let lm be the subspace of d defined by

lm = {x+ ξ : x ∈ u, ξ ∈ u
∗, ξ|um

= 0, ξ π(m) = x+ um}. (4)

Theorem 2.3 (Drinfeld [D]) 1) lm is a Lagrangian subalgebra of d for all m ∈M ;

2) For all m ∈M and u ∈ U ,

lm ∩ u = um (5)

Adulm = lum, ∀u ∈ U. (6)

3) Let M be a U-homogeneous space. A (U, πU)-homogeneous Poisson structure π

on M is equivalent to a U-equivariant map P : M → L(d) : m 7→ lm such that (5) holds

for all m ∈M .
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Definition 2.4 We will call lm the Lagrangian subalgebra of d associated to (M,π) at

the point m. The map P : M → L(d) will be called the Drinfeld map.

Definition 2.5 Given a U -homogeneous space M , we say that a U -equivariant map

M → L(d) : m 7→ lm has Property I (I for intersection) if (5) is satisfied for all m ∈M .

Thus 3) of Theorem 2.3 can be rephrased as follows: given a U -homogeneous space

M , a (U, πU)-homogeneous Poisson structure on M is equivalent to a U -equivariant

map M → L(d) with Property I.

Remark 2.6 We explain how a U -equivariant map M → L(d) having Property I gives

a (U, πU)-homogeneous Poisson structure on M : pick any m ∈ M . Because lm ⊂ d is

maximal isotropic (this means that dim lm = n and that 〈a, b〉 = 0 for all a, b ∈ lm)

and because of (5), an easy linear algebra argument (see also Lemma 2.23) shows that

there is a unique element π(m) ∈ ∧2(u/um) such that (4) holds. Define a bivector field

π on M by (3). This is well defined because of (6). This π is Poisson because lm is

Lagrangian. It is (U, πU)-homogeneous because (3) holds by definition.

We now state some consequences of Theorem 2.3.

Definition 2.7 A Lagrangian subalgebra of d is said to have Property C (C for closed)

if the connected subgroup U
′

l of U with Lie algebra l ∩ u is closed in U .

Note that any lm in the image of the Drinfeld map for any (M,π) has Property C,

because the connected subgroup of U with Lie algebra lm ∩ u is the identity connected

component of the stabilizer subgroup of U at m, so it is closed in U . Conversely, if

l ∈ L(d) has Property C, we have the U -homogeneous space U/U
′

l and the U -equivariant

map

U/U
′

l −→ L(d) : uU
′

l 7−→ Adul.

It has Property I. More generally, suppose that U1 is any closed subgroup of U having

the properties

A) the Lie algebra of U1 is l ∩ u;

B) U1 normalizes l,

Then we have the U -equivariant map

U/U1 −→ L(d) : uU1 7−→ Adul.

It has Property I. Thus, by Theorem 2.3, we have
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Corollary 2.8 Suppose that l ∈ L(d) has Property C. Then for any closed subgroup U1

of U having Properties A) and B), there is a (U, πU)-homogeneous Poisson structure

on U/U1 whose Drinfeld map is given by

P : U/U1 −→ L(d) : uU1 7−→ Adul.

Definition 2.9 For a Lagrangian subalgebra l of d with Property C and any sub-

group U1 of U with the above Properties A) and B), we say that the Poisson manifold

(U/U1, π) described in Corollary 2.8 is determined by l.

Denote by L(d)C the set of all points in L(d) with Property C. It is clearly invariant

under the Adjoint action of U . For every (U, πU)-homogeneous Poisson space (M,π),

the image of the Drinfeld map M → L(d) is a U -orbit in L(d)C .

Corollary 2.10 (Drinfeld [D]) The map that assigns to each (M,π) the image of its

Drinfeld map gives a one-to-one correspondence between U-equivariant isomorphism

classes of (U, πU)-homogeneous Poisson spaces with connected stabilizer subgroups and

the set of U-orbits in L(d)C.

We close this section by an example of a Lagrangian subalgebra l that does not

have Property C.

Example 2.11 [Ka] Consider the Lie bialgebra (k, a + n) in Example 2.1. Let U = K

be a compact connected Lie group with Lie algebra k and let T be the maximal torus of

K with Lie algebra ia. Choose a topological generator t of T and let t = exp(X), X ∈ t.

Let l = R ·X + (a∩ (R ·X)⊥) + n, where the perpendicular is computed relative to the

Killing form. Then l is Lagrangian, but if rank(T ) > 1 then l∩ k is not the Lie algebra

of a closed subgroup of K, so l does not have Property C.

2.2 A “Poisson structure” on L(d)

Let (U, πU) be a Poisson Lie group and let (u, u∗) be its tangent Lie bialgebra. Let

d = u ⊲⊳ u∗ be its double Lie algebra equipped with the symmetric scalar product 〈 , 〉
given by (2). Recall that L(d) is the set of Lagrangian subalgebras of d with respect to

〈 , 〉.
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Notation 2.12 We will use Gr(n, d) to denote the Grassmannian of n-dimensional

subspaces of d. Since the condition of being closed under Lie bracket and the condition

of being Lagrangian are polynomial conditions, L(d) ⊂ Gr(n, d) is an algebraic subset.

The group U acts on Gr(n, d) by the Adjoint action and it leaves L(d) invariant.

Although L(d) may be singular, all the U -orbits in L(d) are smooth.

In this section, we will show that there is a smooth bi-vector field Π on Gr(n, d)

with the property

[Π, Π](l) = 0

for every l ∈ L(d), where [Π, Π] is the Schouten bracket of Π with itself. Moreover, we

show that Π is tangent to every U -orbit O in L(d), so (O,Π) is a Poisson manifold.

In fact, each (O,Π) is a (U, πU)-homogeneous Poisson space. If (M,π) is a (U, πU)-

homogeneous Poisson space, we show that the Drinfeld map P : M → O is a Poisson

map, where O is the U -orbit of lm for any m ∈M .

Notation 2.13 We identify d∗ ∼= u∗ ⊕ u in the obvious way. Denote by # : d∗ → d the

isomorphism induced by the nondegenerate pairing 〈 , 〉 on d. It is given by

# : d
∗ −→ d : #(ξ + x) = x+ ξ. (7)

For V ⊂ d, we let

V ◦ = {f ∈ d
∗ : f |V = 0}.

To define the bi-vector field Π on Gr(n, d), we consider the element R ∈ ∧2d defined

by

R(ξ1 + x1, ξ2 + x2) = (ξ2, x1) − (ξ1, x2), ∀x1, x2 ∈ u, ξ1, ξ2 ∈ u
∗.

The element R is an example of a classical r-matrix on d [K-S]. In particular, the

Schouten bracket [R,R] ∈ ∧3d of R with itself is ad-invariant and is given by

[R,R](f1, f2, f3) = 2 < #f1, [#f2,#f3] >

for fi ∈ d∗. Denote by χk(Gr(n, d)) the space of k-vector fields on Gr(n, d) (i.e.,

the space of smooth sections of the k-th exterior power of the tangent bundle of

Gr(n, d)). The action by the adjoint group D of d on Gr(n, d) gives a Lie algebra

anti-homomorphism

κ : d −→ χ1(Gr(n, d))
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whose multi-linear extension from ∧kd to χk(Gr(n, d)), for any integer k ≥ 1, will also

be denoted by κ.

Define the bi-vector field Π on Gr(n, d) by

Π =
1

2
κ(R).

Theorem 2.14 For every Lagrangian subalgebra l of d regarded as a point in Gr(n, d),

we have

[Π, Π](l) = 0,

where [Π,Π] is the Schouten bracket of Π with itself.

Proof. Since Π = 1
2
κ(R) and since κ is a Lie algebra anti-homomorphism, we have

[Π, Π] = −1

4
κ([R, R]).

Let Dl be the stabilizer subgroup of D at l for the Adjoint action, and let dl be its Lie

algebra. Since Π is tangent to the D-orbit D · l in Gr(n, d), we only need to show that

[Π,Π] = 0 when evaluated on a triple (α1, α2, α3) of covectors in T ∗
l (D · l). The map

κ : d −→ Tl(D · l)

gives an identification

κ∗ : T ∗

l (D · l) −→ d
◦

l ,

Thus, it suffices to show

[R,R](f1, f2, f3) = 0

for fi ∈ d◦l , i = 1, 2, 3. Since l ⊂ dl, we have #(d◦l ) ⊂ #(l◦) = l. It follows that

[R,R](f1, f2, f3) = 2 < #f1, [#f2,#f3] >= 0

because l is a Lagrangian subalgebra.

Q.E.D.

Corollary 2.15 For every l ∈ L(d) ⊂ Gr(n, d), the bivector field Π defines a Poisson

structure on the D-orbit D · l in Gr(n, d).
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Since [R,R] ∈ ∧3d is ad-invariant, the following bivector field π− on D is Poisson:

π−(d) =
1

2
(rdR − ldR), d ∈ D,

where rd and ld are respectively the differentials of the right and left translations on

D defined by d. Moreover, (D, π−) is a Poisson Lie group and (U, πU) is a Poisson

subgroup of (D, π−) (see [Lu1]).

Proposition 2.16 For every l ∈ L(d), the Poisson manifold (D · l, Π) is (D, π−)-

homogeneous.

Proof. Let again Dl be the stabilizer subgroup of l in D. Then D · l ∼= D/Dl. Consider

the bivector field Π1 on D defined by

Π1(d) =
1

2
rdR, d ∈ D.

Then Π = p∗Π1, where p : D → D/Dl is the natural projection and p∗ its differential.

It is easy to check that for any d1, d2 ∈ D, we have

Π1(d1d2) = ld1
Π1(d2) + rd2

π−(d1).

It follows that (D · l, Π) is a (D, π−)-homogeneous Poisson space.

Q.E.D.

Consider now the U -orbits in L(d) through a point l ∈ L(d). We have

Theorem 2.17 At any l ∈ L(d), the bi-vector field Π on Gr(n, d) is tangent to the

U-orbit through l, so that (U · l, Π) is a Poisson submanifold of (D · l, Π).

Proof. Regard Π as a bivector field on the D-orbit D · l, so Π(l) ∈ ∧2Tl(D · l). Let

Π(l)# be the linear map

Π(l)# : T ∗

l (D · l) −→ Tl(D · l) :

Π(l)#(α)(β) = Π(l)(α, β), α, β ∈ T ∗

l (D · l).

It is enough to show that the image of Π(l)# is tangent to the U -orbit through l.

By the identification, T ∗
l (D · l) → d◦l , it is enough to show that

κ((ξ + x) R) ∈ Tl(U · l), ∀ξ + x ∈ d
◦

l ,
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where (ξ + x) R ∈ d is defined by

((ξ + x) R)(η + y) = R(ξ + x, η + y), ∀η + y ∈ d
∗.

We compute explicitly. It follows from the definition of R that

R =
n
∑

i=1

ηi ∧ ei ∈ ∧2
d,

where {e1, ..., en} is a basis for u and {η1, ..., ηn} is its dual basis for u∗. It follows that

(ξ + x) R =
n
∑

i=1

((x, ηi)ei − (ξ, ei)ηi) = x− ξ.

Hence

κ((ξ + x) R) = κ(x) − κ(ξ).

But since ξ + x ∈ d◦l , we have x+ ξ ∈ l, so κ(x+ ξ) = 0. Thus

κ((ξ + x) R) = 2κ(x) ∈ Tl(U · l).

Q.E.D.

Corollary 2.18 For every l ∈ L(d), the Poisson manifold (U · l, Π) is a (U, πU)-

homogeneous Poisson space.

Proof. This follows from Proposition 2.16 because (U, πU) is a Poisson subgroup of

(D, π−) and (U · l, Π) is a Poisson submanifold of (D · l, Π).

Q.E.D.

Remark 2.19 Let U∗ be the connected and simply connected group with Lie algebra

u∗. Then for any Lagrangian subalgebra l ∈ L(d), the orbit U∗ · l is also a Poisson

submanifold of (D · l,Π). Indeed, the roles of u and u∗ are symmetric in the definition

of D and of L(d), but the R-matrix for the Lie bialgebra (u∗, u) differs from that for

(u, u∗) by a minus sign. Consequently, if we denote by πU∗ the Poisosn structure on

U∗ such that (U∗, πU∗) is the dual Poisson Lie group of (U, πU), then every U∗-orbit in

L(d) is a (U∗,−πU∗)-homogeneous Poisson space.
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We now look at the Drinfeld map P : U · l → L(d) for the (U, πU)-homogeneous

Poisson space (U · l, π) (see Definition 2.4).

Theorem 2.20 For any l ∈ L(d), the Lagrangian subalgebra of d associated to (U ·l, Π)

at l is

T (l) = ul + (u + u
⊥

l ) ∩ l,

where ul is the normalizer subalgebra of l in u, and u⊥l = {ξ ∈ u∗ : ξ|ul
= 0}.

Proof. Denote by l
′

the Lagrangian subalgebra associated to (U · l, Π) at l. We need

to show that l
′

= T (l). By definition,

l
′

= {x+ ξ : x ∈ u, ξ ∈ u
⊥

l , ξ Π(l) = x+ ul}.

Let ξ ∈ u⊥l . Since the inclusion

(U · l, Π) −→ (D · l, Π)

is a Poisson map, it suffices to compute ((κ∗)−1(ξ + x)) Π(l) for any x ∈ u such that

ξ+ x ∈ d0
l , where Π(l) is regarded as a bi-vector at l ∈ D · l, and (κ∗)−1 : T ∗

l (D · l) → d◦l

is the isomorphism induced by κ : d → Tl(D · l). In the proof of Theorem 2.17, we

showed that (κ∗)−1(ξ + x) Π(l) = κ(x). As a result, we see that

l
′

= {x+ ξ : ξ + x1 ∈ d
◦

l for somex1 = xmod(ul)}
= ul + #(d◦l ).

Now the inclusions ul ⊂ dl and l ⊂ dl induce inclusions #(d◦l ) ⊂ u + u⊥l and #(d◦l ) ⊂ l,

so #(d◦l ) ⊂ (u + u⊥l ) ∩ l. Hence,

ul + #(d◦l ) ⊂ ul + (u + u
⊥

l ) ∩ l = T (l).

On the other hand, it is obvious that T (l) is isotropic, so its dimension is at most n.

Since l
′

has dimension n, we must have l
′

= T (l).

Q.E.D.

Remark 2.21 The map T : L(d) → L(d) is not continuous in general. For exam-

ple, consider the Lie bialgebra in Example 2.1 for g = sl(3,C). Choose H ∈ a

with the property that both simple roots are positive on H and consider the curve

13



γt = exp(adtH)(sl(3,R)) in L = L(g). Let γ∞ be the limit of γt as t→ ∞ in L. Clearly,

γt is isomorphic to sl(3,R) for t 6= ∞, and one can show γ∞ = hτ + n, where h = a + t

is a Cartan subalgebra of sl(3,C), and τ is an anti-linear automorphism such that

dim(hτ ∩ t) = 1. We will show later that when l is a real form of a complex semi-simple

Lie algebra, then l is its own normalizer. It follows that T (γt) = γt for all t < ∞. On

the other hand, it is easy to check that T (γ∞) = t + n. It follows that T is not contin-

uous. This example can be generalized to any real form corresponding to a nontrivial

diagram automorphism (see Remark 5.6 for a generalization of this example).

Assume now that (M,π) is an arbitrary (U, πU)-homogeneous Poisson space. Con-

sider the Drinfeld map

P : M −→ L(d) : m 7−→ lm.

By Theorem 2.3, P is a submersion of M onto the U -orbit O = U · lm in L(d) for any

m ∈M .

Theorem 2.22 The Drinfeld map

P : (M, π) −→ (O, Π)

is a Poisson map.

Proof. Fix m ∈ M . Let l = lm. Then O = U · l. Since both (M,π) and (O,Π) are

(U, πU)-homogeneous, it is enough to show that

P∗π(m) = Π(l).

Let Um and Ul be respectively the stabilizer subgroup of U at m and the normalizer

subgroup of l in U . Their Lie algebras are respectively l ∩ u and ul. Since P is U -

equivariant, we have Um ⊂ Ul. Identify

M ∼= U/Um, O ∼= U/Ul.

Then the map P becomes

P : U/Um −→ U/Ul : uUm 7−→ uUl,

and we have

π(m) ∈ ∧2(u/(l ∩ u)), Π(l) ∈ ∧2(u/ul).

14



Thus we only need to show that π(m) goes to Π(l) under the map

j : u/(l ∩ u) −→ u/ul : x+ l ∩ u 7−→ x+ ul.

But this follows from a general linear algebra fact which we state as a lemma below.

Q.E.D.

Lemma 2.23 Let V be an n-dimensional vector space and let V ∗ be its dual space.

On the direct sum vector space V ⊕V ∗, consider the symmetric product 〈 , 〉 defined by

〈x+ ξ, y + η〉 = (x, η) + (y, ξ), x, y ∈ V, ξ, η ∈ V ∗.

1) Let V0 be any subspace of V . For λ ∈ ∧2(V/V0), define

Wλ = {x+ ξ : x ∈ V, ξ ∈ V ∗, ξ|V0
= 0, ξ λ = x+ V0.}

Then λ 7→Wλ is a one-to-one correspondence between elements in ∧2(V/V0) and max-

imal isotropic subspaces W of V ⊕ V ∗ such that W ∩ V = V0.

2) Let V1 be another subspace of V such that V0 ⊂ V1. Let

j : V/V0 −→ V/V1 : v + V0 7−→ v + V1

be the natural projection. Let λ0 ∈ ∧2(V/V0) and λ1 ∈ ∧2(V/V1). Then j(λ0) = λ1 if

and only if

Wλ1
= V1 + (V ⊕ V ⊥

1 ) ∩Wλ0
, (8)

where V ⊥
1 = {ξ ∈ V ∗ : ξ|V1

= 0}.

Proof. 1) Given λ ∈ ∧2(V/V0), it is easy to see that Wλ is maximal isotropic with

respect to 〈 , 〉 and that Wλ∩V = V0. Conversely, if W is a maximal isotropic subspace

of V ⊕ V ∗ such that W ∩ V = V0, then

{ξ ∈ V ∗ : x+ ξ ∈ W for somex ∈ V } = V ⊥

0 = {ξ ∈ V ∗ : ξ|V0
= 0}.

Define

f : (V/V0)
∗ −→ V/V0 : ξ 7−→ x+ V0

15



where ξ ∈ (V/V0)
∗ ∼= V ⊥

0 and x ∈ V is such that x + ξ ∈ W . Then f is well defined

and is skew-symmetric. Thus there exists λ ∈ ∧2(V/V0) such that f(ξ) = ξ λ for all

ξ ∈ (V/V0)
∗. It is then easy to check that W = Wλ.

2) One way to prove this fact is to take a basis for V0, extend it first to a basis for

V1 and then extend it further to a basis of V . One can then write down all the spaces

in (8) using these basis vectors and compare them. We omit the details.

Q.E.D.

As a special case of Theorem 2.22, we have

Corollary 2.24 For any l ∈ L(d) with Property C and any (U, πU)-homogeneous space

(U/U1, π) determined by l (see Definitions 2.7 and 2.9), the map

P : (U/U1, π) −→ (U · l, Π) : uU1 7−→ Adul (9)

is Poisson.

2.3 Model points

Definition 2.25 We say that a Lagrangian subalgebra l is a model point (in L(d)) if

l ∩ u = ul, where ul is the normalizer subalgebra of l in u.

It is easy to see that the set of model points in L(d) is invariant under the U -action.

Every model point has Property C, for if l ∈ L(d) is a model point, the connected

subgroup U
′

l of U with Lie algebra l ∩ u is the identity component of the stabilizer

subgroup Ul of l in U , so U
′

l is closed. Consequently, l determines a (U, πU)-homogeneous

Poisson structure on any U/U1, where U1 is a closed subgroup of Ul, the normalizer

subgroup of l in U , and has the same Lie algebra l ∩ u = ul (see Corollary 2.8 and

Definition 2.9). In this case, the map P in (9) is a local diffeomorphism (in addition to

being a Poisson map), and is thus a covering map. Therefore, the orbit U · l, together

with the Poisson structure Π, is a model (up to local diffeomorphism) of any (U, πU)-

homogeneous Poisson space (U/U1, π) determined by l. This is the reason we call l a

model point in L(d).

Observe also that l is a model point if and only if T (l) = l.
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Example 2.26 Consider the Lie bialgebra (k, a + n) in Example 2.1. The Lagrangian

subalgebra l = a + n is not a model point because l ∩ k = 0 while the normalizer

subalgebra of l in k is t = ia. However, T (l) = t + n is a model point, as is any real form

of g. In this case, we will show that every point in a certain irreducible component L0

of L(d) is a model point.

When l is a model point and when its normalizer subgroup Ul in U is not connected,

the (U, πU)-homogeneous Poisson spaces (U/U1, π) determined by l might have non-

trivial symmetries, as is shown in the following proposition.

Proposition 2.27 Let l be a model point and let (U/U1, π) be any (U, πU)-homogeneous

Poisson space determined by l. Then all covering transformations for the covering map

P : (U/U1, π) −→ (U/Ul,Π) : uU1 7−→ uUl (10)

are Poisson isometries for (U/U1, π).

Proof. Let f : U/U1 → U/U1 be a covering transformation, so P ◦ f = f . We know

that f is smooth because it must be of the form

f(uU1) = uu0U1

for some u0 in the normalizer subgroup of U1 in Ul. Let x ∈ U/U1 be arbitrary. We

need to show that f∗π(x) = π(f(x)). Since P is a local diffeomorphism, it is enough to

show that f∗π(x) and π(f(x)) have the same image under P . Now since P is a Poisson

map and since P ◦ f = f , we have

P∗f∗π(x) = (P ◦ f)∗π(x) = P∗π(x) = Π(P (x))

P∗π(f(x)) = Π(P (f(x))) = Π(P (x)).

Thus P∗f∗π(x) = P∗π(f(x)), and f is a Poisson map.

Q.E.D.

In particular, in the case when U1 = U
′

l is the identity connected component of Ul,

the group Ul/U
′

l acts on U/U
′

l as symmetries for (U, πU)-homogeneous Poisson structure

on U/U
′

l determined by l.
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3 Lagrangian subalgebras of g

In the remainder of the paper, we will concentrate on the Lie bialgebra (k, a + n) as

described in Example 2.1. We first fix more notation.

Throughout the rest of the paper, k will be a compact semi-simple Lie algebra and

g = kC its complexification. The Killing form of g will be denoted by ≪ , ≫. Let K be

a connected Lie group with Lie algebra k and let T ⊂ K be a maximal subgroup with

Lie algebra t. Let h = tC ⊂ g be the complexification of t. Let Σ be the set of roots of

g with respect to h with the root decomposition

g = h +
∑

α∈Σ

gα.

Let Σ+ be a choice of positive roots, and let S(Σ+) be the set of simple roots in Σ+. We

will also say α > 0 for α ∈ Σ+. Set a = it and let n be the complex subspace spanned

by all the positive root vectors. Then we can identify k∗ with a + n (here n is regarded

as a real Lie subalgebra of g) through the pairing defined by twice the imaginary part

of the Killing form ≪ , ≫. This way, (k, a + n) becomes a Lie bialgebra whose double

is g = k + a + n (Iwasawa Decomposition of g). Let πK be the Poisson structure on K

such that (K, πK) is a Poisson Lie group with tangent Lie bialgebra (k, a + n). We can

describe πK explicitly as follows: Let θ be the complex conjugation of g defined by k.

Let ≪ , ≫θ be the Hermitian positive definite inner product on g given by

≪ x, y ≫θ = − ≪ x, θy ≫, x, y ∈ g.

For each α ∈ Σ+, choose Eα ∈ gα such that

≪ Eα, Eα ≫θ = 1.

Let E−α = −θ(Eα) ∈ g−α so that ≪ Eα, E−α ≫= 1. Set

Xα = Eα −E−α = Eα + θ(Eα), Yα = i(Eα + E−α) = iEα + θ(iEα).

Then

k = t + spanR{Xα, Yα : α ∈ Σ+}.

The Poisson bivector field on K is given by

πK(k) = rkΛ − lkΛ, k ∈ K,
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where

Λ =
1

4

∑

α∈Σ+

Xα ∧ Yα ∈ k ∧ k.

Recall that a real subalgebra l of g is Lagrangian if Im ≪ x, y ≫= 0 for all x, y ∈ l

and if dimR l = dimC g. These Lagrangian subalgebras correspond to (K, πK) Poisson-

homogeneous spaces by Drinfeld’s theorem. The set of all Lagrangian subalgebras of

g will be denoted by L. It is an algebraic subset of the Grassmannian Gr(n, g) of

n-dimensional subspaces of g (regarded as a 2n-dimensional real vector space).

In this section, we will decompose L into a finite union of manifolds.

3.1 Karolinsky’s classification

E. Karolinsky [Ka] has determined all Lagrangian subalgebras l of g. To describe his

result, we need some notation. Let S ⊂ S(Σ+) be a subset of the set of simple roots,

and let [S] be the set of roots in the linear span of S. Consider

mS = h ⊕ (
⊕

α∈[S]
gα), nS =

⊕

α∈Σ+−[S]
gα

and

pS = mS + nS,

so that pS is a parabolic subalgebra of type S, nS is its nilradical, and mS is a Levi

factor. Let mS,1 = [mS,mS] be the (semi-simple) derived algebra of mS. The center of

mS is

zS = {H ∈ h : αi(H) = 0, ∀αi ∈ S}, (11)

which is also the orthogonal complement of mS,1 in mS with respect to the Killing form

of g restricted to mS. Thus the restriction of the Killing form to zS is nondegenerate,

and we may consider Lagrangian subspaces of zS (regarded as a real vector space) with

respect to the restriction to zS of the imaginary part of the Killing form.

Now for any subset S of the set of simple roots, a Lagrangian subspace V of zS, and

a real form mτ
S,1

of mS,1, set

l(S, V, τ) = m
τ
S,1

⊕ V ⊕ nS.

It is easy to see that it is a Lagrangian subalgebra of g.

19



Definition 3.1 We will call l(S, V, τ) the standard Lagrangian subalgebra associated

to (S, V, τ).

Theorem 3.2 [Ka] Every Lagrangian subalgebra of g is of the form Adk(l(S, V, τ)) for

some k ∈ K.

Note that the nilradical of Adk(l(S, V, τ)) is Adk(nS). Denote by PS the connected

subgroup of G with Lie algebra pS.

Proposition 3.3 Let

l = Adk(l(S, V, τ)) = Adk1
(l(S1, V1, τ1))

be a Lagrangian subalgebra. Then S = S1, V = V1, k
−1k1 ∈ PS, and τ is conjugate to

τ1 in K ∩ PS.

Proof. We have Adk−1k1
(l(S1, V1, τ1)) = l(S, V, τ). Using the fact that conjugate al-

gebras have conjugate nilradicals, it follows easily that Adk−1k1
nS1

= nS. From the

definition of nS, it follows that S = S1. Moreover, since pS is the perpendicular com-

plement of nS, it follows that Adk−1k1
normalizes pS. Since a parabolic subgroup is the

normalizer of its nilradical, k−1k1 ∈ PS. The remaining claims follow from the facts

that nS is an ideal and zS is central in mS.

Q.E.D.

In the following, we study separately the pieces that come into the Karolinsky

classification.

3.2 Lagrangian subspaces of zS

For a subset S of the set of simple roots, let zS be given as in (11). Since the Killing

form is nondegenerate on zS, its imaginary part B is a nondegenerate symmetric bilinear

form of index (z, z) on zS, now regarded as a 2z-dimensional real vector space. Denote

by LzS
the variety of Lagrangian subspaces of zS with respect to B.

Proposition 3.4 The variety

LzS
= ∪ǫ=±1LzS,ǫ

is a smooth manifold of dimension z(z−1)
2

with two connected components LzS,ǫ
, ǫ = ±1.

We call LzS,1
the component containing zS ∩ t and call LzS,−1

the other one. Each

component is Zariski closed.
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Proof. The first assertion follows from the identification of LzS
with O(n)×O(n)/O(n)

given in [Po], Theorem 14.10. The algebraicity of each of the components can be

derived from the discussion of charts in [Po] following Theorem 14.10, or by noting the

corresponding fact for the space LzS,C
of complex linear Lagrangian subspaces of the

complexification zSC
with respect to the nondegenerate Killing form (see [A-C-G-H],

Exercise B, pp. 102-103), and verifying the easy fact that LzS
is the set of real points

of LzS,C
.

Q.E.D.

We remark that two Lagrangian subspaces V and V ′ lie in the same component

if and only if dim(V ∩ V ′) = dim(V )mod 2. This is proved in the complex case in

[A-C-G-H], and the real case can be deduced from the complex case. It follows that

t ∩ zS and a ∩ zS lie in the same component if and only if dim(zS) is even.

3.3 Real forms of g

A real form of g is clearly a Lagrangian subalgebra of g. Denote by R the set of all real

forms of g. We will recall some facts about R in this section (see [O-V] or [A-B-V] for

more details.)

Let Autg be the group of complex linear automorphisms of g. Its identity component

is the adjoint group G = Intg of interior automorphisms of g. Let AutD(g) be the

automorphism group of the Dynkin diagram of g. It is well-known that there is a split

short exact sequence

0 −→ Intg −→ Autg

φ−→ AutD(g) −→ 0.

Let θ be the Cartan involution of g defined by the compact real form k. We will

identify a real form g0 of g with the complex conjugation τ on g such that g0 = gτ .

Define a map

ψ : R −→ AutD(g)

as follows:

ψ(τ) = φ(τθ) = φ(θτ).

To see that φ(τθ) = φ(θτ), choose g ∈ Intg be such that τ1 = gτg−1 commutes with θ

(see [He], Theorem III.7.1, and the following remark). Then we get

φ(τθ) = φ(g−1τ1gθ) = φ(τ1gθ) = φ(τ1θθ
−1gθ) = φ(τ1θ)
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and similarly, φ(θτ) = φ(θτ1). Since τ1 commutes with θ, we have φ(τθ) = φ(θτ). In

particular, we see that ψ(τ) is an involution.

Conversely, let d be an involutory automorphism of the Dynkin diagram D(g).

Then d extends to a complex linear involution γd of g as follows: we can choose γd ∈
Autg preserving h and permuting the fixed simple root vectors Eα, α ∈ S(Σ+) (see for

example the proof of Proposition 2.7 in [A-B-V]). Then γd(Eα) = Edα and γd(E−α) =

E−dα. If Hα = [Eα, E−α], it follows that γd(Hα) = Hdα, and also γd commutes with

the Cartan involution on generators, and therefore on all of g.

Set

L(g, d) = ψ−1(d).

Then

R = ∪dL(g, d)

is a finite disjoint union, where d runs over the set of all involutory diagram automor-

phisms of g.

Let τd = γdθ = θγd. Then τd ∈ L(g, d). To describe all the elements in L(g, d),

consider

G−τd = {g ∈ Intg : (gτd)
2 = 1} = {g ∈ Intg : τd(g) = g−1}.

If g ∈ G−τd , then gτd is a real form of g and ψ(gτd) = d, so gτd ∈ L(g, d). Conversely, if

τ ∈ L(g, d), then φ(τθ) = φ(γd), so τ = gτd for some g ∈ Intg = ker(φ). But τ 2 = 1, so

g ∈ G−τd . Hence every real form τ in L(g, d) is of the form τ = gτd for some g ∈ G−τd .

Lemma 3.5 Every real form of g is its own normalizer in g.

Proof. The proof follows easily by considering the ±1 eigenspace decomposition g =

gτ ⊕ g−τ of τ .

Q.E.D.

Lemma 3.6 L(g, d) is a smooth submanifold of Gr(n, g) of dimension dimC g.

Proof. Note that Intg acts on L(g, d) by the action g · τ = gτg−1. The orbits of

the larger group Autg on the set of all real forms are the equivalence classes of real

forms, and there are only finitely many of them (see [O-V]). Since Intg is the identity

connected component of Autg and Autg has only finitely many components, it follows
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that Intg has only finitely many orbits on the set of all real forms. Since L(g, d) is a

subset of the set of all real forms, it follows that L(g, d) is a finite union of Intg orbits.

Now the action of Intg on Gr(n, g) by (g, l) 7→ g(l) is smooth and L(g, d) ⊂ Gr(n, g) is

a disjoint union of finitely many Intg-orbits, it follows that each Intg-orbit in L(g, d) is

a smooth submanifold of Gr(n, g). Moreover, by Lemma 3.5, all orbits have the same

dimension. Thus, L(g, d) is a smooth submanifold of Gr(n, g) of dimension dimC g.

Q.E.D.

We will show later that the closure of L(g, d) in L is a smooth, compact and con-

nected submanifold of Gr(n, g).

3.4 Model points

Lemma 3.7 The normalizer of the Lagrangian subalgebra Adk(l(S, V, τ)) in g is

Adk(r(S, τ)) := Adk(m
τ
S,1

⊕ zS ⊕ nS).

Proof. It suffices to prove the statement when k = e, the identity element of K. It

is clear that r(S, τ) normalizes l(S, V, τ). Conversely, if X ∈ g normalizes l(S, V, τ),

it normalizes its nilradical nS, so it normalizes the perpendicular pS of nS. Since pS is

parabolic, it equals its own normalizer, so X ∈ pS. Write X = X1 +X2, with X1 ∈ mS

and X2 ∈ nS. Then X1 normalizes mτ
S,1

. It follows from Lemma 3.5 that X1 ∈ mτ
S,1

+ zS.

Q.E.D.

Proposition 3.8 The Lagrangian subalgebra Adk(l(S, V, τ)) is a model point if and

only if V = zS ∩ t.

Proof. Since the set of model points is K-invariant, it suffices to prove the proposition

when k = e. Let Nk(l(S, V, τ) be the normalizer of l(S, V, τ) in k. By the previous

lemma, the quotient

Nk(l(S, V, τ)/k ∩ l(S, V, τ) = (zS ∩ t)/(V ∩ t),

since zS ∩ k = zS ∩ t. The proposition now follows from the definition of model points.
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Q.E.D.

Remark 3.9 In fact, essentially the same argument shows that if l = Adk(l(S, V, τ)),

then T (l) = Adk(l(S, zS ∩ t, τ)) (see Theorem 2.20 for the definition of T (l)). It follows

that T (T (l)) = T (l) for l ∈ L. For a general Lie bialgebra, T ◦ T 6= T . Indeed,

for a Lie algebra u, we can form a Lie bialgebra (u, u∗), where u∗ has the abelian Lie

algebra structure. Its double is the semi-direct product Lie algebra structure on u + u∗

defined by the co-adjoint action of u on u∗. Consider the case when u is the three

dimensional Heisenberg algebra with basis {X, Y, Z} with Z central and [X, Y ] = Z,

and let fX , fY , fZ be the dual basis. Let l be the Lagrangian subalgebra spanned by

X, fY and fZ . Then T (l) is spanned by X,Z and fY while T (T (l)) = u.

Corollary 3.10 G preserves the set of model points.

Proof. It suffices to consider model points l(S, zS ∩ t, τ). Let PS,MS and NS be

the connected Lie groups with Lie algebra pS, mS and nS respectively. Since K acts

transitively on G/PS and preserves the set of model points, it suffices to prove that

Adp(l(S, zS∩t, τ)) is a model point for p ∈ PS. Using the Levi decomposition PS = MSNS

we write p = mn. Since Adnl(S, zS ∩ t, τ) = l(S, zS ∩ t, τ), it suffices to prove that Adm

preserves model points in pS, which follows because M acts trivially on zS.

Q.E.D.

Remark 3.11 In general, the adjoint group of the double Lie algebra does not preserve

the set of model points. Indeed, let g be a semisimple Lie algebra with triangular

decomposition g = n+h+n−, Borel subalgebra b+ = h+n and opposite Borel b− = h+n−.

Then the Lie algebra d = g ⊕ h is the double of the pair (b+, b−) with embeddings

i± : b± → d given by i±(H +x) = (H +x,±H) with H ∈ h, x ∈ n or n−. Let n ∈ NG(t)

be a representative for the long element of the Weyl group. Then although b+ is clearly

a model point, Adn(b+) is not a model point.
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3.5 Lagrangian data

Definition 3.12 A triple (S, ǫ, d) is called Lagrangian datum if S ⊂ S(Σ+) is a subset

of the set of simple roots, ǫ = ±1, and d is a diagram automorphism for the Dynkin

diagram D(mS,1) of mS,1. If l = Adk(l(S, V, τ)), k ∈ K, is a Lagrangian subalgebra,

then l has associated Lagrangian data Φ(l) = (S, ǫ, d), where ǫ = 1 if V lies in the

same connected component of LzS
as zS ∩ t and is −1 otherwise, and d is the diagram

automorphism of mS,1 defined by τ. It follows from Proposition 3.3 that the triple

(S, ǫ, d) is determined by l.

Given Lagrangian datum (S, ǫ, d), we let

L(S, ǫ, d) = {l : Φ(l) = (S, ǫ, d)}.

Then

L = ∪(S,ǫ,d)L(S, ǫ, d).

Note that this is a finite disjoint union.

Proposition 3.13 For each Lagrangian datum (S, ǫ, d), L(S, ǫ, d) is a smooth sub-

manifold of the Grassmannian Gr(n, g) of dimension dim(k) + z(z−3)
2

, and it fibers over

G/PS with the fiber being the product of LzS,ǫ
and L(mS,1, d).

Proof. Consider the subset

LpS
(S, ǫ, d) = {l(S, V, τ)}

of all standard Lagrangian subalgebras (see Definition 3.1) attached to the Lagrangian

datum (S, ǫ, d). It can be identified with L(mS,1, d) × LzS,ǫ
as a submanifold of the

Grassmannian Gr(n, g). Indeed, L(mS,1, d) is a submanifold of the Grassmannian of

Gr(m,mS,1) where m = dim(mS,1), LzS,ǫ
is a submanifold of Gr(z, zS), and the direct

sum map Gr(m,mS,1)×Gr(z, zS) → Gr(n, g), (U, V ) 7→ U⊕V ⊕nS is a closed embedding.

We consider the multiplication map

m : K ×K∩PS
LpS

(S, ǫ, d) → L(S, ǫ, d), m(k, l) = Adk(l)

The fiber product is a smooth manifold since it is a fiber bundle over K/K∩PS
∼= G/PS

with smooth fiber LpS
(S, ǫ, d). The map m is onto by the Karolinsky classification
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Theorem 3.2, and it is clearly smooth and proper. We will show that it is an immersion,

and it will follow that L(S, ǫ, d) is a smooth submanifold of Gr(n, g).

The fact that m is injective follows from Proposition 3.3. In order to show that the

tangent map m∗ is injective, it suffices to show m∗ is injective at points of the form

(e, l(S, V, τ)) by K-equivariance. Recall that the tangent space at a plane U to the

Grassmannian Gr(n, V ) of n-planes in a space V can be identified with Hom(U, V/U).

Using this identification, the tangent space to the fiber product K ×K∩PS
Gr(n, pS)

at l(S, V, τ) is the quotient of k ⊕ Hom(l(S, V, τ), pS/l(S, V, τ)) by the relation (X −
Y, ξ(Y ) + Z) ∼ (X,Z), where X ∈ k, Y ∈ k ∩ pS, ξ(Y ) is the induced vector field

at l(S, V, τ), and Z ∈ Hom(l(S, V, τ), pS/l(S, V, τ)). Observe that for Z to be tan-

gent to the fiber LpS
(S, ǫ, d), we must have Z : nS → 0. When we identify the tan-

gent space to Gr(n, g) at l(S, V, τ) with Hom(l(S, V, τ), g/l(S, V, τ)), the tangent map

is m∗(X,Z) = ξ(X) + Z, where ξ(X) is the induced vector field. Now the claim that

m∗ is injective follows since for any X 6∈ k ∩ pS, ξ(X) · nS 6⊂ l(S, V, τ). To verify this

last assertion, let X ∈ k\k ∩ pS, and choose a maximal root α 6∈ [S] such that the pro-

jection p−α(X) of X to the g−α root space is nonzero. Then [X, gα] = [p−α(X), gα] + Y

where ≪ Y, Y ≫=≪ Y, [p−α(X), gα] ≫= 0. Since [p−α(X), gα] = [gα, g−α], which is a

2-dimensional real vector space on which the imaginary part of the Killing form is not

isotropic, it follows that [X, gα] is not isotropic. Thus, [X, gα] is not contained in any

Lagrangian subalgebra.

The dimension statement follows from Proposition 3.4 and Lemma 3.6.

Q.E.D.

Remark 3.14 Note that G preserves L(S, ǫ, d). The proof is similar to that of Corol-

lary 3.10.

Example 3.15 When S is the set of all simple roots, we have mS = g and ǫ can only

be 1, so L(S, ǫ, d) = L(g, d).

Q.E.D.

Example 3.16 For g = sl(2,C), there are three L(S, ǫ, d)’s. First, L(S(Σ+), 1, id) is a

disjoint union of the two symmetric spaces SO(3,C)/SO(3,R) and SO(3,C)/SO(2, 1),
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where the first piece consists of compact real forms and the second piece consists of real

forms isomorphic to so(2, 1). L(∅, 1, id) is the SL(2,C) orbit of t + n and is isomorphic

to CP 1. L(∅,−1, id) is also isomorphic to CP 1, and is the SL(2,C) orbit through a+n.

As we will show in Section 6, L(∅, 1, id) ⊂ L(S(Σ+), 1, id). This last closure can be

identified with RP 3, the projectivization of 2 × 2 Hermitian matrices.

In case g = sl(3), there are eight L(S, ǫ, d)’s. L(S(Σ+), 1, id) is a union of compo-

nents consisting of the real forms isomorphic to su(p, 3− p). It is a union of symmetric

spaces. Let σ be the nontrivial involution of the Dynkin diagram of sl(3). Then

L(S(Σ+), 1, σ) consists of real forms isomorphic to sl(3,R). There are four pieces of

the form L(αi,±1, id) corresponding to the two choices of αi and the two choices of

±1. Each of these pieces fibers over G/Pi for a parabolic Pi with the fiber being a

symmetric space for SL(2,C). The final two components are of the form L(∅,±1, id).

These are bundles over the full flag variety G/B with the fiber being a component of

the variety of Lagrangian subspaces of R
4 with respect to a quadratic form of index

(2, 2). The only nontrivial inclusions are L(αi, 1, id) ⊂ L(S(Σ+), 1, id).

Because of the fiber bundle decomposition of L(S, ǫ, d) and the fact that the base

and LzS,ǫ
are compact, the study of the closure L(S, ǫ, d) can be reduced to the study

of L(g, d) for g semisimple. In the following Sections 4 and 5, we show that L(g, d) is a

smooth connected submanifold of Gr(n, g). We will also determine its decomposition

into G-orbits. These results will be applied in Section 6 to show that L(S, ǫ, d) is a

smooth submanifold of Gr(n, g).

4 Extended signatures and the corresponding La-

grangian subalgebras of g

In this section, we give examples of Lagrangian subalgebras of g that lie in L(g, d). They

are obtained by considering extended signatures of roots of g as slightly generalized from

[O-S]. They will be used in Section 5 to describe G-orbits in L(g, d).

4.1 Extended signatures

Recall that

S(Σ+) = {α1, α2, ..., αl}
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is the set of simple roots in Σ+. Let d be an involutory automorphism of the Dynkin

diagram of g.

Definition 4.1 An extended d-signature of the root system Σ is a map σ : Σ →
{−1, 0, 1} satisfying

σ(α) =
∏

σ(αi)
mi , where α =

∑

i=1,...,l

miαi (12)

σ(d(αi)) = σ(αi). (13)

We say that σ is a d-signature if σ(α) 6= 0 for any α ∈ Σ.

An extended d-signature σ is determined by its value on the simple roots. If σ is

an extended d-signature, let

supp(σ) = {α ∈ Σ : σ(α) 6= 0}.

Then Sσ := S(Σ+) ∩ supp(σ) is d-invariant. If we use [Sσ] to denote the set of roots

that are in the linear span of Sσ, then

supp(σ) = [Sσ].

Let

Sσ,1 = {αi ∈ S(Σ+) : σ(αi) = −1}, ρ̌1 =
∑

αi∈Sσ,1

ȟi ∈ a,

where {ȟi : i = 1, .., l} ⊂ a is the set of fundamental coweights corresponding to the

simple roots, namely αi(ȟj) = δi,j for i, j = 1, ..., l. Then

σ(α) =

{

0, α /∈ [Sσ]

(−1)α(ρ̌1), α ∈ [Sσ].
(14)

Conversely, for any d-invariant subset S of S(Σ+) and any d-invariant subset S1 of S,

there is an extended d-signature σ such that S = Sσ and S1 = Sσ,1.

For an extended d-signature σ, let

mσ = mSσ
= h ⊕





⊕

α∈[Sσ ]

gα



 , nσ = nSσ
=

⊕

α∈Σ+−[Sσ]

gα, pσ = pSσ
= mσ ⊕ nσ
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as in the notation in Section 3.1. Also let zσ = zSσ
be the center of mσ, and let

nσ− =
⊕

α∈−Σ+,σ(α)=0

gα, mσ,1 = [mσ,mσ].

Then σ determines a complex linear involution aσ of mσ by

aσ|h = id, aσ|gα
= σ(α) · id,

where α ∈ supp(σ). In other words,

aσ = Adexp(πiρ̌1).

Let τd = γdθ be the conjugate linear involution of g discussed in Section 3.3. Then it

is routine to check that τd,σ := aστd is a conjugate linear involution of mσ so the Lie

algebra

kd,σ = m
τd,σ
σ

is a real form of mσ. Set

ld,σ = kd,σ + nσ.

It is easy to check that ld,σ is a Lagrangian subalgebra of g.

Since Sσ is d-invariant, mσ is invariant under γd. Regarded as an complex automor-

phism of mσ,1, γd defines an automorphism of the Dynkin diagram of mσ,1 which is just

d|Sσ
. Let zτd

σ be the fixed point set of τd restricted to zσ. Set ǫ = 1 if zτd
σ lies in the same

component as zσ ∩ t and ǫ = −1 otherwise. Then, since aσ is an inner automorphism

of mσ,1, we know that ld,σ ∈ L(Sσ, ǫ, d|Sσ
).

Example 4.2 When σ(α) = 0 for all α, we have ld,σ = hτd + n. On the other hand, σ

is a d-signature if and only if ld,σ is a real form of g. In this case, ld,σ ∈ L(g, d).

We choose H ∈ h such that α(H) > 0 if α is a root of nσ and α(H) = 0 if α is a

root of mσ,1. Choose a d-signature σ′ such that σ′(α) = σ(α) if σ(α) 6= 0. Then by

writing down generators of ld,σ′ , one can check that

lim
t→+∞

exp(tH)ld,σ′ = ld,σ,

where the limit takes place in the Grassmannian Gr(n, g). It follows that ld,σ ∈ L(g, d).
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4.2 Extended signatures and real forms

To relate real forms to signatures, we recall some standard results concerning real forms

(see [A-B-V], Chapter Two). Recall

G−τd = {x ∈ G : τd(x) = x−1}.

Note that G acts on G−τd by

g ⋆ x = gxτd(g
−1)

It is routine to check that if τ = Adxτd is an involution, then

AdgAdxτdAdg−1 = Adg⋆xτd

Lemma 4.3 If x ∈ G−τd, there exists g ∈ G such that g ⋆ x = t ∈ T γd is of order 2.

Proof. Since x ∈ G−τd , Adxτd is an involution. By conjugating in G, we may assume

Adxτd and θ commute (see [He], Theorem III.7.1 and following remark). It follows that

x ∈ K. By [Ka], there exists u ∈ K such that u ⋆ x ∈ T γd, so u ⋆ x ∈ T τd since θ acts

trivially on T . But u ⋆ x ∈ G−τd, so u ⋆ x = (u ⋆ x)−1, and hence u ⋆ x is of order two.

Q.E.D.

Lemma 4.4 Any l ∈ L(g, d) is G-conjugate to a real form ld,σ for some d-signature σ.

Proof. We know any real form in L(g, d) is of of the form Adgτd with g ∈ G−τd , so

by the previous lemma, by G-conjugation it can be put in the form Adtτd for some

t ∈ T γd of order 2. Since t is of order 2, the eigenvalue σt(α) of t on gα is ±1. It is easy

to check that σt is a signature, and since t ∈ T γd, it is a d-signature. Hence our real

form is conjugate to σtτd.

Q.E.D.
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4.3 The G-orbit of ld,σ

Let σ be an extended d-signature σ with supp(σ) = [Sσ]. We will use Ld,σ,Mσ, Pσ

and Nσ to denote the connected subgroups of G with Lie algebras ld,σ,mσ, pσ and nσ

respectively. Recall also that zσ = zSσ
.

Lemma 4.5

dimRG · ld,σ = dimC g − dimC zσ.

Proof. This follows from Lemma 3.7.

Q.E.D.

Lemma 4.6 Let σ be an extended d-signature with d trivial. Then G · ld,σ = K ·A · ld,σ.

Proof. Since K acts transitively on G/Pσ and Pσ has Levi decomposition Pσ = MσNσ,

we can write g = kmn, k ∈ K,m ∈Mσ, n ∈ Nσ. For any real reductive group G and the

fixed point subgroup G0 of an involution, there is a Cartan decomposition G = KÃG0

where Ã is chosen so that its Lie algebra ã has maximal intersection with g−σ,−θ, the

subspace of g on which σ and θ act as −1 (see [Ro], Theorem 10). When d is trivial,

any real form G0 in L(g, d) contains a Cartan subalgebra of k, so up to K-conjugacy

we can choose ã = a = it so we can take Ã = A, the Iwasawa factor. By the Cartan

decomposition applied to the groupMσ, we can writem = kmax, with km ∈Mσ∩K, a ∈
A, x ∈Mθ

σ . Thus, we can write g = k1au, with k1 ∈ K, a ∈ A, u ∈ Ld,σ.

Q.E.D.

5 L(g, d) as the real part of the De Concini-Procesi

compactification Zd of G

In this section, we identify the variety L(g, d) with the real points of a De Concini-

Procesi compactification Zd of the group G. Since Zd is known to be smooth, it follows

that L(g, d) is a manifold. We also show that L(g, d) is connected and determine the

G-orbits in L(g, d).
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5.1 The complexification of g

Regard g as a real Lie algebra and denote its complex structure by J0 ∈ EndR(g). We

may identify its complexification gC with (g ⊕ g, J0 ⊕ J0) via the map

gC −→ (g ⊕ g, J0 ⊕ J0) : x+ iy 7−→ (x+ J0y, θ(x) + J0θ(y)), x, y ∈ g.

Under this identification, the complex conjugation operator τ on gC becomes

τ(X, Y ) = (θ(Y ), θ(X)),

with its set of real points realized as

(g ⊕ g)τ = {(X, θ(X)) : X ∈ g}.

If r ⊂ g is a real subalgebra, then rC = r + ir is regarded as a complex subalgebra

of g ⊕ g. For example, kC is the diagonal subalgebra g∆ = {(X,X) : X ∈ g} and

(t + n+)C = h∆ + n1 + n−2, where for a Lie subalgebra r of g,

r∆ = {(X,X) : X ∈ r}, r1 = {(x, 0) : x ∈ r}, r2 = {(0, x) : x ∈ r}. (15)

The proof of the following lemma is straightforward.

Lemma 5.1 For an extended d-signature σ, the complexification ld,σ,C of ld,σ is

ld,σ,C = {(X, aσγd(X)) : X ∈ mσ} ⊕ nσ1 ⊕ nσ−2

Recall that ≪ , ≫ is the Killing form of g. Consider the symmetric form I on g⊕ g

given by

I((x1, x2), (y1, y2)) =≪ x1, y1 ≫ − ≪ x2, y2 ≫ .

Then l ⊂ g is a real Lagrangian subalgebra of g with respect to the imaginary part

of the Killing form if and only if lC ⊂ g ⊕ g is a complex Lagrangian subalgebra with

respect to I.

If we denote by LC the set of all complex Lagrangian subalgebras of g ⊕ g with

respect to I, then we have the injective map

L −→ LC : l 7−→ lC.
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With respect to the Adjoint action of G on L, we have

(Adgl)C
= Ad(g,θ(g))(lC).

On the group level, we have the analogous identification GC
∼= G×G. We lift τ to

an involution also denoted τ of G×G. In this context, G (as the set of real points) is

identified with the fixed point set of τ as

{(g, θ(g)) : g ∈ G}

Let G∆,d = {(x, γd(x)) : x ∈ G}. Then (G × G)/G∆,d is an example of a complex

symmetric space, and De Concini and Procesi [D-P] have exhibited a particular smooth

compactification Zd of (G×G)/G∆,d.

5.2 The De Concini-Procesi compactification Zd

Note that G×G acts on the Grassmannian of n-dimensional complex subspaces of g⊕g

through the Adjoint action, where n = dimC g. Consider the γd-diagonal subalgebra

g∆,d = {(X, γd(X)) : X ∈ g}

of g⊕ g and the orbit (G×G) · g∆,d inside the Grassmannian. The stabilizer subgroup

of G × G at g∆,d is G∆,d, so (G × G) · g∆,d
∼= (G × G)/G∆,d. By definition, the

De Concini-Procesi variety is the closure (with respect to the Zariski or the classical

topology) of (G×G)·g∆,d in the Grassmannian. It will be denoted by Zd and it is called

the De Concini-Procesi compactification (of (G × G)/G∆,d). It is a smooth complex

manifold of complex dimension n (see [D-P] for more details). Since the variety of

complex Lagrangian subalgebras is G×G stable, it follows that every element in Zd is

a complex Lagrangian subalgebra of g ⊕ g of dimension n.

It is known [D-P] that G×G has finitely many orbits on Zd. We describe the orbits.

Recall that S(Σ+) = {α1, . . . , αl} is the set of all simple roots. Let η : S(Σ+) → {0, 1}
be any map. Regarding η as an extended signature for the trivial involution, we have

the parabolic subalgebra

pη = mη + nη

and nη−
= θ(nη) of g. Consider the subalgebra

gd,η = {(X, γd(X)) : X ∈ mη} ⊕ nη1 ⊕ γdnη−2
.
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Note that when η is constant on d-orbits and is regarded as an extended d-signature,

we have gd,η = ld,η,C.

Theorem 5.2 [D-P] Every point r ∈ Zd is in a G×G orbit of gd,η for some η.

We say that a complex subalgebra r of g⊕g has a real structure if it is the complex-

ification of a real subalgebra of g under the identification gC
∼= g⊕ g. This is equivalent

to the condition that τ(r) = r, and in this case,

r = (rτ )C,

where rτ ⊂ g ⊕ g, the fixed point set of τ in r, is identified with its image in g under

the projection g ⊕ g → g : (x, y) 7→ y.

Notation 5.3 We will denote the set of all Lie algebras in Zd with a real structure by

Zd,R.

Note that g∆,d ∈ Zd,R. In fact,

g∆,d = (ld,σ1
)C,

where σ1(α) = 1 for all α.

In fact, gd,η is in Zd,R if and only if η is constant on d-orbits.

Since τ preserves g∆,d, τ preserves the open subset (G × G) · g∆,d ⊂ Zd. Since τ

is continuous, it follows that τ preserves Zd. Thus, Zd,R is the set of real points of a

complex compact manifold, so Zd,R is a compact manifold.

5.3 G-orbits on Zd,R

Recall that for every Lagrangian subalgebra l ⊂ g,

(Adg(l))C = (Adg,Adθ(g))(lC), ∀g ∈ G. (16)

Proposition 5.4 Every r ∈ Zd,R is G-conjugate to ld,σ,C for some extended d-signature

σ.
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Proof. Let r = (g1, g2) · gd,η for some η, so

r = {(Adg1
(y + z1),Adg2

γd(y + z2)) : y ∈ mη, z1 ∈ nη, z2 ∈ nη−
}.

Since r has a real structure, τ(r) = r, so

(Adθ(g2)τd(y + z2), Adθ(g1)θ(y + z1))

is in r, so that Adθ(g2)τd(y + z2) = Adg1
(u+ v1) for some u ∈ mη and v1 ∈ nη. But

pη = {θ(y + z2) : y ∈ mη, z2 ∈ nη−
},

so Adg−1

1
θ(g2)

γd(pη) ⊂ pη. Since γd(pη) is G-conjugate to pη, it follows that γd(pη) = pη.

Since Pη is the normalizer of pη, it follows that g−1
1 θ(g2) ∈ Pη, so g2 = θ(g1p), for some

p ∈ Pη. Thus,

r = {(Adg1
(y + z1), Adθ(g1)θ(p)γd(y + z2)) : y ∈ mη, z1 ∈ nη, z2 ∈ nη−

}.

Thus, up to G-conjugacy,

r = {(y + z1),Adθ(p)γd(y + z2)) : y ∈ mη, z1 ∈ nη, z2 ∈ nη−
}

and mη, nη and nη−
are γd-stable.

We write θ(p) = lu with l ∈Mη, u ∈ Nη−
. Since

{u · (y + z2) : y ∈ mη, z2 ∈ nη−
} = {(y + w2) : y ∈ mη, w2 ∈ nη−

}

it follows that

r = {((y + z1),Adlγd(y + z2)) : y ∈ mη, z1 ∈ nη, z2 ∈ nη−
}.

We use again the assumption that r has a real structure and the facts that θ(mη) = mη,

θ(nη) = nη−
, Mη preserves the decompositions pη = mη + nη and θ(pη) = mη + nη−

. Since

τ(y + z1,Adlγd(y + z2)) = (Adθ(l)γd(θ(y) + θ(z2)), θ(y) + θ(z1)),

we see that

{Adθ(l)γdy, y) : y ∈ mη} = {(y,Adlγd(y)) : y ∈ mη} = {(γd(Adl−1y), y) : y ∈ mη}.
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Hence, Adθ(l)γd = γdAdl−1, and it follows that τd(l) = l−1.

Now, by Lemma 4.3, there exists v ∈ Mη such that v ⋆ l = t ∈ T γd of order 2. But

it is easy to check that

(θ(v), v) · (1, l) · gd,η = (1, v ⋆ l)gd,η.

Hence, after acting by an element of Mη, we may assume that r = (1, t) · gd,η and that

t ∈ T γd is an element of order 2.

As before, let σt(α) be the eigenvalue of t on the root space gα. Then σt is a d-

signature and we can define a new extended d-signature σ′ by

σ′(α) = η(α)σt(α)

Then (1, t)·gd,η = ld,σ′,C, using Lemma 5.1, which completes the proof of the proposition.

Q.E.D.

5.4 Geometry and topology of the closure L(g, d)

Theorem 5.5 Zd,R is connected.

Proof. Since G is connected, Proposition 5.4 implies that it suffices to find a path

from ld,σ,C to the solvable Lie algebra ld,σ0,C, where σ0(α) = 0 for all α ∈ Σ. Note that

ld,σ0,C = {(H, γd(H)) : H ∈ h} ⊕ n1 ⊕ n−2.

Let H ∈ h have the property that α(H) > 0 for all α ∈ Σ+. If X ∈ mσ ∩ gα, α ∈ Σ+

then

limt→+∞(Adexp(tH), Adθ(exp(tH))C(X, γd(X)) = C(X, 0),

and if X ∈ mσ ∩ gα, α ∈ −Σ+,

limt→+∞(Adexp(tH), Adθ(exp(tH))C(X, γd(X)) = C(0, γd(X)).

Since

ld,σ,C = {(X, γdσ(X)) : X ∈ mσ} ⊕ nσ1 ⊕ nσ−2,

it follows that

limt→+∞(Adexp(tH),θ(exp(tH)))ld,σ,C = ld,σ0,C.

36



Q.E.D.

Remark 5.6 This theorem can also be proved by observing that Zd,R has a unique

closed G-orbit G · ld,σ0,C. The Lie algebra ld,σ0
= hτd + n. When d is non-trivial, and σ

is a d-signature, the curve exp(adtH) ld,σ provides a class of examples when T : L → L
is not continuous (see Remark 2.21).

Notation 5.7 We will use Zd,η to denote the G× G-orbit through gd,η. We let η1 be

the extended d-signature such that η1(αi) = 1, all αi ∈ S(Σ+). Then gd,η1
= g∆,d, and

Zd,η1
is the unique open G×G orbit in Zd.

Theorem 5.8

L(g, d) ∼= Zd,R

under the complexification map l → lC. In particular, L(g, d) is a smooth manifold.

Proof. By Proposition 5.4, we know G has finitely many orbits on Zd,R, and the

orbits are given by extended d-signatures. The open orbits are given by the orbits

through ld,σ,C, where σ is a d-signature. Indeed, in the proof of Proposition 5.4, we

showed that Zd,η ∩Zd,R is a finite disjoint union of G-orbits G · ld,σ,C with |σ(α)| = η(α)

for every root α. Moreover, each of these G-orbits has the same dimension by Lemma

4.5. It follows that the orbits G · ld,σ,C are the connected components of Zd,η ∩Zd,R for

η = |σ| and also that the G · ld,σ,C are locally closed. Since Zd,η1
is open, the orbits

G · ld,σ,C are open when σ is a d-signature, and by the dimension statement, none of the

other orbits are open since Zd,R is connected. Moreover, it follows from the fact that

Zd,R is a finite union of locally closed orbits that the union of the open orbits is dense.

Now it suffices to prove that L(g, d) surjects onto the open orbits of Zd,R. By Lemma

4.4, we know that every real form in L(g, d) is Adgld,σ, for some d-signature σ. It follows

from (16) and the above description of open orbits on Zd,R that L(g, d) maps onto the

union of the open orbits of Zd,R.

Q.E.D.
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Lemma 5.9 The Zariski closure of L(g, d) coincides with its closure in the classical

topology.

Proof. We know

L(g, d) = ∪σG · ld,σ = Zd,η1
∩ Zd,R,

where the union is over all d-signatures and Zd,η1
is the open G×G orbit on Zd. Thus,

L(g, d) is the real points of Zd,η1
. But the Zariski closure of the real points is contained

in the real points of the Zariski closure, so the Zariski closure of L(g, d) is contained in

Zd,R = L(g, d). Since the classical closure of L(g, d) is contained in the Zariski closure,

it follows that they coincide.

Q.E.D.

5.5 Open orbits in L(g, d)

In this subsection we identify the open orbits in Zd,R with symmetric spaces.

Proposition 5.10 Let τ be a real form of a semisimple Lie algebra g, and also denote

its lifting to the adjoint group G by τ . Then

Gτ = NG(gτ ).

(see [D-P] for the holomorphic version of this fact. The proof is essentially the same).

Corollary 5.11 For a d-signature σ, the open orbit G · ld,σ,C is the semisimple sym-

metric space G/Gτd,σ .

Proof. The above proposition implies that the stabilizer NG(ld,σ) = Gτd,σ .

Q.E.D.
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5.6 Another description for L(g, id)

The set L(g, id) has been most important for applications. In this section, we give

another description of it.

When the diagram automorphism d is trivial, we will refer to the corresponding

real De Concini-Procesi compactification as ZR instead of Zd,R. By Theorem 5.8, ZR =

L(g, id). It will follow from the description of irreducible components in Section 6.2

that ZR is the unique irreducible component of L containing k. We let

L0 = {l ∈ L : rank(k ∩ l) = rank(k)}.

It is the set of Lagrangian subalgebras of L containing the Lie algebra of a maximal

torus of k.

Proposition 5.12 L0 = ZR.

Proof. Write lσ for ld,σ for d trivial. First assume l = Adg ld,σ lies in ZR. By Lemma

4.6, we can write l = AdkAdalσ, for k ∈ K, a ∈ A. But lσ contains t, so AdkAdalσ

contains Adk(t), since A acts trivially on t. Thus, l ∈ L0.

Now assume a Lagrangian subalgebra l contains the Lie algebra of a maximal torus

of K. By [Ka], we know l = Adk(m
τ
S,1 ⊕ V ⊕ nS), for some (S, V, τ). By the assumption

on l, we may assume that mτ
S,1 ⊕ V contains t. Then V = t ∩ zS and mτ

S,1 contains a

Cartan subalgebra of mS,1 ∩ k. But it is easy to show that if τ does not have trivial

diagram automorphism, then mτ
S,1 does not contain a Cartan subalgebra of mS,1 ∩ k. It

follows easily that l ∈ ZR.

Q.E.D.

We remark that it follows that G acts on L0, a fact that is not clear from the

definition of L0.

Corollary 5.13 All points of ZR are model points

Proof. This follows from Proposition 3.8 and the observation that if l(S, V, τ) contains

t, then V ⊂ t.
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Q.E.D.

Remark 5.14 It follows from Corollary 5.13 that many familiar Poisson structures

are contained in ZR as G or K orbits with the Poisson structures being the restriction

of the Poisson structure Π on L defined in Section 2.2. For example, we can identify

G · k ∼= G/K, and the Poisson structure induced by Π on G/K ∼= AN is the negative

of the Poisson structure πAN that makes AN into the dual Poisson Lie group of K.

More generally, by looking at G-orbits in L(g, d), we obtain in this manner a Poisson

structure on G/G0 for every real form G0 of G. The Poisson manifolds arising from

K-orbits in ZR are studied in more detail in Section 7.

Remark 5.15 Not all points in Zd,R are model points when d is not trivial. The

criterion for ld,σ to be a model point is that if σ(α) = 0, then d(α) = α.

In [E-L], we introduced certain K-invariant metrics gλ on T ∗(K/T ) for λ ∈ ar,

the set of elements in a whose centralizer in K is T . These metrics are important for

showing that an operator S introduced by Kostant is a limit of some Hodge Laplacians

Sλ. The existence of this family simplifies the proof of Kostant’s basic result that Ker(S)

is isomorphic to H∗(K/T ). We remark that the metrics gλ can be understood in terms

of the restriction of a Riemannian metric on the Riemannian symmetric space G/K.

Since ZR is a compactification of G/K with closed orbit the flag manifold G/B, this

observation provides evidence that embedding the Bruhat-Poisson structure on G/B

into the manifold ZR is useful in Poisson geometry.

We give the construction of this metric. We can identify the tangent space of G/K

at gK with Adg(ik). The Killing form is positive definite at Adg(ik), and we let s be the

metric on G/K given by taking the square root of the Killing form metric on Adg(ik).

Let Hλ ∈ a be such that λ(H) = (Hλ, H) and let aλ = exp(Hλ). Then the K-orbit

through aλK ∈ G/K can be identified with K/T. If we restrict the above metric s to

a metric sλ on K · aλK ⊂ G/K, and use sλ to identify the cotangent bundle with the

tangent bundle, then one can show by easy calculations that we obtain the metric gλ

from [E-L].
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6 Geometry of L(S, ǫ, d)

In this section, we combine results from Section 3 with results from Section 5 to study

the closures L(S, ǫ, d).

6.1 Smoothness of L(S, ǫ, d)

Theorem 6.1 Each L(S, ǫ, d) is a smooth connected submanifold of the Grassmannian

Gr(n, g) of dimension dim(k)+ z(z−3)
2

. It fibers over G/PS with the fiber being the product

of LzS,ǫ
with L(mS,1, d), the real points of a De Concini-Procesi variety.

Proof. Recall from the proof of Proposition 3.13 that

LpS
(S, ǫ, d) ∼= LzS,ǫ

× L(mS,1, d)

Thus,

LpS
(S, ǫ, d) ∼= LzS,ǫ

× L(mS,1, d)

because LzS,ǫ
is already closed. Once we identify

K ×K∩PS
LpS

(S, ǫ, d) ∼= L(S, ǫ, d)

the theorem will follow from Theorem 5.8, Theorem 5.5, and Proposition 3.4.

So we consider the map

m : K ×K×PS
LpS

(S, ǫ, d) → L(S, ǫ, d)

given by m(k, l) = Adkl. It is easy to see that Karolinsky’s Theorem 3.2 implies that

m is onto. It suffices to check that m is an immersion, since m is clearly smooth and

proper. To show m is injective, suppose that for i = 1, 2, l(Si, Vi, τi) ∈ LpS
(S, ǫ, d) and

Adk1
l(S1, V1, τ1) = Adk2

l(S2, V2, τ2). It follows as in the proof of Proposition 3.3 that

S1 = S2 and k1
−1k2 ∈ K ∩ PS1

. Note that nS ⊂ nS1
, so PS1

⊂ PS. It follows easily

that m is injective, and the proof that the tangent map m∗ is injective is similar to the

proof of the same fact in Proposition 3.13.

The dimension statement is clear from Proposition 3.13.

Q.E.D.
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6.2 Irreducible components

In this subsection we determine the irreducible components of L.

Proposition 6.2 L(S, ǫ, d) is Zariski closed and irreducible.

Proof. Since L(mS,1, d)×LzS,ǫ
is Zariski closed in Gr(n, g) via the embedding (l, V ) →

l +V + nS (Proposition 3.4 and Lemma 5.9), it follows that G×PS
(L(mS,1, d)×LzS,ǫ

) is

Zariski closed in G ×PS
Gr(n, g). Moreover, the map m : G×PS

(L(mS,1, d) × LzS,ǫ
) →

Gr(n, g) is projective, so its image is Zariski closed, and irreducible since the domain

is irreducible. Thus, the proposition follows from Theorem 6.1.

Q.E.D.

Definition 6.3 Lagrangian data (S, ǫ, d) is said to be inessential if S = S(Σ+)−{αi},
d = d

′|S for some diagram automorphism d
′

of S(Σ+), and ǫ = 1. Otherwise, (S, ǫ, d)

is called essential.

Proposition 6.4 Lagrangian data (S, ǫ, d) is inessential if and only if L(S, ǫ, d) ⊂
∂L(S ′, ǫ′, d′) for some Lagrangian data (S

′

, ǫ
′

, d
′

).

Proof. If (S, ǫ, d) is inessential, then we claim L(S, ǫ, d) ⊂ L(S(Σ+), 1, d′), where

d
′|S = d. Indeed, since dim(zS) = 1 and ǫ = 1, the Lagrangian subspace V in zS is

zS ∩ t. It follows from Theorem 3.2 and Lemma 4.4 that each subalgebra in L(S, ǫ, d)

is G-conjugate to m
τd,σ

S,1 ⊕ zS ∩ t ⊕ nS for some σ. But this algebra coincides with ld′ ,σ.

Hence, L(S, ǫ, d) = ∪σG · ld′ ,σ, so

L(S, ǫ, d) ⊂ Zd
′
,R = L(g, d′).

Suppose that L(S, ǫ, d) ⊂ ∂L(S ′ , ǫ′, d′). It follows that S ⊂ S
′

so dim(zS) > dim(zS′).

Moreover, by Theorem 6.1, we have

dim(zS)(dim(zS) − 3)

2
<

dim(zS′)(dim(zS′) − 3)

2
.

It follows that dim(zS) = 1 and dim(zS′) = 0. Thus, L(S
′

, ǫ
′

, d
′

) = L(g, d
′

) consists of

real forms. But L(g, d′) = Zd
′
,R, so every subalgebra in L(S, ǫ, d) is G conjugate to some

ld,σ by Proposition 5.4. Since zS is one-dimensional, and γd′ acts by permutations on h,

it follows that γd′ acts trivially on zS, so the Lagrangian subalgebra of zS associated by

Karolinsky’s classification with ld,σ is zS ∩ t. Thus, ld,σ ∈ L(S, 1, d
′|S), and the assertion

follows.
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Q.E.D.

Corollary 6.5

L = ∪essential(S,ǫ,d)L(S, ǫ, d)

is the decomposition of L into irreducible components.

Proof. By Proposition 6.2, each L(S, ǫ, d) is irreducible. Thus, the irreducible compo-

nents are the L(S, ǫ, d) not properly contained in any other L(S ′ , ǫ′, d′). By the previous

Proposition, these correspond to essential data.

Q.E.D.

Corollary 6.6 L(S(Σ+), 1, id) ∼= L(g, id) ∼= L0 is the only irreducible component of L
containing k.

Proof. The Zariski closure of G · k is easily seen to be L(S(Σ+), 1, id), which is not

contained in any other irreducible component by the previous Corollary.

Q.E.D.

Note also that L itself is typically not smooth, because different irreducible com-

ponents can intersect. This does not happen for sl(2), but for sl(3), the components

L(S(Σ+), 1, id) and L(∅, 1, id) intersect in the flag variety of SL(3,C).

7 The Poisson structure Π on L
In this section, we study some properties of the Poisson structure Π on L defined in

Section 2. More specifically, we relate Π to the Bruhat Poisson structure and determine

the (K, πK)-homogeneous Poisson spaces defined by points in L0
∼= L(g, id).
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7.1 The fibre projection L(S, ǫ, d) → G/PS is Poisson

It is clear from the definition of Π that every G-invariant smooth submanifold of L is

a Poisson submanifold. Thus, each L(S, ǫ, d) is a Poisson submanifold. On the other

hand, equip G/PS with the Bruhat Poisson structure π∞, which is the unique (K, πK)-

homogeneous Poisson structure on G/PS that vanishes at the identity coset ePS. Recall

from Theorem 6.1 that we have the fiber bundle L(S, ǫ, d) → G/PS.

Proposition 7.1 The fiber projection φ from L(S, ǫ, d) to G/PS is a Poisson map.

Proof. First, we observe that the projection φ is G-equivariant. Indeed, we can

identify K×K∩PS
LpS

(S, ǫ, d) with G×PS
LpS

(S, ǫ, d) via the obvious inclusion, and the

map from G×PS
LpS

(S, ǫ, d) to L(S, ǫ, d) is given by the Adjoint action (g, l) 7→ Adgl.

Then the projection to G/PS is given by (g, l) 7→ gPS, which is obviously G-equivariant.

Recall that the Poisson structure on L(S, ǫ, d) is induced by the element 1
2
R ∈ ∧2g

given in Section 2.2. Since φ is G-equivariant, it follows that φ∗Π is given by the

bi-vector field on G/PS induced by 1
2
R, so we just have to check that 1

2
R induces the

Bruhat Poisson structure on G/PS. It follows from the definition of the Drinfeld map

that the Lagrangian subalgebra associated with the point ePS by π∞ is (k ∩ pS) ⊕ nS.

By Theorem 2.22, the Drinfeld map

P : (G/PS, π∞) → (K · ((k ∩ pS) ⊕ nS),Π)

is a Poisson map. The normalizer of (k∩ pS)⊕nS in K is K ∩PS, and it follows that the

Drinfeld map is a diffeomorphism, so π∞ coincides with Π. Since the Poisson structure

Π is induced by 1
2
R, the result follows.

Q.E.D.

7.2 (K, πK)-homogeneous Poisson spaces determined by points

in L0

We now turn to the Poisson submanifold (L0,Π), where L0
∼= L(g, id) is the unique

irreducible component of L that contains k. We study the (K, πK)-homogeneous Poisson

spaces determined by points in L0 (see Definition 2.9).

By Corollary 5.13, every point in L0 is a model point. It follows from the discussion

in Section 2.3 that each l ∈ L0 can determine a number of (K, πK)-homogeneous Poisson
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spaces, Indeed, let NK(l) be the normalizer subgroup of l in K. Then for any subgroup

K1 of K with the same Lie algebra l ∩ k as NK(l), the space K/K1 carries a unique

Poisson structure π such that the covering map

P : K/K1 −→ K/NK(l) ∼= K · l ⊂ L0 : kK1 7−→ kNK(l)

is a Poisson map. The space (K/K1, π) is automatically (K, πK)-homogeneous, and

the map P is its Drinfeld map (see Definition 2.4). Examples of K1 are K1 = NK(l)

or K1 is the connected component of the identity of NK(l). We can characterize these

(K, πK)-homogeneous Poisson spaces determined by points l ∈ L0 as follows.

Proposition 7.2 All (K, πK)-homogeneous Poisson spaces (K/K1, π) determined by

points in L0 (see Definition 2.9) have the property that K1 contains a maximal torus

of K. Conversely, all (K, πK)-homogeneous Poisson spaces with this property are de-

termined by points in L0.

Proof. The first part of the proposition follows from the definition of L0. Now let

(K/K1, π) be any (K, πK)-homogeneous Poisson space such thatK1 contains a maximal

torus of K. Then the Lie algebra k1 of K1 contains the Lie algebra of a maximal torus

of K. Consider the Drinfeld map

P : K/K1 −→ L.

Let l = P (eK1) ∈ L. Then by Drinfeld’s Theorem 2.3, k1 = l∩ k and K1 ⊂ NK(l). Thus

l ∈ L0 by the definition of L0, and (K/K1, π) is determined by l.

Q.E.D.

The second part of Proposition 7.2 can be rephrased as the following.

Corollary 7.3 Every (K, πK)-homogeneous Poisson space (K/K1, π), where K1 is a

closed subgroup of K containing a maximal torus of K, is a Poisson submanifold of

(L0,Π) up to a covering given by its Drinfeld map.

Remark 7.4 Examples of K1 in Proposition 7.3 are K ∩ Q, where Q is a parabolic

sungroup ofG, so the corresponding homogeneous space is a flag manifoldK/(K∩Q) ∼=
G/Q.
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7.3 The normalizer subgroup of l ∈ L0 in K

We now study the normalizer subgroup NK(l) of an arbitrary l ∈ L0 inK and determine

when it is connected. By Lemma 4.6 and Proposition 5.4, we can write l = AdkAdald,σ

for some k ∈ K, a ∈ A and extended signature σ for d = id, the trivial diagram

automorphism. In what follows, we will write lσ = lid,σ and call an extended signature

for d = id simply an extended signature. Write a = expH with H ∈ a and further

decompose H = H1+H2 withH1 ∈ a∩mσ,1 andH2 ∈ a∩zσ. Then Adexp H lσ = Adexp H1
lσ

since H2 normalizes lσ. Thus, we can assume l = Adexp H lσ with H ∈ a ∩ mσ,1. We will

write lH,σ = Adexp H lσ.

Lemma 7.5 For lH,σ = Adexp H lσ, where σ is an extended signature and H ∈ a ∩ mσ,1,

lH,σ ∩ k = t + nσ + spanR{Xα, Yα : σ(α) = 1, α(H) = 0}.

Proof. This follows from the fact that

Adexp H lσ = t + nσ + spanR{Adexp HXα,Adexp HYα : σ(α) = 1}
+ spanR{iAdexp HXα, iAdexp HYα : σ(α) = −1}.

Q.E.D.

We now describe the normalizer subgroup of lH,σ in K.

Notation 7.6 For an extended signature σ and H ∈ a ∩ mσ,1, let Σσ = {α ∈ Σ :

σ(α) = 1}. Let Wσ be the subgroup of the Weyl group generated by the simple

reflections corresponding to the simple roots in the support of σ. Let

WH,σ = {w ∈Wσ : wΣσ = Σσ, wH = H} ⊂Wσ ⊂W.

Let

N
′

(lH,σ) = p−1(WH,σ),

where p : NK(t) → W = NK(t)/T is the projection from the normalizer subgroup

NK(t) of t in K to the Weyl group. Finally, let KH,σ be the connected subgroup of K

with Lie algebra lH,σ ∩ k.
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Proposition 7.7 For an extended signature σ and H ∈ a ∩ mσ,1, the normalizer sub-

group NK(lH,σ) of lH,σ = Adexp H lσ is given by

NK(lH,σ) = N
′

(lH,σ)KH,σ = KH,σN
′

(lH,σ).

Proof. It is clear from Lemma 7.5 that N
′

(lH,σ) normalizes lH,σ, so it normalizes lH,σ∩k

and the corresponding connected group KH,σ. This implies the second equality, and

the inclusion KH,σN
′

(lH,σ) ⊂ NK(lH,σ).

Conversely, suppose that k ∈ K normalizes lH,σ. Then it normalizes the groupKH,σ,

so AdkT is a maximal torus ofKH,σ, where T is the maximal torus ofK with Lie algebra

t. Thus there exists k1 ∈ KH,σ such that Adk−1

1
AdkT = T , i.e., k−1

1 k ∈ NK(T ) = NK(t).

Write n = k−1
1 k, so that k = k1n. It remains to show that n ∈ N

′

(lH,σ).

Denote by wn the Weyl group element nT ∈W . Since n normalizes lH,σ, it normal-

izes its nilradical nσ. Thus wn ∈Wσ. Now for each α ∈ [Sσ], the support of σ, consider

the space

Vα = lH,σ ∩ (gα ⊕ g−α).

By the description of the basis of lσ, we know that the Killing form of g restricted to

Vα is either negative definite or positive definite depending on whether σ(α) = 1 or

σ(α) = −1. Now since n normalizes lH,σ, it permutes the spaces Vα, for α ∈ [Sσ].

But n preserves the Killing form, so σ(α) = 1 implies σ(wnα) = 1. In other words,

wnΣσ = Σσ. It also follows that n normalizes lσ. Therefore we have

Adexp(wnH)lσ = Adexp H lσ.

An easy calculation shows that this implies α(H) = α(wnH) for all α ∈ [Sσ]. Since

H ∈ a ∩ mσ,1 and wn ∈ Wσ, it follows that H = wnH . Therefore wn ∈ WH,σ, or,

equivalently, n ∈ N
′

(lH,σ).

Q.E.D.

Corollary 7.8 Let the notation be as in Notation 7.6. Then

NK(lH,σ)/KH,σ
∼= N

′

(lH,σ)/N
′

(lH,σ) ∩KH,σ.
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Remark 7.9 For an extended signature σ, the group

W0,σ = {w ∈Wσ : wΣσ = Σσ}

contains the subgroup Rσ generated by reflections {sα} for α ∈ Σσ as a normal sub-

group. Indeed, this follows from the formula for sα and Formula (14) for σ. Set

Zσ = W0,σ/Rσ. Regard σ as a signature for the root system [Sσ]. Then σ defines a

signature for each irreducible subsystem of [Sσ], and we can calculate Zσ separately for

each irreducible subsystem. The group Zσ is computed for each simple Lie algebra in

[O-S], Table 3, p. 80, and explicit elements are given. For example, when g = sl(n,C),

then if lσ 6∼= su(n/2, n/2), then Zσ is trivial, and if lσ
∼= su(n/2, n/2) then Zσ is a

group with two elements. Zσ has no more than two elements except in the case when

g = so(4n,C) and lσ
∼= so(2n, 2n), when Zσ is the Klein 4-group. In particular, the

group W0,σ can be calculated explicitly in each case. It follows that we can compute

the group WH,σ explicitly.

7.4 (K, πK)-homogeneous Poisson structures on K/T

In this section, we determine all (K, πK)-homogeneous Poisson structures on the full

flag variety K/T , where T is the maximal torus of K with Lie algebra t.

By Proposition 7.2, we only need to identify those l ∈ L0 such that l ∩ k = t. We

can assume l = lH,σ = Adexp H lσ, where σ is an extended signature and H ∈ a ∩ mσ,1,

because the Poisson structure on K/T determined by any l = AdklH,σ for some k ∈ K

(such that l ∩ k = t) will be K-equivariantly isomorphic to the one determined by lH,σ.

Proposition 7.10 Let σ be an extended signature and let H ∈ a ∩ mσ,1. Let lH,σ =

Adexp H lσ. Then lH,σ ∩ k = t if and only if α(H) 6= 0 for all α ∈ Σσ.

Proof. This is a direct consequence of Lemma 7.5.

Q.E.D.

For every lH,σ such that lH,σ ∩ k = t, denote by πH,σ the associated (K, πK)-

homogeneous Poisson structure on K/T .

Corollary 7.11 The collection {πH,σ}, as σ runs over all extended signatures and as

H takes all elements in a ∩ mσ,1 such that α(H) 6= 0 when σ(α) = 1, gives all (K, πK)-

homogeneous Poisson structure on K/T .
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An explicit formula for πH,σ is given in [Lu4] as

πH,σ = p∗πK +
1

2





∑

α∈[Sσ ]∩Σ+

1

1 − σ(α)e2α(H)
Xα ∧ Yα





0

,

where p : K → K/T is the natural projection, and the second term on the right hand

side is the K-invariant bi-vector field on K/T whose value at e = eT is the expression

given in the parenthesis. The fact that these are all the (K, πK)-homogeneous Poisson

structures on K/T up to K-equivariant isomorphisms is also proved in [Lu4] by a

different method. Namely, we show in [Lu4] that every such Poisson structure comes

from a solution to the Classical Dynamical Yang-Baxter Equation [E-V]. In [Lu4],

we also study some geometrical properties of these Poisson structures such as their

symplectic leaves, modular vector fields, and moment maps for the T -action.

Recall from Proposition 7.7 and Notation 7.6 that when lH,σ ∩ k = t, the normalizer

subgroup NK(lH,σ) of lH,σ in K lies in the normalizer subgroup of t in K, and we have

NK(lH,σ)/T = WH,σ = {w ∈Wσ : wΣσ = Σσ, wH = H}.

When WH,σ is trivial, the Poisson manifold (K/T, πH,σ) embeds into (L0,Π) as a Pois-

son submanifold. When WH,σ is not trivial, it follows from Proposition 2.27 that action

of WH,σ on K/T from the right defined by

(K/T ) ×WH,σ −→ K/T : (kT, w) 7−→ kwT

is by Poisson isomorphisms. Thus, the group WH,σ gives symmetries of the Poisson

structure. As we mentioned in Remark 7.9, this group can be calculated case by case.

Remark 7.12 If H ∈ a is regular in the sense that it is not fixed by any Weyl group

element, then WH,σ is trivial for any σ. On the other hand, Borel and de Siebenthal

showed that every nontrivial signature σ corresponding to the trivial diagram auto-

morphism can be put in a form such that σ(αk) = −1 for exactly one simple root αk

[B-deS] or [O-S], Appendix. In particular, the group W0,σ contains the Weyl group of

a maximal Levi subgroup, so for WH,σ to be trivial, H cannot be fixed by any element

in a maximal Levi subgroup, so in particular, H can lie in at most one wall.
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Example 7.13 We can compute the Poisson structure Π on L0 explicitly for the case

of g = sl(2,C). In this case, it follows from [D-P] that L0 can be G = PSL(2,C)-

equivariantly identified with RP 3, regarded as the projectivization of the space H of

2 × 2 Hermitian matrices, where the action of G on H is by

g ◦X = gXḡt, g ∈ G,X ∈ H.

The R-matrix R ∈ g ∧ g (see Section 2.2) is explicitly given by

R = −1

2
(ih ∧ h−Xα ∧ iEα + Yα ∧ Eα) ,

where

h =
1

2
√

2

(

1 0
0 −1

)

, Xα =
1

2

(

0 1
−1 0

)

, Yα =
1

2

(

0 i
i 0

)

,

and Eα = 1
2
(Xα − iYα). Denote by v : g → χ1(H) the Lie algebra anti-homomorphism

defined by the above action of G on H, where χ1(H) is the space of vector fields on H.

Then Π = 1
2
v(R) is a Poisson structure on H. Write an element of H as

X =

(

x u+ iv
u− iv y

)

with x, y, u, v ∈ R. Then the Poisson brackets for Π are given by

{x, y} = 0, {x, u} = −1

4
yv, {x, v} =

1

4
yu

{y, u} =
1

4
yv, {y, v} = −1

4
yu, {u, v} =

1

8
y(y − x).

Note that

c1 = x + y and c2 = xy − u2 − v2

are two Casimir functions. Hence all SU(2)-orbits are Poisson submanifolds. Since

this Poisson structure is quadratic, it gives rise to one on RP 3, which is the Poisson

structure Π on L0. It can be checked that by looking at the SU(2)-orbits through the

points in RP 3 corresponding to
(

b 0
0 1

)

, b ∈ R, b 6= 1

we get all the (K, πK)-homogeneous Poisson structures πH,σ on SU(2)/S1, up to K-

equivariant isomorphisms, as discussed in Section 7.4. By identifying SU(2)/S1 with

S2 = {(x, y, z) ∈ R
3 : x2 + y2 + z2 = 1}, these Poisson structures are given by

{x, y} =
1

4
(x+ 2a− 1)z, {y, z} =

1

4
(x+ 2a− 1)x, {z, x} =

1

4
(x+ 2a− 1)y,

50



for a ∈ R. Note that the antipodal map is a symmetry for the case when a = 1
2
.

This corresponds to the fact that the stabilizer subgroup in SU(2) of the point in RP 3

corresponding to

(

1 0
0 −1

)

has two connected components.
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