
Title Perimeter coverage scheduling in wireless sensor networks
using sensors with a single continuous cover range

Author(s) Hung, KS; Lui, KS

Citation Eurasip Journal On Wireless Communications And Networking,
2010, v. 2010, article no. 926075

Issued Date 2010

URL http://hdl.handle.net/10722/155571

Rights Creative Commons: Attribution 3.0 Hong Kong License

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by HKU Scholars Hub

https://core.ac.uk/display/37976192?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Hindawi Publishing Corporation
EURASIP Journal on Wireless Communications and Networking
Volume 2010, Article ID 926075, 17 pages
doi:10.1155/2010/926075

Research Article

Perimeter Coverage Scheduling in Wireless Sensor Networks
Using Sensors with a Single Continuous Cover Range

Ka-Shun Hung and King-Shan Lui

Department of Electrical and Electronics Engineering, The University of Hong Kong, Pokfulam Road, Hong Kong

Correspondence should be addressed to Ka-Shun Hung, kshung@eee.hku.hk

Received 21 September 2009; Revised 27 January 2010; Accepted 24 February 2010

Academic Editor: Yu Wang

Copyright © 2010 K.-S. Hung and K.-S. Lui. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

In target monitoring problem, it is generally assumed that the whole target object can be monitored by a single sensor if the target
falls within its sensing range. Unfortunately, this assumption becomes invalid when the target object is very large that a sensor
can only monitor part of it. In this paper, we study the perimeter coverage problem where the perimeter of a big object needs to be
monitored, but each sensor can only cover a single continuous portion of the perimeter. We describe how to schedule the sensors
so as to maximize the network lifetime in this problem. We formally prove that the perimeter coverage scheduling problem is NP-
hard in general. However, polynomial time solution exists in some special cases. We further identify the sufficient conditions for a
scheduling algorithm to be a 2-approximation solution to the general problem, and propose a simple distributed 2-approximation
solution with a small message overhead.

1. Introduction

Wireless sensor networks have caught lots of attention in
recent years. One of the major problems is the coverage
problem. Traditionally, coverage problems concern whether
a certain target area or a certain target object can be
fully monitored by the sensors collaboratively. Instead of
considering whether a certain area or a certain target object is
completely covered, we focus on a specific coverage problem
called the perimeter coverage problem. In this problem, we
want to monitor the perimeter of a big target but each
sensor can only monitor part of the perimeter. One typical
application scenario is to monitor the coastline of a large lake
so as to ensure that no people can go through its perimeter
intentionally or accidentally. Another application scenario
is to monitor the wall of a prison so as to ensure that no
criminal can escape easily by digging holes through the wall.
Therefore, perimeter monitoring is an important problem.

In [1–4], we studied how to identify a set of sensors
to cover the perimeter of a large object with the minimum
size and minimum cost. Since sensors are battery-powered
and the battery is unlikely to be rechargeable, every sensor
network has a functional network lifetime. In this work, we
are particularly interested in how to schedule the sensors

so as to maximize the network lifetime in the perimeter
coverage problem. To the best of our knowledge, the lifetime
maximization issue in the perimeter coverage problem was
first studied in [5]. In [5], we adopted several heuristic
energy-related scheduling objectives as cost metrics. Differ-
ent sets of sensors are identified using these objectives to
monitor the target at different times. The energy-related
objectives include the minimization of energy of each sensor
set found, the minimization of the battery cost which is
defined as the reciprocal of the remaining battery capacity of
the sensor, the hybrid algorithm, and so forth. The heuristic
scheduling algorithms developed based on the adoption
of different energy-related objectives are then compared
through extensive simulations.

Unlike that of [5], in this paper, we study the problem
from the theoretical perspective and make the following
contributions: (1) We formally prove that the perimeter
coverage problem is NP-hard in general, but polynomial
time solution exists in some special cases. (2) We identify
the sufficient conditions for a perimeter coverage scheduling
algorithm to be a 2-approximation solution. (3) We develop
a distributed scheduling algorithm that generates O(size of
the minimum cover) number of messages. The schedules
generated must have a lifetime that is at least half of the
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optimal one. (4) We simulate the proposed algorithm and
compare it with the optimal schedules.

The paper is organized as follows. Section 2 discusses
the related work on the other coverage problems. Section 3
describes the notations, problem statement, and the prop-
erties of the problem. Section 4 studies the special cases in
which polynomial time optimal solutions exist. A formal
proof of NP-hardness of this problem in general is given in
Section 5. The sufficient condition for a perimeter coverage
scheduling algorithm to be a 2-approximation solution
is discussed in Section 6. Our proposed distributed 2-
approximation solution which requires O(size of the mini-
mum cover) number of messages is also described. Section 7
presents the simulation results of our proposed algorithm
by comparing it with the optimal schedules. Finally, we
conclude our work with some of the future directions in
Section 8.

2. Related Work

Extensive research has been carried out to extend the lifetime
of sensor networks [6–8]. In this study, network lifetime is
defined as the length of the time period that the target area
or target objects are being covered continuously. One way
to extend network lifetime is to schedule the sensor nodes’
activities to alternate between active and sleep modes so that
only a minimal number of sensors are turned on at any
time [9]. Tian and Georganas [10] propose a distributed
scheduling algorithm which turns off the sensors with a
cover area completely replaceable by the cover areas of their
neighboring nodes. Yan et al. [11] adopt a similar concept.
However, instead of considering whether the sensing area of
a sensor is covered by its neighbors, the sensor considers a
certain number of grid points inside the area. Later, Hsin and
Liu [12] propose a randomized algorithm and a coordinated
algorithm so as to schedule the sleeping times of the nodes.
In the randomized algorithm, a sensor will sleep with a
certain probability. In the coordinated algorithm, a sensor
will sleep only when its sensing area is completely covered by
others. On the other hand, Huang and Tseng [13] study the
criteria for determining whether the sensing area of a sensor
is covered by k different sensors simultaneously. Huang et
al. [14] propose several decentralized energy-conserving and
coverage-preserving protocols so as to solve the k area cover-
age problem. Other than those suggested above which aim at
full area coverage, the fractional coverage problem, in which
only a certain fraction of the target area has to be covered,
has also been considered in [15]. In [15], Ye et al. first
calculate the ideal density for providing a certain fraction of
coverage. Then, each sensor is activated with a probability.
This probability is determined based on the ratio between the
current density and the ideal density calculated. On the con-
trary, Wang and Kulkarni [16] investigate similar problem in
another direction, and they show that sacrificing a certain
fraction of the target area can significantly increase the net-
work lifetime. Ren et al. [17] study the relationship between
the fraction of coverage and the quality of the object detec-
tion capability. As a result, the network can be deployed with
a fraction of coverage that can achieve an acceptable quality.

Cardei et al. [18] study the target coverage problem where
a target object has to be monitored by at least one sensor at
any moment and each sensor can monitor multiple target
objects if the objects fall within the sensor’s sensing area.
They formulate this target coverage problem as a set coverage
problem, and propose both centralized approximation and
distributed heuristic solutions. In [19], Liu et al. study
similar problem. However, they assume that each sensor
can only monitor one target object at any moment even
if multiple targets fall within the sensing area of a sensor.
Unfortunately, the cover formed by using these approaches
may not be connected as some nodes in the cover may
not have any route back to the sink node. Therefore, Zhao
and Gurusamy [20] further investigate the connected target
coverage problem. They prove that this problem is NP-
complete, and develop a centralized approximation solution
and a distributed heuristic solution. Thai et al. [21] propose
an O(logN)-approximation distributed algorithm to solve
the target coverage problem, where N denotes the number
of sensors in the network. They organize the sensors into
nondisjoint cover sets in which each set can cover all the
target objects with high probability. They formally show that
their solution is an O(log N) approximation solution if the
initial battery capacity of all the sensors is the same, but the
approximation ratio is worsen if the initial battery capacity
of the sensors is different. On the other hand, Calines and
Ellis [22] suggest anO(1+ε)-approximation algorithm. Their
solution achieves the same approximation ratio no matter
the initial battery capacity of all the sensors is the same or
not. Unfortunately, these algorithms cannot guarantee that
all the targets are covered all the time.

Another related problem is the barrier coverage problem.
In [23], Kumar et al. consider the k barrier coverage
problem. They assume that an intruder can be detected by
a sensor if it falls within its sensing area. They consider the
scenario in which an intruder will be detected by at least k
sensors if she goes through a thin strip of area (known as
belt) no matter where her start point and her end point are.
In [23], Kumar et al. propose a polynomial time mechanism
to determine whether there exists k barrier coverage. On
the other hand, Kumar et al. [24] study the optimal sleeping
schedule on the k barrier coverage problem. They transform
the problem to a maximum flow problem so that it can be
solved optimally in a centralized manner. Chen et al. further
propose a localized algorithm in [25]. They first study the
critical conditions for the existence of k barrier coverage
locally. The sensor can then turn into sleep mode when it
determines that k barrier coverage can be provided by its
neighbors. Chen et al. further study how to find and measure
the quality of k barrier coverage accurately in [26]. Later, Liu
et al. [27] discover that it may not be possible to guarantee
k barrier coverage by using the approach in [25] under
some special situations. They identify the critical conditions
for the existence of a strong barrier coverage and devise
an efficient technique to guarantee k coverage. Other than
that, Saipulla et al. [28] study the barrier coverage problem
where the sensors are dropped from air. They suggest that
the sensors are deployed along a line with a certain offset
by using this deployment strategy. They show that the
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Figure 1: The cover range of sensor i.

performance achievable by using this method is much better
than that of using the random deployment strategy which is
generally assumed in most of the literatures.

3. Notations, Problem Statement,
and Properties

We assume that the object is a very big one and we want
the whole perimeter to be monitored continuously. Each
sensor has a certain sensing range. It can monitor a point
such that the distance between the point and the sensor is
less than or equal to the sensing range. The area that the
sensor can monitor, called sensing area, is a circle. The object
that falls within the sensing area of a sensor is said to be
monitored by the sensor. It is assumed that each sensor can
only monitor a single continuous portion of the perimeter,
and no sensor can monitor the whole perimeter as shown
in Figure 1. Sensors are randomly distributed around the big
object. The set of sensors that can cover a portion of the
target object is denoted as S. Also, we use N to denote the
number of sensors in S, that is, N = |S|.

3.1. Cover Range, Proper Set of Sensors, and General Set of Sen-
sors. Cover range is defined as the portion of the perimeter
of the target object covered by the sensing area of a sensor
node. In this paper, we represent the cover range in terms of
angular measurement for the ease of discussion. It is worth
noting that the perimeter of the target object can be in any
irregular shape as long as it forms a loop, a sensor only has a
single continuous cover range, and the sensor can determine
its cover range. Note that under some extreme conditions,
the assumption that each sensor only has a single continuous
cover range may not be valid, such as, the target object
contains a sharp convex or concave shape on the perimeter.
In this case, the sensor has multiple cover ranges instead [29].
This makes the problem a lot more complicated, and we leave
it as future work. On the other hand, how a sensor deter-
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Figure 2: Example of covers.

mines the range is application dependent, and is outside the
scope of this paper. Interested readers are referred to [30–32].

We denote the cover range of a sensor node i ∈ S as [si, ti]
as shown in Figure 1. We refer to si as the start angle and ti as
the end angle. si < ti for most i ∈ S. Sensor j that covers 0◦

would have s j > t j . We denote the set of sensors that cover 0◦

as S0.
S is a proper set of sensors if ∀i ∈ S, � j ∈ S, such that

s j ≤ si < ti ≤ t j or si ≤ s j < t j ≤ ti. In other words, S is
a proper set of sensors if none of the sensors has cover range
containing or contained inside another sensor. Otherwise, S
is known as a general set of sensors. As an example, the set of
sensors shown in Figure 4 is a proper set of sensors. On the
other hand, the set of sensors shown in Figure 2 is a general
set of sensors.

3.2. Cover, Proper Cover, and Mutually Disjoint Cover Set. A
set D ⊆ S is a cover if for each angle γ ∈ [0◦, 360◦], there
exists a sensor i in D such that γ ∈ [si, ti]. In other words,⋃
i∈D[si, ti] = [0◦, 360◦). Figure 2 illustrates a scenario of 9

sensors surrounding a target object. Each arrow represents
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the cover range of a node. {1, 3, 5, 7, 8}, {1, 2, 3, 5, 6, 9}, and
{1, 3, 5, 7, 9} are all covers.

A proper cover is a cover that every sensor is essential for
the coverage. That is, if D is a proper cover, then D \ {i} is
not a cover for any i ∈ D. For instance, {1, 3, 5, 7, 8} and
{1, 3, 5, 7, 9} are proper covers in Figure 2.

Suppose D1 and D2 are two covers. We say D1 and
D2 are mutually disjoint if D1

⋂
D2 = ∅. A set of covers

� is a mutually disjoint cover set if any arbitrary pair of
covers inside � are mutually disjoint. Formally, for any
D1,D2 ∈ �, D1

⋂
D2 = ∅. Refering to Figure 4, � can be

{{0, 3, 6, 9}, {1, 4, 7, 10}, {2, 5, 8, 11}}.

3.3. Sensor Lifetime—Uniform and Nonuniform, Schedule,
Network Lifetime, and Problem Statement. We adopt the
cycle-based scheduling mechanism as in [33, 34]. In other
words, a cover is selected to monitor the target object in
each cycle, and the duration of each cycle is the same. The
sensor lifetime of a sensor i, B(i), is the number of cycles
it can be turned on. If B(i) = B for all i ∈ S, we say
that the sensors have uniform battery. Otherwise, they have
nonuniform battery.

In each cycle, a set of sensors is turned on to monitor
the target. Those sensors that are not in the set can switch to
sleep mode to conserve energy. A schedule defines the cycles
in which a sensor has to be turned on or off. We use a matrix
SC of size L × |S| to represent the schedule. SC(l, i) = 1
means Sensor i should be turned on at cycle l; SC(l, i) =
0 otherwise. With the definition of the schedule, network
lifetime L refers to the number of cycles that the perimeter
of the target can be monitored continuously according to
the schedule SC. Note that different schedules will result in
different network lifetimes. An optimal scheduling algorithm
finds a schedule SCSmax such that the maximum network
lifetime LSmax on a set of sensors S can be achieved. In other
words, no scheduling algorithm can find a schedule SC which
can achieve a network lifetime LS > LSmax on S.

Therefore, the objective of the scheduling problem is to
find a schedule SC to monitor the target object continuously
so that the lifetime LS is maximized. Formally, we would
like to find an SC which maximizes LS, such that ∀l ≤ LS,⋃
i∈χl [si, ti] = [0◦, 360◦), where χl = {i | SC(l, i) = 1}.

3.4. Neighbors, Backward Neighbors, and Forward Neighbors.
If two nodes’ cover ranges overlap, they are neighbors.
Formally, i and j are neighbors if si < sj < ti or si < t j <
ti (This applies when both i and j do not cover 0◦. The
definition can be extended easily to ranges that cover 0◦ but
we leave it out for the ease of discussion.). We assume that a
node can only communicate with its neighbors. It is possible
that [s j , t j] completely contains [si, ti], such as Sensors 9
and 8 in Figure 2. When two sensors have overlapping cover
ranges and none of them is contained in the other, one
of them is a backward neighbor and the other is a forward
neighbor. i is a backward neighbor of j and j is a forward
neighbor of i if si < sj < ti. Refer to Figure 2, Sensors 2 and 3
are forward neighbors of Sensor 1, while Sensors 9 and 8 are
backward neighbors of Sensor 1.
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Figure 3: Example of perimeter segments.

3.5. Perimeter Segment and Properties of the Problem. An
endpoint can be any start angle si or end angle ti of any
sensor i ∈ S. Suppose all the endpoints are distinct, there
are 2N endpoints formed by N sensors in the network.
We denote each endpoint as aj where 0 ≤ j ≤ 2N −
1 in ascending order. Figure 3 illustrates the endpoints
of the sensors in Figure 2. The perimeter segment is the
portion of the perimeter of the target object formed by a
pair of consecutive endpoints [aj , aj+1], where 0 ≤ j <
2N − 1. When j = 2N − 1, the perimeter segment is
[a2N−1, a0]. We denote Aj as the segment [aj , aj+1] as shown
in Figure 3. Now, we use Λ to denote the set of all perimeter
segments formed by consecutive endpoints, that is, Λ =
{[a0, a1], [a1, a2], . . . , [a2N−1, a0]} = {A0, . . . Aj . . . ,A2N−1}.
Since

⋃
0≤ j≤2N−1 Aj = [0◦, 360◦), if D ⊆ S covers Aj , ∀0 ≤

j ≤ 2N − 1, then D is a cover. Similarly, if D is a cover, it
covers all Aj ∈ Λ.

Since D covers all Aj ∈ Λ if and only if D covers
[0◦, 360◦), an upper bound of the lifetime of covering
[0◦, 360◦) can be derived. To start the discussion, we further
define some terms as follows and we use the example in
Figure 3 to explain them. For the ease of discussion, we use
B = B(i) = 2,∀i ∈ S in the examples.

(i) HS
j denotes the set of sensors in S which cover Aj .

Formally, HS
j = {i | i ∈ S covers Aj}. For instance,

HS
1 = {1, 2}. We further let ρSj denote |HS

j |. For

instance, ρS1 = 2.

(ii) qSj denotes the total number of energy cycles of the

sensors inHS
j . Formally, qSj=

∑
i∈HS

j
B(i). For instance,

qS1 = 4 since B(1)+B(2) = 4.

(iii) ASmin denotes the Aj with the minimum qSj . Formally,

ASmin = {Aj | min0≤ j≤2N−1q
S
j}, for example, ASmin =

A0.

(iv) HS
min = {i | i ∈ S covers ASmin}, qSmin =

∑
i∈HS

min
B(i),

and ρSmin = |HS
min|. For instance, HS

min = {1}, qSmin =
2, and ρSmin = 1.

We now prove that the maximum achievable lifetime of
sensor set S (LSmax) is upper bounded by qSmin.
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Property 1. LSmax ≤ qSmin.

Proof. Suppose LSmax > q
S
min. In each cycle, at least one sensor

x ∈ HS
min is selected to cover ASmin. Since each sensor x ∈

HS
min can be activated at most B(x) units of time, ASmin is at

most covered qSmin =
∑

x∈HS
min
B(x) units of time. Afterwards,

ASmin cannot be covered by any sensor. Therefore, this leads
to the contradiction that LSmax > q

S
min.

When all the sensors have the same initial battery B,
qSmin = ρSmin × B. Therefore, in the uniform battery case,
Property 1 can naturally be extended to Property 2.

Property 2. If B(i) = B ∀i ∈ S, then LSmax ≤ (ρSmin × B).

4. Proper Set of Sensors

In this section, we describe how to find a schedule when S
is a proper sensor set, such that there is no sensor whose
cover range is contained inside another sensor. We consider
two scenarios: uniform battery scenario and nonuniform
battery scenario. In the following, we drop the superscript
S in notations for simplicity if the context is clear.

4.1. Uniform Battery Scenario. In this scenario, by
Property 2, the maximum lifetime Lmax ≤ (ρmin × B).
Hence, if there exists a mutually disjoint cover set � where
|�| = ρmin, an optimal schedule can be found by activating
each cover D ∈ � for B cycles. We consider two cases: (1)
N mod ρmin = 0; (2) N mod ρmin > 0.

(1) N mod ρmin = 0: in this case, we can find a mutually
disjoint cover set � with exactly ρmin covers and each cover
has exactly N/ρmin number of sensors. To find these covers,
we first label the nodes in S in the clockwise manner where
the most anti-clockwise sensor in Hmin is labeled as n0. In
Figure 4,Hmin = {0, 1, 2} and so n0 is Sensor 0. LetD0,D1,. . .,
Dρmin−1 be subsets of S where Di = {nj | j mod ρmin = i}. On
the other hand, a collection of Di, where 0 ≤ i ≤ ρmin −
1, is denoted as �. Refering to Figure 4, a mutually disjoint
cover set � = {D0 = {0, 3, 6, 9},D1 = {1, 4, 7, 10},D2 =
{2, 5, 8, 11}} with ρmin = 3 covers is formed. We show that
� = {Di | 0 ≤ i ≤ ρmin − 1} is a mutually disjoint cover set
with ρmin covers by the following property and lemma.

Property 3. If S is proper, ni is a backward neighbor of ni+ρmin .

Proof. Let the start angle and end angle of sensor ni be si and
ti, respectively. Let j = i + ρmin. Suppose ni ∈ S is not the
backward neighbor of nj ∈ S where i < j. This implies that
si < ti < sj < t j as ni and nj do not overlap in terms of sensing
range. Since Amin is covered by ρmin sensors, we know that
the range [ti, s j] (which may be a union of several perimeter
segments) must be covered by at least ρmin sensors. In this
case, [ti, s j] is covered by Sensors ni+1,. . .,nj−1. It implies that
[ti, s j] is only covered by ρmin− 1 sensors. This contradicts to
the definition of ρmin. Therefore, ni is a backward neighbor
of ni+ρmin .
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Figure 4: Example of N mod ρmin = 0.

Lemma 1. If N mod ρmin = 0, then � = {Di | 0 ≤ i ≤
ρmin − 1} forms a mutually disjoint cover set with ρmin covers.

Proof. By Property 3, we know that ni ∈ Di is the backward
neighbor of ni+ρmin ∈ Di. Similarly, ni+ρmin ∈ Di is the
backward neighbor of ni+2(ρmin) ∈ Di, and so on. Since N
is divisible by ρmin, for each Di, the last member is li =
ni+(N/ρmin−1)∗ρmin . By Property 3, li is the backward neighbor
of ni ∈ Di. This implies that everyDi, where 0 ≤ i ≤ ρmin−1,
forms a cover. As a result, ρmin covers are formed. On the
other hand, a sensor in S falls into exactly one of theDi, where
0 ≤ i ≤ ρmin − 1. Therefore, � = {Di | 0 ≤ i ≤ ρmin − 1}
forms a mutually disjoint cover set with ρmin covers.

The direct consequence of Lemma 1 is that the maximum
lifetime schedule can be achieved by activating each cover
Di ∈ �, where 0 ≤ i ≤ ρmin − 1, for B units of time and
the corresponding lifetime is B × ρmin.

(2) N mod ρmin > 0: in this case, Lemma 1 cannot be
directly applied to S. Refering to Figure 5, if we set Di =
{nj | j mod ρmin = i}, then D0 = {0, 3, 6, 9, 12}, D1 =
{1, 4, 7, 10, 13}, and D2 = {2, 5, 8, 11}. However, D2 is not a
cover. To solve the problem, one possible way is to split S into
S1 with N1 sensors and S2 with N2 sensors such that N1 mod
ρS1

min = 0 and N2 mod ρS2
min = 0 and ρSmin = ρS1

min + ρS2
min. Then,

Lemma 1 can be applied to S1 and S2 individually to form
two corresponding mutually disjoint cover sets, denoted as
�1 and �2, with ρS1

min covers and ρS2
min covers, respectively.

Refering back to Figure 5, two mutually disjoint cover sets
with 3 covers in total do exist. Suppose the broken arcs are
sensors in S1, that is, ρS1

min = 2. On the other hand, solid
arcs are sensors in S2, that is, ρS2

min = 1. In this case, we set
DS1
i = {nj | j ∈ S1 mod ρS1

min = i} in S1 and DS2
i = {nj |

j ∈ S2 mod ρS2
min = i} in S2. Hence, �1 = {DS1

0 ,DS1
1 } where

DS1
0 = {1, 4, 7, 9, 12} and DS1

1 = {2, 5, 8, 11, 13}. �2 = {DS2
0 }

where DS2
0 = {0, 3, 6, 10}. Finally, � = �1

⋃
�2 forms a

mutually disjoint cover set with 3 covers in total.
However, let us consider Figure 6. In this example, the

maximum network lifetime is 3 if ∀i ∈ S, B(i) = B = 2
units. This can be achieved by activating the sets {1, 3, 5, 7, 9},
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Figure 6: Example of non-existence of a mutually disjoint cover set
with ρmin covers.

{2, 4, 6, 7, 9}, and {1, 3, 5, 6, 8}, each for 1 time unit. In this
example, although we know that ρSmin = 2, there is no
way for us to find �1 and �2 such that ρS1

min + ρS2
min = 2.

Instead, we can only identify a single mutually disjoint cover
set that contains one cover. By activating this only cover,
the achievable network lifetime is 2 units. Hence, we can
conclude that when we cannot find a mutually disjoint cover
set with exactly ρSmin covers using the sensor partitioning
method, we cannot be sure we have an optimal solution.
This implies that even if we can find a mutually disjoint
cover set with ρSmin − 1 covers, the set found may not be
an optimal solution as shown in the example in Figure 6.
The sensor partitioning problem aforementioned can be
transformed to a shortest path problem and solved with the
time complexity of O(N2). We refer readers for details in
[35, 36].

4.2. Nonuniform Battery Scenario. In the nonuniform bat-
tery scenario, it is possible to transform S into a sensor
set S′ such that all sensors have the same initial battery.
For every i ∈ S with B(i) units of battery and with the
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Figure 7: Example of constructed instance set S′ from S.

cover range [si, ti], we put B(i) sensors in S′, each with 1
unit of battery and cover range [si, ti]. Then, the maximum
achievable lifetime on S is the same as the maximum
achievable lifetime on S′. However, S′ is no longer a proper
set since all the sensors we put in S′ based on i ∈ S share
the same cover range. Figure 7 illustrates an example of the
transformation with B(i) = B = 2 ∀i ∈ S. The next section
studies how to find a schedule when the sensor set is not
proper.

5. General Set of Sensors

In this section, we would like to prove that the perimeter
coverage scheduling problem is NP-hard if S is a general set of
sensors. We first consider the situation where∀i ∈ S, B(i) =
1. To prove the perimeter coverage scheduling problem is
NP-hard, a reduction is constructed from the k-coloring
problem on a circular-arc graph, which was first shown to
be NP-hard in [37], to the perimeter coverage scheduling
problem. Here, 〈S,Lmax〉 denotes a perimeter scheduling
problem instance with a set of sensors S, and the maximum
lifetime achievable on S is Lmax.

Before we go into details about the transformation, we
first describe the k-coloring problem on a circular arc graph
G. A circular arc i in G is denoted as [αi,βi], where αi denotes
the anti-clockwise endpoint, and βi denotes the clockwise
endpoint of a circular arc. In other words, a circular arc is
open on the clockwise endpoint. We further assume that all
the endpoints are distinct. Arcs i and j are neighbors if the
arcs overlap. In the k-coloring problem, we would like to
determine whether k colors are enough to assign a color to
each arc such that no two neighbor arcs share the same color.

We further introduce some notations so as to define the
problem formally. Here, we use N to denote the number of
circular arcs in G. Therefore, there are 2N endpoints in G.
We sort the endpoints in ascending order, and denote them
as aj , where 0 ≤ j ≤ 2N − 1. A pair of consecutive endpoints
[aj , aj+1) are denoted as Aj . We use Hj to denote the set of
arcs covering Aj , that is,∀i ∈ Hj , αi ≤ aj < aj+1 ≤ βi. Let Cλ
denote the set of circular arcs with Color λ. Since the sensors
in Hj are neighbors of each other, at least max0≤ j≤2N−1|Hj|
colors are needed.
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Figure 9: Example of the constructed set of sensors S from G.

Given any instance 〈G, k〉 of the k-coloring problem in
the circular arc graph, where k is an integer larger than
or equal to max0≤ j≤2N−1|Hj|, an instance 〈S,Lmax〉 of the
perimeter coverage scheduling problem can be constructed
from G as follows.

(1) For each i ∈ G, put Sensor ni in S and the cover range
of ni is [αi,βi].

(2) ∀0 ≤ j ≤ 2N−1, k−|Hj| sensors with cover range of
[aj , aj+1] are put in S. These sensors are named with
mj.e, where 1 ≤ e ≤ k − |Hj|.

(3) ∀x ∈ S, B(x) = 1.

Consider Arcs 1,. . .,7 in Figure 8; Sensors n1,. . .,n7 are put
into S according to (1) in Figure 9. Suppose k = 3. Consider
the range [a0, a1]; according to (2), Sensor m0.1 is put in
S. Similarly, Sensors m2.1, m3.1, m3.2, m4.1, m6.1, m8.1, m9.1,
m9.2, m10.1, m11.1, m11.2, and m12.1 are put into S as shown in
Figure 9. As a result, we know that ρmin = k. Since ∀i ∈ S,
B(i) = B = 1. Therefore, Lmax ≤ k.

Lemma 2. G is k-colorable if and only if the maximum lifetime
on S is Lmax = k.

Proof. “⇒” part: if G is k-colorable, we can put the arcs into
k different partitions C1, . . . ,Ck according to their colors. We
show that k coversD1, . . . ,Dk can be formed in S by using the
following approach:

(1) if i ∈ Cλ, ni ∈ Dλ.
(2) ∀1 ≤ λ ≤ k, ∀0 ≤ j ≤ 2N − 1, if there is no sensor

in Dλ which can cover Aj , then we can randomly select a
sensor mj.e ∈ S, where 1 ≤ e ≤ k − |Hj|, with cover range
[aj , aj+1] into Dλ to cover Aj . Recall that there are |Hj| arcs
in G covering Aj and these arcs must fall into |Hj| different
colors, that is, different partitions. Since we have constructed
k−|Hj| sensors with cover range [aj , aj+1] in S, if there is no
sensor in Dλ which can cover Aj , then we can always find a
sensor mj.e ∈ S, where 1 ≤ e ≤ k − |Hj|, with cover range
[aj , aj+1] to put into Dλ.

The corresponding Dλ formed, ∀1 ≤ λ ≤ k, are covers,
because ∀0 ≤ j ≤ 2N − 1; there is a sensor in Dλ covering
Aj . At the same time, B(x) = B = 1, ∀x ∈ S. Therefore,
Dλ
⋂
Dκ = ∅, for any 1 ≤ λ /= κ ≤ k. Since ρmin is k and

B = 1, by Property 2, the maximum lifetime Lmax is upper
bounded by k. Hence, the maximum lifetime Lmax can be
achieved by activating each cover for 1 unit of time. This
results in Lmax = k. Therefore, if G is k-colorable, then the
maximum lifetime on S is Lmax = k.

“⇐” part: If the maximum lifetime Lmax on S is k and
the corresponding schedule is SCmax, then there must exist a
mutually disjoint cover set with k covers since each sensor has
a battery lifetime of 1 unit. Without loss of generality, these
k covers are D1, . . . ,Dk. In other words, Dλ = {x | x ∈ S and
SCmax(λ, x) = 1}, where 1 ≤ λ ≤ k.

Hence, with the existence of k covers, k partitions
C1, . . . ,Ck on G can be formed by the following approach:

∀1 ≤ λ ≤ k, ∀ni ∈ Dλ, i ∈ Cλ. Note that we do
not need to consider the sensors mj.e in Dλ, where
0 ≤ j ≤ 2N − 1 and 1 ≤ e ≤ k − |Hj|.

Since S is constructed in such a way that every Aj , where
0 ≤ j ≤ 2N − 1, is exactly covered by k sensors, if there
exist k covers, then every Aj is exactly covered by 1 sensor
in each cover. Therefore, by constructing Cλ, ∀1 ≤ λ ≤ k,
according to the above description, neighbor arcs must fall
into different color partitions. As a result, Cλ, ∀1 ≤ λ ≤
k, forms a color partition and so G is k-colorable if the
maximum lifetime on S is Lmax = k.

By Lemma 2, Theorem 1 can then be developed.

Theorem 1. The perimeter coverage scheduling problem is NP-
hard.

6. Approximation Solutions

Since the perimeter coverage problem is NP-hard, it is not
likely to have a polynomial time solution. The problem can
be formulated as a mixed integer programming problem,
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and solved by some existing software. However, a central-
ized approach is not appropriate. Therefore, we develop a
distributed approximation solution with a small overhead.
Before describing our algorithm, we first show that any
scheduling algorithm that selects a proper cover in each cycle
is a 2-approximation algorithm.

6.1. Properties of Proper Covers

Property 4. In a proper cover, there are at most two sensors
covering γ for each γ ∈ [0◦, 360◦).

Proof. Suppose x, y, z ∈ D all cover range [a, b], and the
cover ranges of x, y, and z are [sx, tx], [sy , ty], and [sz, tz],
respectively. Without loss of generality, we assume sx ≤ sy ≤
sz. In this case, sx ≤ sy ≤ sz < a < b < tx ≤ ty ≤ tz.
This contradicts to the definition of proper cover as y is
redundant.

Property 4 says that each portion on the perimeter is at
most covered by 2 sensors in a proper cover. Lemma 3 shows
that any scheduling algorithm which selects a proper cover to
monitor the target object in each cycle is a 2-approximation
solution.

Lemma 3. Suppose SC is the schedule which selects a proper
cover in each cycle. SC has a lifetime L ≥ Lmax/2, where Lmax is
the maximum lifetime on S.

Proof. We use V(i, t) to denote the remaining energy of
Sensor i after cycle t. At the beginning,V(i, 0) = B(i),∀i ∈ S.
We further use the term qj(t) to denote {∑V(i, t) | i covers
Aj}. That is, qmin(t) = {∑V(i, t) | i covers Amin} and
qmin(0) = qmin. By Property 4, at most 2 sensors cover Amin

in cycle t. In fact, this implies that qmin(t) = qmin(t−1)−2 if 2
sensors are required to coverAmin in each cycle t,∀1 ≤ t ≤ L.
Note that this is the worst possible case for the selection of
a proper cover in each cycle as Amin is covered by sensors
with the least total amount of energy cycle. Here, we assume
qmin(t) = qmin − 2t. Therefore, qmin(�qmin/2�) ≥ 0 if qmin is
even and qmin(�qmin/2�) ≥ 1 if qmin is odd. In case qmin is
odd, all the sensors can be activated in the last unit of time.
This is possible as qj(�qmin/2�) ≥ qmin(�qmin/2�) ≥ 1. Since
Lmax ≤ qmin, L ≥ �Lmax/2�.

All the heuristic algorithms we proposed in [5] identify
a proper cover in each cycle. By Lemma 3, we know that all
of them are 2-approximation solutions if no message trans-
mission cost is considered. Unfortunately, these approaches
have very high message overheads. It may require O(qmin×
minimum size of cover × size of S0) number of messages
during the whole network lifetime, where S0 denotes the set
of sensors with cover range passing through 0◦.

6.2. Our Proposed 2-Approximation Algorithm. To reduce
message overhead, our approximation algorithm identifies
as many proper covers as possible by circulating messages
around the sensors once. This can be done by using a similar
method suggested in [3], which will be discussed later in this
section. In the uniform battery case, we try to find a mutually

disjoint cover set with as many proper covers as possible.
Then, each proper cover can be activated for B units of
time. On the other hand, in the nonuniform battery scenario,
each sensor with B(i) units of battery is transformed to
B(i) sensors with 1 unit each similar to that discussed in
Section 4.2, and thus the battery of the transformed set of
sensors becomes uniform. Then, we try to find a mutually
disjoint cover set with as many proper covers as possible and
each cover is activated for 1 unit of time.

Note that although the uniform battery case is discussed
here, the suggested algorithm can be extended to the
nonuniform battery case easily. Basically, our proposed
algorithm works as follows. A message is passed around the
sensors in the clockwise direction. A sensor passing through
0◦ creates the message. The message contains information
for constructing mutually disjoint covers. When a sensor
receives the message, it is responsible for filling in the
information and passes it to a neighbor sensor. When the
message is received by another sensor passing through 0◦,
mutually disjoint covers are identified.

Suppose S0 denotes the set of sensors with cover range
passing through 0◦. The sensor with the largest ending angle
in S0, denoted as q, initiates the algorithm. It first puts its
neighbors which are in S0 into |S0| different sets. Then, for
each set, it identifies some remaining neighbors to be put in
the set, such that the sensors in the set can cover the range
[0◦, tq]. The detailed procedure is as follows: q keeps track
of a sorted order of the sets based on the ending angles of the
cover ranges in the sensors of the sets. It takes the set with the
smallest ending angle, and identifies a sensor that can extend
its cover range. After putting the sensor in the set, the ending
angle is updated. The process ends when there is no more
sensor to extend the cover range of the set. It is possible that
not all the sets can cover the whole range [0◦, tq] after all the
neighbors of q are put in the sets. In this case, these sets are
removed and would not be put in the message. We argue that
the removal of these sets will not affect the approximation
ratio of the algorithm. Suppose no neighbor can extend the
cover range of a set without a gap. Since this is the set with
the smallest ending angle among all the sets and there are
at least ρSmin sensors covering the gap, this implies that ρSmin
sensors that can cover the gap must fall into ρSmin different
sets. Therefore, there are still ρSmin different sets remaining
even the aforementioned one is removed.

Refering to Figure 10, Sensor 3 is the sensor in S0 with the
largest end angle, so q is Sensor 3. Sensor 3 puts Sensors 1, 2,
and 3 into 3 different sets, denoted as Set 1, Set 2, and Set 3,
respectively. Since Sensor 1 ends before Sensor 2 and Sensor
3 do, Sensor 3 tries to put a neighbor into Set 1 to extend its
cover range. Hence, Sensor 4 is put into Set 1 by Sensor 3.
Now, Sensor 3 updates the ending angle of each set and finds
that Set 1 still ends before the others. Unfortunately, other
neighbors of Sensor 3 cannot be put into Set 1 to extend the
range of Set 1. Set 1 will then be removed. At this moment,
only Set 2 and Set 3 are remaining. Sensor 3 puts Sensor 6
into Set 2, and Sensor 7 into Set 3. Note that Sensor 5 is not
put in either set because it cannot extend the cover ranges of
both sets. Now, Set 2 consists of {2, 6}, while Set 3 consists of
{3, 7}.
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After the sets are identified, q puts the information
in a message. The message format is 〈〈1, q1,M1〉, . . . ,
〈 j, qj ,Mj〉, . . . , 〈L, qL,ML〉〉, where each tuple ¡ j, qj ,Mj¿ con-
tains the information of one set. The first element represents
the identifier of the set. The second element represents the
first member in the set j. Note that this member must be a
sensor in S0 and can later be used for determining whether
the set j forms a cover or not. Without loss of generality, we
assume the tuple in the message is sorted according to the
ending angle of qj ∈ S0. The third element represents the
list of members selected to be included in the set j by the
node sending the message. The message is sent to the only
greedy forward neighbor of q. The greedy forward neighbor of
q, denoted as GFN(q), is the forward neighbor of q with the
largest end angle. Refering back to the example in Figure 10.
Since Sensor 3 selects {2, 6} into Set 2 and {3, 7} into Set
3, it sends out 〈〈2, q2 = 2,M2 = {2, 6}〉, 〈3, q3 = 3,M3 =
{3, 7}〉〉 to Sensor GFN(3) = 7.

When GFN(q) receives the message, it tries to extend the
cover ranges of the sets by putting its neighbors in them. The
procedure is similar to what q did earlier. Refering back to
the example in Figure 10, when Sensor 7 receives 〈〈2, q2 =
2,M2 = {2, 6}〉, 〈3, q3 = 3,M3 = {3, 7}〉〉, it finds that the
ending angle of Set 2 is smaller than that of Set 3. Therefore,
it puts Sensor 8 into Set 2. Then, it further puts Sensor 9 into
Set 3, and then informs its own greedy forward neighbor to
continue the set construction.

We let the node with the smallest start angle in S0 be q′.
Since the message has been passed in the clockwise manner,
it must be received by one of the backward neighbors of q′,
say x. After x has performed the set construction, it sends
the message to q′ instead of its greedy forward neighbor.
After receiving the message, q′ continues the set construction
for those sets which have not yet formed a cover. After
considering all the neighbors that can extend the cover range
of the sets, if there still exist sets which have not yet formed
covers, q′ reorganizes those sets. To avoid ambiguity, we now
use covers to denote those sets which have formed covers. q
keeps track of a sorted order of the sets based on the ending
angles of the cover ranges in the sensors of the sets. It starts to
form a cover from the set with the smallest ending angle. If

no neighbors can be identified to form a cover, the sensors
in the set with the largest identifier will be used, and the
set with the largest identifier will no longer be considered
for forming a cover. We argue that there will be at least
ρSmin/2 covers formed at the end of the process. As discussed
before, when no covers have been formed yet, ρSmin sets are
remaining. However, the worst case occurs when half of the
sets are removed by q′ so that the sensors can be moved to
fill up the gaps to form the covers in the other half. Note that
each perimeter segment is covered by at most 2 sensors in a
proper cover, and so it is not possible to remove more than
ρSmin/2 sets.

Let us consider the example in Figure 10 again. Since
Sensor 7 selects {8} into Set 2 and {9} into Set 3, it sends
〈〈2, q2 = 2,M2 = {8}〉, 〈3, q3 = 3,M3 = {9}〉〉 toGFN(7) =
9. Sensor 9 sends 〈〈2, q2 = 2,M2 = {10}〉, 〈3, q3 = 3,M3 =
{11}〉〉 to GFN(9) = 11. Sensor 11 further puts Sensor
12 into Set 2 and then removes Set 3. Therefore, it sends
〈〈2, q2 = 2,M2 = {12}〉〉 to Sensor q′ = 2 which is the
forward neighbor of Sensor 11. Now, Sensor 2 finds that
Sensor 12 is the backward neighbor of q2 = 2. As a result,
a cover is formed in Set 2.

It is worth mentioning that all other sensors which do
not involve in the circulation of the message can overhear the
message transmission. Therefore, they know the set which
they have been selected in. When q′ completes the covers
formation process, it can construct the activation schedule.
Then, q′ announces the activation schedule of different
covers. The message about the activation schedule can be
circulated through the whole network in the same manner as
the cover identification process. By overhearing this message,
all the sensors know their schedules. The whole process
can then be terminated when the message circulates back
to q′ again. The pseudocodes of Sensors GFN(q) and q′

who receives the cover identification message are provided
in Algorithms 1 and 2, respectively.

In fact, we can further optimize the message overheads
in terms of the number of messages required by removing
the activation schedule circulation process. To do so, we can
reorganize the sets when we find that the cover range of a set
cannot be extended by putting a neighbor into the set. Here,
we always use the sensors in the set with the largest identifier
to extend the cover range of a set, and the set with the largest
identifier will no longer be considered for forming a cover. By
doing so, we know that if L covers are formed finally, they will
have set identifiers 1, . . . ,L. Since the sensors can overhear in
which set they are selected in, they can activate automatically
following the time slot allocated to the cover with a specific
set identifier without the need of circulating the activation
schedule.

7. Simulation Results

For comparison, we have implemented several algorithms.
The first algorithm is the optimal solution found by
transforming the maximum lifetime scheduling problem to
the Multicommodity Network Flow problem, and solved by
AMPL-CPLEX [38], which is denoted as Optimal in our
figures. The second algorithm is the one proposed in this
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1: Mi is a set of sensors selected into available set i by c. Initially, the last member of M′
i is put into Mi.

2: li is the last member in Mi.
3: m is the index of the set which has the smallest ending angle among all li, where 1 ≤ i ≤ L.
4: T is the next hop target for the message.
5: If q′ is forward neighbor of c then
6: T is q′.
7: else
8: T is GFN(c).
9: end if
10: /∗ c selects neighbors to extend the cover range of the sets. ∗/
11: for each neighbor j do
12: If j cannot extend the cover range of set m then
13: Remove the Set m.
14: end if
15: if j is the forward neighbor of lm then
16: Put j into Mm and lm = j.
17: end if
18: Find the set with the smallest end angle and denote it as m.
19: end for
20: Send the message 〈〈i, qi,Mi〉〉, for i = 1 to L and set i has not been removed, to T .

Algorithm 1: Pseudocode of c = GFN(q) receives 〈〈1, q1,M′
1〉, . . . , 〈L, qL,M′

L〉〉 sent by q.

1: Unselected is a set of sensors which has originally been selected into a set but later removed by c.
2: Mi is a set of sensors selected into available set i by c. Initially, the last member of M′

i is put into Mi.
3: li is the last member in Mi.
4: m is the index of the available set which has the smallest ending angle among all li and has not yet formed
a cover, where 1 ≤ i ≤ L.
5: /∗ c selects neighbors to extend the cover range of the sets. ∗/
6: for each set i do
7: while (set i does not form a cover) do
8: Select sensors in Unselected which can cover [tli ,sqi ] to Mj .
9: if Set i still does not form a cover then
10: /∗ Remove the available set with the highest index number, that is, L ∗/
11: Move sensors in ML, M′

L, and qL to Unselected.
12: L = L− 1.
13: end if
14: end while
15: end for
16: Announce 〈〈i, qi,Mi〉〉, for i = 1 to L, together with the activation schedule for each cover.

Algorithm 2: Pseudocode of c = q′ receives message 〈〈1, q1,M′
1〉, . . . , 〈L, qL,M′

L〉〉.

paper, which is denoted as Proposed algorithm in the figures.
The third algorithm is the one proposed in [5], which is
denoted as Round-based algorithm in the figures. In this
algorithm, a minimum size cover, known as MC, is found
to monitor the target object in each monitoring cycle until
no more MC can be found. The fourth algorithm is denoted
as Single-MC in the figures. In this algorithm, an MC is
found and this MC is activated until a sensor is running out
of energy. Afterwards, another MC is found and activated
again. This process continues until no more MC can be
found.

In our simulations, we considered an area of 50 grids
×50 grids. Each grid takes up an area of 1 unit2 and has
a certain probability of containing a sensor. A grid that is

partially/completely occupied by the target does not have any
sensor. This probability is known as the sensor availability
probability, and we use pa to denote it. If the grid contains
a sensor, the sensor is located at the center of the grid. This
is similar to the simulation environment considered in [5].
Each sensor has a sensing range rs; The target object is located
at the center (25, 25) with the object radius of ro. For uniform
initial battery case, each sensor has B units of energy. In the
nonuniform battery case, each sensor has a mean value B
units of energy. The uniform case is denoted as (U), while
the nonuniform case is denoted as (NU) in the figures. Each
monitoring cycle is assumed to take up em units of energy,
and each message takes up 1 unit of energy if transmission
cost is counted.
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Figure 11: Varying energy needed per cycle scenario.

7.1. Effect of Energy Needed Per Cycle. First of all, we
simulated the scenario in which pa = 1, ro = 12.5 units,
rs = 4.5 units, and B(i) = B = 400 units. In the
simulations, we vary em from 10 to 30 units per cycle.
Figure 11(a) illustrates the network lifetime achieved by
various algorithms under different energy needed per cycle
without transmission cost. The figure shows that all the
algorithms have shorter lifetimes when each monitoring
cycle requires more energy. On the other hand, our proposed
algorithm achieves similar network lifetime with that of
Single-MC and Round-based algorithm as all the algorithms
are 2-approximation solutions if no transmission cost is
counted. All of them achieve around 70% of the maximum

lifetime under the uniform battery environment. This is
mainly because many sensors have never been chosen in any
proper cover. In the nonuniform situation, the lifetimes of
the algorithms are about 80% of the optimal one. This is
mainly due to the reason that more nodes are involved.

Figure 11(b) shows the performance under different
energy needed per cycle with transmission cost. It can be
shown that Round-based algorithm is affected the most by
the transmission cost as an MC needs to be found every
cycle, while our proposed algorithm is affected by the trans-
mission cost the least. Therefore, our purposed algorithm
outperforms the others. Figures 11(c) and 11(d) illustrate the
number of messages and the number of scheduling rounds
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Figure 12: Varying initial battery capacity scenario.

required by various algorithms throughout the network
lifetime. As expected, Round-based algorithm requires the
most number of messages and rounds, while our algorithm
requires the least. It is worthwhile to state that our proposed
algorithm requires only one scheduling round with O(size
of the MC) and this contributes to the good performance
shown in Figures 11(c) and 11(d). On the other hand,
the figures also show that our proposed algorithm and the
Round-based algorithm require similar amount of messages
and rounds no matter the initial battery capacity of a sensor
is uniform or not. However, there is a large discrepancy
between uniform and nonuniform battery for the Single-MC

algorithm. It is because Single-MC algorithm finds an MC
and then it is activated until a sensor in this MC fails. In
the uniform battery scenario, nearly all the sensors in an MC
runs out of energy simultaneously. However, this is not the
case in nonuniform battery scenario.

7.2. Effect of Initial Battery Capacity. In Figures 12(a) and
12(b), we simulated the scenario where ro = 12.5 units, rs =
4.5 units, and em = 20 units per cycle. In these simulations,
we vary the mean value B from 200 to 600 units. Figures
12(a) and 12(b) illustrate the network lifetime achieved by
various algorithms under different initial battery capacity
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Figure 13: Effect of sensing range in homogenous sensing range scenario.

settings without transmission cost and with transmission
cost, respectively. The figure shows that all the algorithms
have longer lifetimes when the initial battery capacity
increases. Similar to the results in Figure 11(a), all the 2-
approximation solutions achieve about 70% and over 80%
of the optimal solution under the uniform and nonuniform
scenarios, respectively. These results show that the algorithms
considered generally achieve good performance although
they are 2-approximation solutions. Similar to that in
Figures 11(a) and 11(b), our proposed algorithm performs
similarly to the Round-based and Single-MC algorithms in
case no transmission cost is counted. However, our proposed
algorithm outperforms them when transmission cost is
considered. This is mainly due to the reasons that more
messages are required in other algorithms as shown in
Figure 12(c) where the number of messages required grows
with the increasing initial battery capacity.

In both the scenarios considered in Sections 7.1 and
7.2, the algorithms achieve longer lifetime when uniform
initial battery is considered. It is because any portion of the
perimeter is covered by sensors with approximately the same
amount of total energy. Unfortunately, this is not the case in
the nonuniform initial battery scenario where some portions
have significantly higher total energy than others.

7.3. Effects of Sensing Range. In this section, we have
simulated the scenario in which pa = 1, ro = 12.5 units,
em = 20 units, and mean value B = 400 units. In the
simulations, we vary rs from 3 to 6 units. Here, we study two
scenarios. First, each sensor has the same sensing range rs, we
denote this as the homogenous sensing range scenario. Second,
different sensors may have different sensing ranges. In other
words, each sensor has the sensing range with the mean value
rs. We denote this scenario as the heterogenous sensing range
scenario.

Let us start with the homogenous sensing range scenario.
Generally speaking, the longer the sensing range, the fewer
the sensors needed to cover the perimeter of the target
object. This results in longer network lifetime in various
algorithms as shown in Figure 13(a). On the other hand,
Figure 13(b) illustrates that our proposed algorithm requires
fewer messages when the sensing range increases. This is
mainly due to the reason that the larger the sensing range
the smaller the size of the minimum cover is. Recall that
our proposed algorithm requires O(size of the minimum
cover) number of messages to find all the schedules. How-
ever, Round-based and Single-MC algorithms require more
messages when the sensing range increases. On one hand, the
longer the sensing range, fewer messages are needed to find
an MC. On the other hand, the longer the sensing range, less
sensors are required to cover a target object. This results in a
larger number of scheduling rounds. Since the second factor
outweighs the first factor, the number of messages increases
in both the Round-based and Single-MC algorithms.

We further consider the heterogenous sensing range
scenario in Figure 14(a). Figure 14(a) exhibits similar trend
as that of the homogenous sensing range scenario in
Figure 13(a) due to the same reason aforementioned. How-
ever, when we compare the homogenous sensing range and
the heterogenous sensing range scenarios with the mean
value rs = 4.5 in Figure 14(b), we can find that the lifetime
achievable by the heterogenous scenario is better than that
of the homogenous case. In fact, this phenomenon can be
explained with the help of Figure 14(c). As we know that
the network lifetime achievable is upper bounded by qmin,
we compare qmin of the homogenous and the heterogenous
sensing range scenarios in Figure 14(c). In both scenarios, we
can observe that qmin of the uniform initial battery capacity
case is higher than that of the nonuniform initial battery case.
These agree with the results shown in Figures 13(a) and 14(a)
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Figure 14: Comparison between homogenous and heterogenous sensing range scenarios.

that various algorithms achieve better lifetime in the uniform
initial battery case than that in the nonuniform initial battery
case. On the other hand, we can observe that qmin of the
homogenous sensing range scenario is generally smaller than
that of the heterogenous sensing range scenario no matter
the initial battery capacity of the sensor is uniform or not.
This is mainly due to the reason that some sensors which are
too far to cover any portion of the perimeter of the target
object in the homogenous sensing range scenario may cover a
certain portion of the perimeter in the heterogenous sensing

range scenario. This also accounts for the better performance
shown in heterogenous sensing range scenario.

7.4. Effect of Object Size. In this section, we have simulated
the scenario in which pa = 1, rs = 4.5, em = 20 units,
and mean value B = 400 units. In the simulations, we vary
ro from 7.5 to 17.5 units. Generally speaking, the larger the
target radius, the larger the number of sensors needed to
cover the perimeter of the whole target object. This results in
smaller network lifetime in various algorithms as shown in
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Figure 15: Varying target object radius scenario.
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Figure 16: Varying sensor availability probability scenario.

Figure 15(a). On the other hand, Figure 15(b) illustrates that
various algorithms require larger amount of messages when
the target radius increases. This is mainly due to the reason
that the larger the target radius the larger the size of the
minimum cover is. In both figures, we can observe that our
proposed algorithm generally achieves better performance
than the others.

7.5. Effect of Network Density. In this section, we have
simulated the scenario in which rs = 4.5 units, ro = 12.5

units, em = 20 units, and mean value B = 400 units. In
the simulations, we vary pa from 1 to 0.6 units. Generally
speaking, the smaller the sensor availability probability, the
fewer the sensors exist in the network. This results in
smaller network lifetime in various algorithms as shown
in Figure 16(a). On the other hand, Figure 16(b) illustrates
that our proposed algorithm requires similar amount of
messages no matter what the value of pa is. However, Round-
based and Single-MC require smaller amount of messages
when pa becomes smaller. This is mainly due to the reason
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that fewer sensors exist in the network. Therefore, the total
number of rounds required to find theMCs decreases in both
cases. Hence, this results in the smaller number of messages.
Nevertheless, we still observe that our proposed algorithm
generally achieves the best performance.

8. Conclusion and Future Work

In this paper, we study the perimeter coverage schedul-
ing problem. We found that this problem is solvable in
polynomial time under some special sensor configurations.
However, this problem is NP-hard in general. We realize
that the selection of a proper cover in each cycle leads
to a 2-approximation solution. We then propose a simple
distributed 2-approximation solution with O(size of the
minimum cover) number of messages, and we demonstrate
its effectiveness through simulations.

In the future, we plan to study the perimeter coverage
scheduling issues on the scenario where a sensor can monitor
multiple continuous portions of the perimeter on the target
object instead of a single continuous portion. In [29], we
have proposed a distributed O(maximum number of cover
ranges per sensor) approximation solution on the problem
of finding the minimum size and minimum cost set of
sensors to cover the perimeter of the whole target object.
To the best of our knowledge, no approximation solution
has been developed on the scheduling problem up to now
and the approximation ratio is likely to be larger than O(2×
maximum number of cover ranges per sensor). Therefore, we
would like to develop a distributed approximation solution
to tackle this issue in the coming future.
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