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Abstract. We propose a novel scene categorization method based on
multiscale category-specific visual words. The novelty of the proposed
method lies in two aspects: �1� visual words are quantized in a multiscale
manner that combines the global-feature-based and local-feature-based
scene categorization approaches into a uniform framework; �2� unlike
traditional visual word creation methods, which quantize visual words
from the entire set of training, we form visual words from the training
images grouped in different categories and then collate visual words
from different categories to form the final codebook. This generation
strategy is capable of enhancing the discriminative ability of the visual
words, which is useful for achieving better classification performance.
The proposed method is evaluated over two scene classification data
sets with 8 and 13 scene categories, respectively. The experimental re-
sults show that the classification performance is significantly improved
by using the multiscale category-specific visual words over that achieved
by using the traditional visual words. Moreover, the proposed method is
comparable with the best methods reported in previous literature in
terms of classification accuracy rate �88.81% and 85.05% accuracy rates
for data sets 1 and 2, respectively� and has the advantage in simplicity.
© 2009 Society of Photo-Optical Instrumentation Engineers. �DOI: 10.1117/1.3115471�
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Introduction

utomatic labeling or classification of an image to a spe-
ific scene category �e.g., indoor, outdoor, forest, coast� is a
hallenging problem, but finds wide-ranging applications in
isciplines such as image retrieval1–3 and intelligent vehicle
nd robot navigation.4,5 Scene classification helps not only
o organize image databases, but also to acquire knowledge
f the environment in order for an intelligent agent to in-
eract with it. Additionally, the category of a scene provides
ital contextual information for object recognition,6,7 visual
urveillance, and other computer vision tasks. The chal-
enge of scene labeling and classification comes from the
mbiguity and variability in the content of scene images,
hich is further worsened by the variations in illumination

nd scale.
In previously published literature, a popular approach

or scene classification is to employ global features to rep-
esent the scene. In principle, they consider the whole im-
ge as an entity and then rely on low-level features �color,
dges intensity, texture, gradient, etc.� to represent the char-
cteristics of the scene. Chang et al.2 proposed color and
exture features as descriptors of the scene. Vailaya et al.3

sed global color distributions, saturation values, and edge
irection histograms to describe the scene instead. Siagian
nd Itti4,8 proposed a global feature called the gist to rep-
esent the scene. The gist employs a visual attention model
o combine global color, intensity, and orientation features.

091-3286/2009/$25.00 © 2009 SPIE
ptical Engineering 047203-
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Using global features to represent the scene may be suf-
ficient for separating scenes with significant differences in
these properties. For example, the colors of forest and inner
city are not the same, and the edges of tall building and
mountain are quite different. On the other hand, if scenes
with similar global characteristics �e.g. bedroom versus sit-
ting room� are to be differentiated, then global features may
not be discriminative enough. Thus, features extracted from
local regions in a scene have been proposed for
classification.9,10

In the methods proposed by Luo and Savakis9 and by
Vogel and Schiele,10 types of objects that exist in the scene,
such as sky, grass, water, trunks, foliage, field, rocks, flow-
ers, and sand, are identified by supervised learning. The
types of the local regions are man-labeled or automatically
labeled by a semantic concept classifier based on low-level
image features. Theoretically, if the types of the local re-
gions can be successfully identified �i.e., object recogni-
tion�, the classification of the scene becomes trivial. In
practice, however, accurate object recognition remains an
unattainable goal at the moment. This is coupled with the
fact that a large number of training images is needed to
train the classifier for each object. Besides, manually label-
ing the training images for object recognition is a time-
consuming, expensive, and tedious process.

Recently, representing an image by a collection of local
image patches of certain size using unsupervised learning
methods11–13 has become very popular and achieved a cer-
tain success in visual recognition, image retrieval, scene
modeling/categorization, etc., due to its robustness to oc-
April 2009/Vol. 48�4�1
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lusions, geometric deformations, and illumination varia-
ions. In object recognition and image retrieval, the object
s represented by a set of visual parts with specific geomet-
ic configurations. In scene categorization, the scene type is
epresented by the co-occurrence of a large number of vi-
ual components or the co-occurrence of a certain number
f visual topics �intermediate representation�.14,15 In this
ype of methods, the local image features are quantized into

set of visual words �in analogy to the words in text� to
orm a codebook. Then an image is represented by the dis-
ribution of the visual words in the codebook with or with-
ut geometric configurations. Fei-Fei and Perona16 and
uelhas et al.17 independently proposed two different un-

upervised learning methods to learn visual words from lo-
al regions of the scene images, from which the distribu-
ions of the visual words are used to represent the images.
dditionally, a latent variable called the theme16 is also

earned and taken as the intermediate representation of the
cene. A comparative study conducted by Bosch et al.18 has
ointed out that using visual-word representations jointly
ith different techniques, such as probabilistic latent se-
antic analysis �pLSA�16,17,19 or latent Dirichlet

llocation,16 one obtains the best classification results for
cene classification.

The creation of the visual words is one of the key issues
or the visual-word-representation-based methods. The
uality of the generated visual words will significantly in-
uence the performance of the classification. The tradi-

ional visual-word creation strategy divides an image into
atches regularly or based on interest-point detection �e.g.,
he scale-invariant interest-point detector20�; then the scale-
nvariant feature transform �SIFT� features20 are extracted
rom the overlapped square patches to describe their gradi-
nt features �other features also can be used�. The SIFT
eatures then form a feature pool, which is subsequently
uantized into N visual words. The visual words are repre-
ented by the centroids of the clusters. They describe the set
f patches with similar features.

There are two disadvantages of the traditional visual-
ord-creating strategy. First, since each image is often di-
ided into hundreds of local patches �about 500 in Fei-Fei
nd Perona’s method16�, the computational burden of per-
orming quantization �clustering� on this large feature pool
s heavy in terms of memory and computational time. Con-
idering a 13-category scene classification task and 100 im-
ges per category, this will result in 650,000 128-
imensional features. Second, since the clustering
lgorithm is performed on the whole image set, it cannot
uarantee to generate visual words with better discrimina-
ive ability for scene classification. For instance, the fea-
ures extracted from the patches depicting the grass in an
pen country scene and the features extracted from the
atches depicting the trees in a forest scene may be grouped
n the same cluster due to the similarity of these two types
f patches in texture and color �Fig. 1�. The clustering al-
orithm will likely quantize the two different features into
ne visual word. Therefore, this visual word will lose its
iscriminative ability to separate these two scenes. Some
lgorithms �e.g., mutual information and the linear support
ector machine �SVM� hyperplane normal coefficient21� in
he field of object recognition have been proposed to select
he visual words with better discriminative ability; but after
ptical Engineering 047203-
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getting the visual words, some useful ones may disappear
during the traditional visual-word creation process, which
cannot be compensated for by selection. Even if we use
visual-word selection to select the most discriminative vi-
sual word after their creation, it still may be judged useless
for classification, and thus be eliminated in the selection
process.

In this paper, we propose a scene categorization method
based on multiscale category-specific visual words, which
combines the global features and local features of an image
into a uniform framework. Instead of creating the visual
words from a single scale or randomly selected scales with
limited range as in previous approaches,16,19 we propose to
quantize multiscale features into visual words that cover all
scales from the coarsest �global� to the finest �local re-
gions�. The multiscale approach provides a richer descrip-
tion of the scene image, which effectively helps to separate
scenes of different categories. Furthermore, we introduce a
category-specific visual word creation strategy, which can
generate more discriminative visual words than the tradi-
tional visual-word creation strategy and consume less
memory in each clustering operation.

The paper is organized as follows. In Sec. 2, we first
formulate the scene classification problem based on the
visual-word representation. This is followed by an over-
view of the proposed method. It describes the method and
various steps involved in generating the multiscale visual
words using the category-specific creation strategy, as well
as the feature extraction process and the classifier training.
Section 3 describes how to choose the number of scales, the
number of visual words, and the number of training images
for visual-word creation. Section 4 presents the experimen-
tal results. This paper is concluded in Sec. 5.

2 Proposed Method

2.1 Problem Formulation
The scene classification problem based on visual words
representation can be formulated in the following manner:
Given an image I�Rm�n and a set of scene categories
c= �c1 ,c2 , . . . ,cm�, we first represent the image I by a
codebook V consisting a set of visual words
V= �v1 ,v2 , . . . ,vk�. We denote this representation by R�I�;
it yields a vector r=R�I� , r�Rk, that indicates the distri-
bution or the presence of the visual words. The problem
then becomes one of finding a projection

Fig. 1 Two similar patches from different scenes. �The left patch is
from Open Country, which depicts trees, and the right patch is from
Forest, which depicts grassland�.
April 2009/Vol. 48�4�2
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f:R�I� → c , �1�

hat projects the visual-word representation of the image to
he scene category ci , i=1, . . . ,m, where it belongs.

.2 Overview
igure 2 depicts the overall framework of the proposed
ethod. It contains a training part that creates a visual
ord codebook from various categories of images and

rains the classifier. For visual-word creation, each training
mage is divided into regular patches at different scales,
rom which their SIFT features20 are extracted. Given the
IFT features, clustering is performed according to differ-
nt scales and scene categories to create representative vi-
ual words, which are represented by the centroids of the
lusters. The visual words are then entered into a codebook.
rom the same training set, each image is evaluated against

he visual-word codebook in order to determine a list of
isual words that can best represent the image. This list is
urther compiled into a feature vector to be used for train-
ng the classifier.

In the classification of testing images, the unknown im-
ge �one not found in the training set� is partitioned into
atches at different scales and its SIFT features extracted.
s in training, a list of visual words that best represent the

ocal features of the image is selected, and then a feature
ector is compiled according to this list. Finally, the feature
ector is classified by the SVM to obtain the scene type.

.3 Representation of the Scene Image Using
Multiscale Visual Words

n this subsection, we introduce the concept of using mul-
iscale visual words to represent a scene image. The previ-
us visual-word creation methods16,19 creates the visual
ords from a single scale or randomly selected scales with

imited range �from 10 to 30 pixels, with the aim of adapt-
ng the scale variation of the visual word�. They may fail to
escribe the image regions at other scales �especially the
lobal characteristic of the entire image�. Thus, we propose

Fig. 2 Framework
ptical Engineering 047203-
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to quantize visual words on all scales, from the coarsest
�global� to the finest regions. The visual words at the scale
of the whole image are capable of describing the global
characteristic of the image scene, while the visual words
with the consecutive smaller scales are able to represent
local features with different scales. Therefore, a multiscale
visual word combines the global features and local features
into a framework that can give us a richer representation of
the scene image.

Let us assume the codebook V consists of a set of
multiscale visual words V= �Vs , s=1,2 , . . . ,S�, where Vs

= �vi�s� , i=1,2 , . . .ns� is a set of visual words at scale s.
Based on this codebook, we employ a vector r=M�I� , r

= �rs�Rns , s=1,2 , . . . ,S��R�s=1
S ns to represent an given

scene image I�Rm�n. The vector indicates the distribution
or the presence of the visual words at different scales s
=1,2 , . . . ,S �S is the number of scales, and ns is the number
of visual words at scale s�.

To create the multiscale visual words, parts of the im-
ages are randomly selected from the training set. These
images are regularly divided into overlapped patches at dif-
ferent scales. For scale s, the width and height of the over-
lapped square patches are W /2s−1 and H /2s−1, respectively
where W is the width of the image and H is its height.
Figure 3 depicts the sampling strategy for scales 1, 2, and 3.
In scale 1, the whole image is taken as a patch. The features
extracted from this patch represent the characteristics of the
whole image. In scale 2, the image is divided into nine
overlapped patches. The features extracted from the patches
represent the characteristics of the regions in the scene im-
age with scale W /2 horizontally and H /2 vertically. �The
number of patches for scale s is �2s−1�2.� Similarly, the
patches from subsequent scales represent the characteristics
of regions in the scene with consecutively smaller scales.
Figure 4 illustrates the patch samples of a Coast scene at
different scales.

proposed method.
of the
April 2009/Vol. 48�4�3
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.4 Category-Specific Visual-Word Creation
Strategy

n this subsection, we introduce the category-specific
isual-word creation strategy. Figure 5�a� depicts the tradi-
ional visual-word creation process. The proposed category-
pecific visual word creation process is depicted in Fig.
�b�. Instead of quantizing the features from the whole fea-
ure pool, we firstly generate C feature pools from
-category scene images separately. Then we quantize the

eatures to create visual words independently from each
eature pool. Finally, the visual words are collated to form
he final visual-word codebook.

The steps of the category-specific visual-word creation
trategy are as follows:

Step 1. Divide the scene images into patches at dif-
ferent scales as described in Sec. 2.3.
Step 2. Extract SIFT features from the patches.
Step 3. Generate C �the number of categories� feature
pools at scale s,

P1
s = �f1

1,f2
1,f3

1, . . . �, P2
s = �f1

2,f2
2,f3

2, . . . �, . . . ,

PC
s = �f1

C,f2
C,f3

C, . . . � .

The features in each pool are patch features belong-
ing to the same category at scale s.
Step 4. Quantize the features in each pool separately,
using k-means clustering, to create the visual words
belonging to category c at scales:
v1�s�

c ,v2�s�
c ,v3�s�

c , . . . ,vn�s�
c , c=1, . . . ,C.

Step 5. Group the visual words together to form the
final codebook, V= �v1�s�

c ,v2�s�
c ,v3�s�

c , . . . ,vn�s�
c �.

Fig. 3 Overlapped patches at different

Fig. 4 Patch sam
ptical Engineering 047203-
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Figure 6 depicts the patch samples from a highway
scene, whose features are clustered to create the visual
words at scales 2 and 4 using the preceding method. As
illustrated, the patch samples at scale 2 depict a road with
sky at the top and plants or buildings at the sides. The
visual-word created by clustering the features from these
patch samples represent a theme. The patch samples at
scale 4 depict the sky and the plants beside the roads, i.e.,
the visual words created from the features extracted from
them represent sky and plant. Comparing these with the
visual words at scale 2, we see that the visual words at
scale 4 describe the local features in a more detailed man-
ner and represent the components �sky and plant� more
meaningfully. The visual words for the highway scene at
scale 4 represent the kind of objects that may exist in this
scene, while the visual words at scale 2 describe how these
objects are organized.

As seen from the category-specific visual-word creation
process, the visual words are quantized from features be-
longing to the same category. The process avoids mixing
features that may provide important differentiating cues for
classification from different categories. Take the example
mentioned previously: The traditional visual-word creation
strategy mixes the features of trees and grasses to form a
visual word, which reduces its discriminative ability in
separating the forest scene from the open country scene,
whereas the category-specific creation strategy is able to
separate these two similar features by forcing these patches
of similar features from different scene categories to cluster
separately. Moreover, for the category-specific strategy,
since the feature pool of the traditional strategy is divided

�triangles denote the sampling points�.

t different scales.
scales
ples a
April 2009/Vol. 48�4�4

se: http://spiedl.org/terms



i
p
t
m
W
i
s
r

a
r
b

Qin and Yung: Scene categorization with multiscale category-specific visual words

O

Downloaded Fro
nto C separate feature pools, the clustering operation is
erformed on a feature pool with size 1 /C times that in the
raditional strategy each time. Thus, the usage of memory is

ore efficient for the proposed strategy. In other words, if
bytes of memory space is needed for performing cluster-

ng in the traditional strategy, only W /C bytes of memory
pace is consumed by the category-specific strategy at each
unning of the clustering algorithm.

Inevitably, this visual word creation method will gener-
te redundant visual words. These redundant words can be
educed using the visual-word selection method proposed
y Nowak and Juries.21 In our method, instead of introduc-

Fig. 5 �a� Traditional visual-word creation proce
ation procedure.
ptical Engineering 047203-
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ing a separate visual-word selection process, we choose to
combine the selection process with the classifier training
process, which is be discussed in Sec. 2.6. Before that, Sec.
2.5 presents a theoretical analysis of how the category-
specific strategy can generate more discriminative visual
words.

2.5 Theoretical Analysis of the Category-Specific
Visual-Word Creation Strategy

In order to measure the quality of the visual words created
by different strategies, we employ the following equation to

b� multiscale category-specific visual-word cre-
dure; �
April 2009/Vol. 48�4�5
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easure the discriminative ability of a visual word. Denote
y ci the i’th scene category and by C the number of scene
ategories. Let V j =1 mean that visual word j is detected in
scene image. The measurement of discriminative ability

f visual word j corresponding to class ci is calculated as

�V j,ci� = − �log
p�V j = 1	ci�p�ci�

�k=1
C p�V j = 1	ck�p�ck�

+ log
1 −
p�V j = 1	ci�p�ci�

�k=1
C p�V j = 1	ck�p�ck�

�� . �2�

larger value of I�V j ,ci� means that the visual word has
etter discriminative ability. If p�V j =1 	ci�p�ci� /�k=1

C p�V j

1 	ck�p�ck�=0.5, which means that the probability that vi-
ual word j is detected in scene category ci is the same as
he probability that it is detected in other scene categories,
t indicates that the presence of V j is not able to separate ci
rom other scene categories. In this case, I�V j ,ci� has its
inimum value.
Let us consider a two-class scene classification problem.

igure 7 depicts the distributions of the patch features com-
ng from two different scene categories. The left ellipse,
rawn with a solid line, represents the distribution of the
atch features from class 1, and the right ellipse, drawn
ith a dashed line, represents the distribution of the patch

eatures from class 2. If the traditional visual-word creation
trategy has been used to generate the visual words, these
verlapped patch features may cause the clustering algo-
ithm to consider them as one cluster. The centroid of the
atch features will then be used to represent the visual word
. In this case, given a patch feature coming from one of

he two classes, the probability of V given class c is the
ame, i.e., p�V=1 	c1�= p�V=1 	c2�. Assuming that p�c1�
p�c2�=0.5, the discriminative ability value of the visual
ord V is I�V ,c1�=−2 log 0.5, which is the minimum dis-

riminative value. In other words, the visual word V cannot
rovide any useful information for separating the two scene
ategories. If we employ the category-specific strategy, the
lustering is conducted in two different feature spaces sepa-

ig. 6 Patch samples whose features are clustered to create the
isual words at scales 2 and 4.
ptical Engineering 047203-
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rately, and then the centroids of classes 1 and 2 represent
the visual words V1 and V2, respectively. Given a patch
feature f from class 1, we have p�V1=1 	c1�� p�V1=1 	c2�
for V1 and p�V2=1 	c1�� p�V2=1 	c2� for V2. Thus,
I�V1 ,C�= I�V2 ,C��−2 log 0.5, which indicates that V1

and V2 are better adapted to the classification problem. The
results can be easily extended to the multiclass problem if
we take the n-class problem as n separate two-class prob-
lems, which separate one class from another class each
time. Therefore, it can be concluded that the category-
specific visual-word creation strategy generates more dis-
criminative visual words than the traditional strategy.

2.6 Feature Extraction and Classifier Training
This subsection presents the steps involved in extracting
features from the scene image based on the visual words,
and in training the classifier.

Given the visual words, a codebook is used to represent
the scene image by calculating the presence of the visual
words in the image. Assume that the codebook has n visual
words, and a scene image is represented by an
n-dimensional vector x. The i’th element in the vector cor-
responds to the i’th visual word. If the i’th visual word
exists in the current image, the corresponding i’th element
of the feature vector x is set to 1, otherwise 0. The feature
extraction steps are as follows:

Step 1. Given an image I, divide it into ms patches at
scale s.
Step 2. Extract ms SIFT features at scale s from the
patches.
Step 3. Set k=1.
Step 4. For the k’th SIFT feature fk that is at scale s,
calculate its distance, dkj = 
fk−V j
2, j=s1 , . . . ,sn
�s1 , . . . ,sn are the indices of visual words in the code-
book at scale s�, to each visual word in the codebook
at the same scale s. The k’th patch can be represented
by the l’th visual word with the minimum distance to
the feature of the patch, l=minj
fi−V j
2.
Step 5: Set the l’th element of x to 1.

Fig. 7 Distributions of patch features from two different categories.
April 2009/Vol. 48�4�6
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Step 6. If k equals N �N=�s=1
S ms, the number of vi-

sual words�, terminate the process; otherwise set k
←k+1 and go back to step 4.

In the training process, images in the training set can be
epresented as a set of n-dimensional features,
x1 ,x2 ,x3 , ¯ ,xL�, where L denotes the number of training
mages. To formulate it into a SVM classifier, given a train-
ng set of labeled data ��xi ,yi� 	 �xi ,yi��Rn� ��1�, i
1, . . . ,L�, where x1 ,x2 , . . . ,xL are the n-dimensional fea-

ures that have been labeled as y1 ,y2 , . . .yL, the training of
he SVM classifier with a linear kernel can be formulated as
he following optimization problem for a two-class classi-
cation problem:

in
w,�

P�
i=1

L

�i +
1

2

w
2

.t. yiw
T�xi

T1�T + �i � 1, �i � 0,i = 1, . . . ,L , �3�

here P�0 is a penalty parameter �P=1 in this paper�, and
i is the slack variable that represents the classification er-

or of xi. In the classification stage, given a feature vector
t, the sign of wT�xi

T 1�T determines the class of this vector.
he two-class SVM classifier can be extended to a multi-
lass situation using the one-against-all method.22 That is,
e take the labels of samples from one class as 1 and the

abels of samples from other classes as −1, then solve the
receding optimization problem C �the number of classes�
imes.

From the formulation of the SVM classifier, we can see
hat the absolute value of an element of w determines the
mportance of the corresponding visual word for classifica-
ion. In this way, the SVM classifier with linear kernel si-

ultaneously performs feature selection.

Parameter Setting Through k-Fold Cross-
Validation

or such a multiscale and visual-word-based classification
ethod, it is critical to select the right scale, the right num-

er of visual words, and the right number of images used to
reate the visual words from the training set. In this section,
e describe how to set these parameters using k-fold cross-
alidation.

The method of k-fold cross-validation is very popular
or model selection and accuracy estimation.23 This method
rst divides the samples into k folds. Then k experiments
re performed. In each experiment, k−1 folds are selected
or training and the remaining one for testing. The true
ccuracy rate is estimated as the average accuracy rates of
he k experiments. Figure 8 depicts a four-fold cross-
alidation. The advantage of k-fold cross-validation is that
ll the examples in the data set are eventually used for both
raining and testing. It overcomes the proneness to mislead-
ng estimation of the holdout method, which simply per-
orms a single train-and-test experiment. Of course, it is not
s computationally demanding as the cross-validation
ethod. A common choice for k is 10, which is adopted in

his paper.
ptical Engineering 047203-

m: http://opticalengineering.spiedigitallibrary.org/ on 04/08/2013 Terms of U
For setting the number of visual words, we search the
parameter space exponentially. That is, we search a number
of visual words in the space equal to 2b ,2b+1 , . . . where b
denotes the lower bound. We first set the lower bound of
the number of visual words at scale s as Ns=2b. Then, we
use the 10-fold cross-validation to estimate the accuracy
rate in the training set for Ns=2b ,2b+1 , . . . sequentially until
the accuracy rate improvement between two consecutive
experiments is smaller than a threshold T1 �we set T1
=0.001 in this paper� or the accuracy rate is lower than in
the previous experiments. Figure 9�a� shows the change of
accuracy rates with the increase in the number of visual
words at scale 3. It can be seen that the accuracy rate ap-
pears to be asymptotic to 0.81, being 0.8175 for 29 visual
words and 0.8172 for 210. Given that, 210 is chosen as the
best number of visual words for scale 3.

For setting the number of scales, we adopt the same
strategy as in setting of the number of visual words. After
setting the best number of visual words for scale 1, we
obtain the best accuracy rate, denoted as R1, for it. After
setting the best number of visual words for scale 2, we
obtain the best accuracy rate when including scale 2. Then,
we combine scales 1 and 2 to obtain an accuracy rate de-
noted by R2. Following the same procedure, we obtain
R3 ,R4 , . . .. If Ri−Ri−1 is smaller than a threshold T2 �we set
T2=0.005 in this paper�, we choose i as the best number of
scales. Figure 9�b� shows the accuracy rate versus the in-
crement of scales �i.e., for scale 1, scale 1+2, scale 1+2
+3, scale 1+2+3+4, and scale 1+2+3+4+5�, which is
obtained using the 10-fold cross-validation in the training
set. We can see that the accuracy rate begins to level after
including scale 5. Therefore, we choose scale 1+2+3+4
+5 as the scale setting for this paper.

The number of images used to create the visual words
from the training set may affect the performance and effi-
ciency of the algorithm. On one hand, if too few images are
used to create the visual words, the created visual words
cannot describe the characteristics of the scene images suf-
ficiently in certain categories, which may reduce the perfor-
mance of the algorithm. On the other hand, using too many
images to create the visual words may result in a large
number of patch features for clustering, which is a time-
consuming process. Therefore, we also employ the k-fold
cross-validation to select the best number of images in the
training set for creating the visual words. Figure 9�c� shows
the change of accuracy rates with the increase in the num-
ber of visual words. �The numbers of visual words are 48 �6
in each category�, 80 �10 in each category�, 320 �40 in each
category�, 800 �100 in each category�, and 1280 �160 in
each category��. We can see that the effect of the number of

Fig. 8 Four-fold cross-validation.
April 2009/Vol. 48�4�7
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mages for visual-word generation on the performance is
mall compared with the number of visual words and the
umber of scales. Using only 48 �6 in each category� im-
ges, we have obtained an 86.11% accuracy rate, and only

ig. 9 �a� Accuracy rate versus the number of visual words for scale
; �b� accuracy rate versus the number of scales; �c�: accuracy rate
ersus the number of images for visual-word generation.
ptical Engineering 047203-
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a little improvement �88.74%� by including 1280 �160 in
each category�. By considering the balance between perfor-
mance and computational burden, we choose 800 images
�100 in each category� for the generation of visual words.

4 Experimental Results
The performance of the proposed scene classification
method was tested on two data sets, which have been
widely used in the previous research.16,19,24,25 For simplici-
ty’s sake, we focus our analysis and discussion on data set
1, whereas we only report the overall results for data set 2.

Data set 1. 2688 color images from 8 categories: coast
�360 samples�, 328 forest �328 samples�, mountain �274
samples�, open country �410 samples�, highway �260
samples�, inner city �308 samples�, tall buildings �356
samples�, and streets �292 samples�. The average size of
each image is 256�256. Gray version of the images is
used for our experiments.

Data set 2. 3759 images from 13 categories: coast �360
samples�, forest �328 samples�, mountain �274 samples�,
open country �410 samples�, highway �260 samples�, inner
city �308 samples�, tall buildings �356 samples�, streets
�292 samples�, bedroom �216 samples�, kitchen �210
samples�, living room �289 samples�, office �215 samples�,
and suburb �241 samples�. This data set is an extension of
data set 1 by adding five new scene categories.

Figure 10 depicts some samples from data set 1. The
experiments reported in Refs. 16, 19, and 24 only use the
holdout method to estimate the accuracy rate, i.e., the ac-
curacy rate is estimated by only a single split into training
set and test set. This may underestimate or overestimate the
accuracy rate. In our experiments, we perform a 10-fold
cross-validation in order to achieve a better performance
estimation. Moreover, in order to have a reliable compari-
son between different visual-word creation strategies, as
well as a comparison between the multiscale method,
single-scale method, and randomly-selected-scale method,
we also performed the paired Student t-test26 on the accu-
racy rates from 10-fold cross-validation at 5% statistical
significance level. That is, we want to verify that the mean
of the 10 accuracy rates obtained by a method is statisti-
cally different from the mean obtained by the other meth-
ods. We assume that the distribution of the accuracy rates
obtained by using different training sets and test sets is
normally distributed, because, given a classification algo-
rithm, accuracy rates are mainly affected by two factors: �1�
the features of samples in the training set and �2� the fea-
tures of samples in the test set. We can safely assume that
the distribution of features of the images from a specific
scene category is a normal distribution. This is because we
can assume a prototype of a scene category �e.g., forest�.
Then the samples are varities of this prototype, including
variations in the content �e.g., different kinds of trees, dif-
ferent numbers of trees�, in illumination, in scale, etc. The
features of the training set are formed by randomly select-
ing samples from the normal feature distribution. By doing
April 2009/Vol. 48�4�8
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o 10 times to form different groups of samples, we get the
0 different training sets for the 10-fold cross-validation. It
s obvious that the means of the features of different train-
ng sets are normally distributed, which indicates that the
haracteristics of the different training sets are normally
istributed. It is the same for the different test sets. Thus,
he combination of these two factors is also normally dis-
ributed. Therefore, we can safely assume that the distribu-
ion of the accuracy rates obtained by using different train-
ng sets and test sets is normally distributed.

Table 1 shows the classification accuracy rates for visual
ords at each scale created by the traditional visual-word

reation strategy and by the category-specific visual-word
reation strategy. �Since the traditional visual word creation
trategy performs clustering on the whole set of patch fea-
ures, the memory and time complexity for the clustering
peration for scale 5 is huge. Thus, we only do the com-
arison up to scale 4.� As can be seen, the category-specific
isual-word creation strategy outperforms the traditional
ne significantly and consistently for every scale.

Using the parameter setting procedure introduced in Sec.
, we generate 32, 128, 2048, and 4096 �total: 6304� visual
ords for scales 1 to 4, respectively, when the category-

pecific creation strategy is applied, and 16, 512, 64, and
048 �total: 2640� visual words when the traditional cre-
tion strategy is applied. In order to evaluate the usefulness
f the visual words generated by the two different strategies
o the classification problem, we also employ the

Fig. 10 Samp

Table 1 Classification accuracy for each scale of visual words.

reation
trategy

Accuracy �%�

Scale 1 Scale 2 Scale 3 Scale 4

raditional 32.07±3.34 65.98±3.87 68.96±3.83 82.68±2.88

ategory-
pecific

68.09±4.67 73.64±3.04 80.45±3.49 86.56±3.58
ptical Engineering 047203-
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discriminative-ability measurement formulated as Eq. �2�.
Since the numbers of visual words generated by the two
strategies are different, we only extract the most discrimi-
native 1000 visual words generated by each strategy for
comparison. In this case, we cannot assume that the distri-
bution of the discriminative-ability measure of the 1000
visual words is normal. Thus, the Wilcoxon rank sum test27

is performed to test whether the discriminative ability of
the visual words generated by the category-specific strategy
is better than those generated by the traditional strategy at
5% significance level. The medians of the discriminative
value of these visual words are 131.51 for the category-
specific strategy and 123.93 for the traditional strategy. The
Wilcoxon rank sum test shows that the discriminative abil-
ity of the visual words generated by the category-specific
strategy is better than that of those generated by the tradi-
tional strategy at the 5% significance level.

Figure 11 depicts the distributions of the multiscale
category-specific visual words in the test set. The legend at
the right of the figure shows the correspondence between
the filled patterns and visual words created from specific
scene categories. Figure 11�a� demonstrates the distribution
of the visual words at scales 1, 2, 3, and 4 in the test images
from coast scenes. The four bars filled with light horizontal
strokes denote the frequency of visual words specific to the
coast samples in the training set at scales 1, 2, 3, and 4. As
shown, visual words specific to the coast samples are the
most frequently detected visual words from the coast
samples in the test set across all the four scales. These bars
filled with light horizontal Strokes are obviously higher
than the bars filled with other patterns, while they are lower
than the other bars in Fig. 11�b�–11�h�, which means that
the coast-specific visual words are most likely to be de-
tected from coast scenes while being less likely to be de-
tected from other scenes. Likewise, the same property is
also depicted in the distribution of visual words created
from other scene categories, which indicates the discrimi-
native ability of the proposed category-specific generation
strategy. This distribution figure also offers other useful in-

m data set 1.
les fro
April 2009/Vol. 48�4�9
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ormation. For instance, from Fig. 11�a�, we can see that
he visual words from open country are the second most
requently detected visual words for the samples from
oast, which means that the visual words from open coun-
ry are also likely to be detected in the coast scene. This
eveals the similarity between coast and open country
since we have not included color information in the clas-
ification, it is not easy to separate sea water in the coast
cene from the grassland in the open country scene� and
lso reveals that the coast scene may be easier to confuse
ith the open country scene than other scenes are. Simi-

arly, Fig. 11�b� shows that forest may be easily misclassi-
ed as open country. Additionally, from Fig. 11�f�, we ob-
erve that the distribution difference between the visual
ords from open country and the visual words from other

Fig. 11 Distributions of the multiscale category
categories in the test set.
ptical Engineering 047203-1
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categories are less obvious. It means that the open country
is much more difficult to differentiate from other scenes,
which explains its lowest classification accuracy rate
among all the other scenes. This observation is further sup-
ported by the following analysis of the confusion table in
Table 3.

Table 2 shows the classification accuracy rates after
combining the four-scale visual words created by the tradi-
tional visual-word creation strategy and the category-
specific visual-word creation strategy. The paired t-test
shows that the category-specific visual-word creation strat-
egy outperforms the traditional visual-word creation strat-
egy after combining the visual words from four scales, with
5% statistical significance level. Comparing the accuracy
rates of Table 1 achieved by the single-scale visual words

c visual words of samples from different scene
-specifi
April 2009/Vol. 48�4�0
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ith the accuracy rates of Table 2 achieved by the multi-
cale visual words, it is noted that the performance is ob-
iously improved by using the multiscale visual words.
oreover, we also compared the performance of the mul-

iscale visual words with the performance of the visual
ords with randomly selected scales in the range between
0 to 30 pixels as used in Ref. 16. �The positions of the
ampling points for the visual words with random scales
re the same as the positions of the sampling points at scale
.� The accuracy rate for the visual words with randomly
elected scales is �82.68�4.38�%, which is poorer than
ith the proposed multiscale visual words.
Table 3 depicts the confusion table estimated by 10-fold

ross-validation for data set 1. The diagonal entries are the
verage accuracy rates for each scene category. The off-
iagonal entries are the percentages of images that are mis-
lassified into other categories. For instance, the element in
ow 1 and column 6 �not including the title fields� shows
hat 10.00% of the images that belong to coast are misclas-
ified into open country �a similar result is shown in row 6,
olumn 1�. From row 1 of Table 3, we can see that most of
he misclassified images of the category coast are misla-
eled as open country.

Figure 12 presents some of the correctly classified
amples, and Fig. 13 presents some of the misclassified
amples. The images in the first row of Fig. 13 illustrate

Table 3 Confusion

Coast Forest Highway

Coast 87.78 0.56 0.28

Forest 0 94.87 0

Highway 4.23 0.38 85.38

Inner city 0.33 0 0.26

Mountain 2.16 2.43 0.54

Open country 10.00 2.44 0

Street 0 0 3.10

Tall building 0 0.57 0

able 2 Classification accuracy after combining the four-scale visual
ords.

reation strategy

Accuracy �%�

Scale 1+2+3+4
Randomly
selected scales

raditional 84.33±2.67 —

ategory-specific 88.15±3.18 82.68±4.38
ptical Engineering 047203-1
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some coast samples that are incorrectly classified. Most of
them are confused with open country images. The misclas-
sified coast images show a certain similarity to the open
country images at first glance, especially when there is no
other information to help us separate sea water from grass-

of data set 1 �%�.

r
Mountain

Open
country Street

Tall
building

8 1.11 10.00 0 0

2.94 2.19 0 0

1 1.54 4.23 1.92 0

1 0 0.26 5.05 4.58

88.40 6.19 0 0.27

3.90 83.17 0 0.49

1 0 0 87.37 3.01

3 1.67 0.29 0.29 94.45

Fig. 12 Correctly classified samples.
table

Inne
city

0.2

0

2.3

89.5

0

0

6.5

2.7
April 2009/Vol. 48�4�1

se: http://spiedl.org/terms



l
F
o
s
g
f
g
c
s
t
c

F
l
r

F
r
s

Qin and Yung: Scene categorization with multiscale category-specific visual words

O

Downloaded Fro
and. We also can find the similar case in the sixth row of
ig. 13. It is difficult to identify whether the bottom region
f the last image of the sixth row of Fig. 13 is grassland or
ea. Figure 14 shows that in this misclassified image, a
rassland patch is incorrectly represented by a visual word
rom coast that denotes the sea. This may result in ambi-
uity between a coast scene and an open country scene. If
olor or other features are introduced appropriately to de-
cribe the characteristics of the patches, the confusion be-
ween coast and open country may be reduced, which indi-
ates that the SIFT feature is not sufficient to represent the

ig. 13 Misclassified samples. �Words above the images are the
abels predicted by the classifier, and the word on the left of each
ow is the true label of the images in that row.�

ig. 14 The grassland patch of the open country image is incor-
ectly represented by the visual word from coast that denotes the
ea.
ptical Engineering 047203-1
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local image in some cases. The entries in row 3 of Table 3
show that the highway images can be confused with the
coast and open country images due to the similar spatial
structure of the scenes �they are scenes with the openness
characteristic�. Furthermore, the road surface in highway
also may be confused with the surface of the sea in coast or
the grassland in open country. This ambiguity also may
result in misclassification. From row 7 of Table 3, we can
observe that a street scene may be misclassified as inner
city or tall building. The reason may be that buildings,
roads, cars, and pedestrians may exist in all three types of
scenes. If buildings occupy a large part of a street image, it
may be confused with tall building or inner city. If roads or
cars occupy a large part of a street image, it may be con-
fused with highway �e.g., row 7 of Fig. 13�.

Table 4 shows the performance of the proposed method
versus other results in the literature using the same data
sets. We can see that the proposed method achieves com-
parable performance to the best results obtained among
those methods, in terms of accuracy rate. The best results
reported in Ref. 25 were obtained with a hybrid generative-
discriminative approach, which is much more complex than
the proposed method. The performance of the proposed
method is slightly superior to their result in data set 1 �by
1.01%�, but poorer than their result in data set 2 �by
0.85%�. Note that the results reported in Ref. 25 were esti-
mated by only a single training-set–test-set split. This esti-
mation of the performance using the single split is not as
reliable as the estimation obtained by the 10-fold cross-
validation. In the ten classification rates generated by the
ten different training-set–test-set splits using 10-fold cross-
validation, for data set 1, the best result we obtained is
95.11%, and the worst result 83.33%. For data set 2, the
best result we obtained is 88.98%, and the worst result
81.89%. This shows that without using k-fold cross-
validation or other more reliable methods to estimate the
performance, a single training–test-set split may generate
bias in performance estimation.

5 Conclusion
In this paper, we have presented a scene categorization ap-
proach based on the multiscale category-specific visual
word. The multiscale visual words give us a richer repre-
sentation of the scene images, which represents each of
them from the whole image down to consecutive smaller
regions of it. This representation combines the global-

Table 4 Results obtained by the proposed method versus previous
ones.

Data set

Accuracy �%�

Proposed method Other methods

1 88.81±3.74 87.8,25 86.6519

2 85.05±2.16 85.9,25 65.2,16 73.419
April 2009/Vol. 48�4�2
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eature-based approach and the local-feature-based ap-
roach into a uniform framework, which can help us to
ifferentiate images from different scene categories. More-
ver, the category-specific visual-word creation strategy is
apable of generating visual words with better discrimina-
ive abilities than the traditional strategy. The theoretical
nalysis highlights the advantages of the proposed
ategory-specific strategy.

We have tested the proposed method on two data sets
ith 8 and 13 scene categories, respectively, which are
sed widely by other research groups. The experimental
esults have shown that the proposed multiscale category-
pecific visual words significantly outperform the tradi-
ional visual words and that their performance is compa-
able to the best results reported in the previously published
iterature in terms of classification accuracy rates. In the
roposed method, only using a list of visual words without
raining other complex models �such as the pLSA or hybrid
enerative-discriminative model�, we have obtained com-
arable performance, which shows the advantage of the
roposed method in simplicity.

As it is, our proposed method has not included the spa-
ial correlations between visual words yet. We believe that
patial information would further improve the proposed
ethod’s performance. In our future work, we will consider
odeling the spatial correlations between visual words.
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