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Abstract. In this paper, we study the problem of online pricing for
multi-type items. Given a seller with k types of items where the amount
of each type is m, a sequence of users {u1, u2, ...} arrive one by one. Each
user is single-minded, i.e., each user is only interested in a particular
bundle of items. The seller must set the unit price and assign some
amount of bundles to each user upon his/her arrival. Bundles can be
sold fractionally. Each ui has his/her value function vi(·) such that vi(x)
is the highest unit price ui is willing to pay for x bundles. The objective
is to maximize the revenue of the seller by setting the price and amount
of bundles for each user. In this paper, we first show that the lower bound
of the competitive ratio for this problem is O(log h+log k), where h is the
highest unit price to be paid among all users. We then give a deterministic
online algorithm Pricing, whose competitive ratio is O(

√
k · log h log k).

The lower and upper bounds match with the optimal result O(log h)
asymptotically when k = 1.

1 Introduction

Economy, a very important facet in the world, has received deep-and-wide stud-
ies by scientists from economy, mathematics, and computer science for many
years. In computer science, researchers often build theoretical models for some
economic events, then solve the problems by using techniques derived from al-
gorithm design, combinatorial optimization, randomness, etc.

In this paper, we study the problem of item pricing, which is one of the most
important problems in computational economy. Item pricing contains two kinds
of participators: the seller and the user. The seller has some items, which will
be sold to the users at some designated prices; the user will buy the items at an
acceptable price. The objective is to maximize the total revenue of the seller by
assigning items to the users. To achieve this target, the prices of the items must
be sold dynamically, i.e., the prices of items are different for different users, at
different times, in different locations, with different amounts, ... If the designated
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price is higher than the expected price of an user, this user will reject the item;
otherwise, this user will accept the item.

Formally speaking, given a seller with k types of items, i1, i2, ..., ik, the
amount of each type is m, thus, the total amount of items is m ·k. A sequence of
users {u1, u2, ...} come one by one, each user is single-minded, i.e., each user is
only interested in a particular bundle of items. For example, user u’s interested
bundle is Iu = {i1, i2} (or Iu = {1, 2}). The bundles can be sold fractionally, but
the amount of each item in the sold bundle must be the same. Still considering
the above example on user u, the seller may sell half bundle to u, i.e., half i1 and
half i2. The seller must set the unit price and sell a certain number of bundles to
each user on his/her arrival. In this paper, easy of computation and comparison,
the unit price is defined on items, not on bundles, even though, one can convert
to the other easily. For example, the seller sells 1.5 bundles Iu = {1, 2} to u at
price 3, then the unit price is 1. Actually, if we define the unit price on bundle,
the results in this paper still hold, because unit price on bundle I can be regarded
as |I| times the unit price on item. However, define the unit price on item is more
convenient since different bundles can be compared easily. Each ui has his/her
value function vi(·) such that vi(x) is the highest unit price ui is willing to pay
for x bundles. Generally, the more bundles an user buys, the lower unit price he
expects. Thus, in this paper, we assume that vi(x) is non-increasing. Let h be
the highest value among all vi(x), i.e., vi(x) ≤ h for all i and x. When user u
comes with his interested bundle Iu, assuming that the seller sets unit price p
and assigns ℓ bundles to u. If p > vi(ℓ), user u cannot accept this price, thus,
no bundle is bought by u. Otherwise, p ≤ vi(ℓ), u will accept this price and pay
p · ℓ · |Iu| to the seller.

To understand this model clearly, consider the example as shown in Figure
1. The seller has k = 3 types of items, and each type contains m = 2 items.
There are three single-minded users who want to buy these items. User 1’s
interested bundle is I1 = {1, 2}; the unit prices at which user 1 is willing to buy
his interested bundle are 5 and 5 for buying 1 and 2 bundles respectively, i.e.,
v1(1) = v2(1) = 5. User 2’s interested bundle is I2 = {2, 3}; the unit prices at
which user 2 is willing to buy his interested bundle are 6 and 4 for buying one
and two bundles respectively, i.e., v2(1) = 6 and v2(2) = 4. User 3’s interested
bundle is I3 = {1, 3}; the unit prices at which user 3 is willing to buy his
interested bundle are 7 and 4 for buying one and two bundles respectively, i.e.,
v3(1) = 7 and v3(2) = 4.

When user 1 comes, to maximize the seller’s revenue on this user, the seller
will assign 2 bundles of I1 = {1, 2} at unit price 5 to him. When user 2 and
user 3 come, there is no item 1 and item 2 left. In this case, user 2 and user
3 cannot buy anything and the total revenue of the seller is 20. However, the
optimal strategy can achieve a total revenue of 36 by assigning one bundle of I1
at unit price 5 to user 1, one bundle of I2 = {2, 3} at unit price 6 to user 2, and
one bundle of I3 = {1, 3} at unit price 7 to user 3.
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Fig. 1. An example of online pricing for multi items.

We consider the online version of this problem, i.e., before the i-th user
comes, the seller has no information of the j-th user for j ≥ i. To measure the
performance of online algorithms, competitive analysis is generally used, i.e.,
to compare the outputs between the online algorithm and the optimal offline
algorithm (which assumes all information is known in advance). Given the seller
with item set B and an user sequence σ, let A(B, σ) and O(B, σ) denote the
total revenue received by the seller according to the online algorithm A and the
optimal offline algorithm O, respectively. The competitive ratio of the algorithm
A is

RA = sup
B,σ

O(B, σ)

A(B, σ)
.

The pricing problem for items has been well studied in the past few years.
Both multi-type and single-type items have been considered. Previous work has
been focused on two supply models: the unlimited supply model [1, 2, 6, 10, 12]
where the number of each type of item is unbounded and the limited supply
model [1, 3–5, 7, 11, 13, 14] where the number of each type of item is bounded by
some value. As for the users, there are several users’ behaviors studied, including
single-minded [7–10, 12, 14] (each user is only interested in a particular set of
items), unit-demand [2–6, 12, 14] (each user will buy at most one item in total)
and envy free [1, 5, 7, 10, 12] (after the assignment, no user would prefer to be
assigned a different set of items with the designated prices, loosely speaking,
each user is happy with his/her purchase). Most of the previous studies have
considered a combination of the above scenarios (e.g. envy-free pricing for single-
minded users when there is unlimited supply). In [15], Zhang et al. considered
a more practical and realistic model in the sense that the seller has a finite
number of items (one type of item with limited supply) and users can demand
more than one items and arrive online. They proved that the lower bound of
the competitive ratio is O(log h), moreover, they gave a deterministic online
algorithm with competitive ratio O(log h), where h is the highest unit price.
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In this paper, besides generalizing the problem to more than one type of
items and bundles of items required by users, the idea used in our proposed
online pricing algorithm is rooted by considering the amount of remaining items
in additional to the user’s value function in determining the price and amount of
items to be sold. The proof in establishing the upper bound is more complicated
by employing a fine price partition. The result in this paper can also match the
optimal result O(log h) [15] asymptotically when there is only one type of item
(k = 1) in the model.

This paper is organized as follows: Section 2 proves the lower bound of the
competitive ratio for this variant to be O(log h + log k); in Section 3, a deter-
ministic online algorithm whose competitive ratio is O(

√
k log h log k) is given.

2 Lower Bound of the Competitive Ratio

In this part, our target is to show the lower bound of the competitive ratio of
the online pricing problem for multi type of items is O(log h+ log k), where h is
the highest unit price and k is the number of types.

To easily analyze the lower bound, we assume that h = 2ℓ and k = 2j , i.e.,
log h and log k are both integers. The lower bound is proved step by step. In each
step, the adversary sends an user to the seller. In this proof, all value functions
are flat, particularly, the value function v(x) is some power of 2 for all x.

In the first log k steps, the value function v(x) = 1.

Step 1:

The adversary sends user u1 to the seller, and u1’s interested bundle is {1}.
If the seller assigns x1 bundles to u1 such that x1 ≤ m/(log h + log k), the

adversary stops. In this case, the revenue of the seller is at mostm/(log h+log k),
while the maximal revenue is m by assigning all m bundles to u1. Thus, the ratio
in this case is at least O(log h+ log k).

Otherwise, the seller assigns more than m/(log h+ log k) bundles to u1. The
adversary will send the next user to the seller.

Step 2:

The adversary sends user u2 to the seller, u2’s interested bundle is {1, 2}.
If the seller assigns x2 bundles to u2 such that x1 + x2 ≤ 2m/(log h+ log k),

the adversary stops. In this case, the revenue of the seller is at most x1 +2x2 ≤
3m/(log h+ log k), while the optimal revenue is 2m by assigning all i1 and i2 to
user u2. Thus, the ratio in this case is at least O(log h+ log k).

Otherwise, the seller assigns x2 bundles to u2 such that x1+x2 > 2m/(log h+
log k).

...
Step ℓ: (1 < ℓ ≤ log k)
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The adversary sends user uℓ to the seller such that uℓ’s interested bundle is
{1, 2ℓ−2 + 1−−2ℓ−1}.

If the seller assigns xℓ bundles to uℓ such that
∑ℓ

t=1 xt ≤ ℓ ·m/(log h+log k),
the adversary stops. In this case, the revenue achieved by the seller is

x1 + 2x2 + ...+ (2ℓ−2 + 1)xℓ (1)

Lemma 1. If the adversary stops at step ℓ, the total revenue is at most

(2ℓ−1 + ℓ− 1)m

log h+ log k
.

Proof. From previous steps, we have

t∑
p=1

xp ≥ tm

log h+ log k
(1 ≤ t < ℓ),

thus,
ℓ∑

p=t+1

xp ≤ (ℓ− t)m

log h+ log k
(1 ≤ t < ℓ).

Therefore, Equation (1) achieves the maximal value (2ℓ−1+ℓ−1)m
log h+log k when each xp

equals to m/(log h+ log k). ⊓⊔

The optimal revenue is (2ℓ−2 +1)m by assigning all m bundles to uℓ. There-
fore, in this case, the competitive ratio is still bounded by O(log h+ log k).

Otherwise, the adversary sends the next user to the seller.
...

In the following log h steps (step log k+1 ≤ ℓ ≤ log k+ log h), the interested
bundles are {1, k/2+1−−k}, and the value functions are v(x) = 2ℓ−log k at step ℓ.

Step log k + 1:
The adversary sends user ulog k+1 to the seller.

If the seller assigns xlog k+1 bundles to ulog k+1 such that
∑log k+1

ℓ=1 xℓ ≤
(log k+1)m/(log h+log k), the adversary stops. In this case, the revenue achieved
by the seller is

x1 + 2x2 + ...+ (k/2 + 1)xlog k + 2 · (k/2 + 1)xlog k+1 (2)

Similar to the proof in Lemma 1, we can find that the revenue achieved is at
most

(3k/2 + log k + 1)m

log k + log h
.

The optimal revenue is (k + 2)m by assigning all m bundles to ulog k+1.
Therefore, in this case, the competitive ratio is still bounded by O(log h+log k).
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Otherwise, the adversary sends the next user to the seller.

The analysis on Steps until Step log k+log h−1 are similar to the above one.

Step log k + log h:
The adversary sends user ulog k+log h to the seller and the seller assigns

xlog k+log h bundles to the user. Since all interested bundles include i1, thus,
the total number of all assigned bundles is no more than m. Thus, the adversary
must stop at this step. Similar to the previous analysis, we can say that the ratio
between the optimal solution and the revenue achieve by the online algorithm is
at least O(log k + log h).

Therefore, we have the following conclusion.

Theorem 1 For the online pricing for multi type of items, the lower bound of
the competitive ratio is O(log h+ log k).

3 Online Algorithm

To maximize the revenue of the seller on a particular user u with interested
bundle I, a straightforward idea is finding unit price p and amount of bundles b
such that p is acceptable when buying b bundles, and b · p is maximized. If we
assign b bundles with unit price p to u, the revenue is b ·p · |I|, which is maximal.

In our algorithm, we assign unit price 2ℓ (ℓ ≥ 0) to each user. In this way, we
have no need to consider all possible prices, and we will show that the perfor-
mance doesn’t be affected too much. Let (b, p) be the assignment such that b·p·|I|
is maximal. W.l.o.g., suppose 2i ≤ p < 2i+1, note that v(x) is non-increasing,
we have v−1(2i+1) ≤ b ≤ v−1(2i). Thus,

b · p ≤ v−1(2i) · p ≤ v−1(2i) · 2i+1 = 2 · v−1(2i) · 2i.

If we choose the unit price equals to some power of 2, (v−1(2i), 2i) is a candidate
of the assignment, which is at least half of the maximal value.

In our algorithm, we partition the amount of each type of item into ⌊log h⌋
stages, from stage 1 to stage ⌊log h⌋. The amount of items in stage i can be only
assigned with unit price 2i−1. Furthermore, partition the items in each stage into
⌊log k⌋ + 1 levels, from level 0 to level ⌊log k⌋. For type i, items in level ℓ can
be only assigned to users such that type i is in the user’s interested bundle and
the size of the bundle is within [2ℓ−1+1, 2ℓ]. For example, an user u’s interested
bundle is {1, 2, 3, 4}, thus, in our algorithm, we choose items from level 2 in some
stage to satisfy this user.

Let δs,ti denote the available amount of items of type i in stage s level t.
Initially, δs,ti = m/(⌊log h⌋(⌊log k⌋+ 1).

Next, we will formally describe the pricing algorithm for multi type of items.
According to the algorithm Pricing, if an user u with interested bundle I

cannot be satisfied, that means in each acceptable stage s, at least one type of
item in I at level ⌈log |I|⌉ are all assigned to other users.
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Algorithm 1 Pricing

1: Let I be the interested bundle of the coming user u.
2: Let ℓ = ⌈log |I|⌉ ◃ ℓ denotes the level which may assign items to user i.
3: Let xj be the largest amount of bundles that user i is willing to buy given unit

price 2j and satisfying xj ≤ m.
4: Let yj = min{xj ,mini∈I{δj+1,ℓ

i }}.
5: Let s = argmaxj yj · 2j such that yj > 0.
6: if no such s exists then
7: Assign 0 bundles to user u.
8: else
9: Set the unit price p = 2s.
10: Assign ys bundles to user u.
11: δs+1,ℓ

i = δs+1,ℓ
i − ys for all i ∈ I.

12: end if

For an user sequence {u1, u2, ...}, let ALG denote the total revenue received
from the algorithm Pricing, let OPT be the revenue achieved by the optimal al-
gorithm. Next, we give the competitive ratio of the algorithm Pricing, i.e., prove
the upper bound of the ratio between OPT and ALG.

After the processing of Pricing, for each type of item, some levels in some
stages are full, the others still contain some available items. Classify all levels
into two classes: Lf

i denotes the levels of type i which are full, i.e., if δs,ti = 0,

level t in stage s of type i belongs to Lf
i ; L

n
i denotes the levels of type i which

contain available items, i.e., δs,ti > 0 for the corresponding levels.
Compare the assignments from the optimal algorithm and Pricing, we also

partition the assignments from the optimal algorithm into two classes according
to Lf

i and Ln
i . In the optimal solution, consider the assignment to an user with

interested bundle I, suppose the unit price p ∈ [2ℓ, 2ℓ+1). In the assignment from

Pricing, if there exist i ∈ I such that δ
ℓ+1,⌈log |I|⌉
i = 0, i.e., this level belongs to

Lf
i , we say the revenue of this assignment from the optimal algorithm belongs to

Of . Otherwise, if for any i ∈ I, δ
ℓ+1,⌈log |I|⌉
i > 0 in the assignment w.r.t. Pricing,

the revenue of this assignment belongs to On.
Moreover, we partition the assignment according to the size of the bundle.

If |I| ≤
√
k, we say the size of the bundle is small, otherwise, the size is large.

The revenue of the assignment from the optimal algorithm is further partitioned
into four classes: Os

f , O
l
f , O

s
n, and Ol

n, where Os
f and Os

n denote the revenue

from small bundles, Ol
f and Ol

n denote the revenue from large bundles. Note

that Os
f + Ol

f = Of and Os
n + Ol

n = On. Next, we compare these four classes
with ALG respectively.

Lemma 2.
Os

f

ALG ≤ O(
√
k · log h log k).

Proof. By the optimal algorithm, consider an assignment A of a bundle I with
unit price p ∈ [2ℓ, 2ℓ+1). Assume that |I| ≤

√
k and in the assignment from
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Pricing, at least one type i ∈ I at level ⌈log |I|⌉ in stage ℓ+1 is full. The optimal
revenue of the assignment A is

p ·m · |I| (3)

From the algorithm Pricing, the revenue at level ⌈log |I|⌉ in stage ℓ+ 1 of type
i is

2ℓ ·m/(⌊log h⌋(⌊log k⌋+ 1)) (4)

The ratio between (3) and (4) is

O(
√
k · log h log k).

Suppose by the optimal algorithm, more than one assigned small bundles,
I1, I2, ..., Ij with unit prices p1, p2, ..., pj satisfy pj′ ∈ [2ℓ, 2ℓ+1) for 1 ≤ j′ ≤ j
and all ⌈log |Ij′ |⌉ (1 ≤ j′ ≤ j) are equal, if these bundles share an item i such
that in the assignment from Pricing, level ⌈log |I1|⌉ in stage ℓ + 1 of item i is
full, the total revenue for these bundles in the optimal solution is at most

max{pj′} ·m ·max{|Ij′ |} 1 ≤ j′ ≤ j (5)

Compare the value in Equation (5) with the revenue from Pricing at level
⌈log |I|⌉ in stage ℓ+ 1 of type i (Equation (4)), the ratio is also

O(
√
k · log h log k).

From the optimal pricing, all assignments in Os
f can be partitioned into parts,

each part contains the assignments mentioned above. Since the total revenues
on such full levels is a lower bound of ALG, we have

Os
f

ALG
≤ O(

√
k · log h log k).

⊓⊔

Lemma 3.
Ol

f

ALG ≤ O(
√
k · log h log k).

Proof. By the optimal algorithm, consider some amount of bundle I with unit
price p ∈ [2ℓ, 2ℓ+1) is assigned to an user. Assume that |I| >

√
k and there exist

an item i ∈ I such that in the assignment from Pricing, level ⌈log |I|⌉ in stage
ℓ+1 of item i is full. Note that in Pricing, items in this level can be only assigned
to bundles with size in between (2⌈log |I|⌉−1, 2⌈log |I|⌉], thus, the total revenue on
level ⌈log |I|⌉ in stage ℓ+ 1 is at least

2ℓ ·m · 2⌈log |I|⌉−1

⌊log h⌋(⌊log k⌋+ 1)
(6)

Note that the optimal revenue for bundles with unit price p ∈ [2ℓ, 2ℓ+1) is at
most

2ℓ+1 ·m · k (7)

The ratio between the above two equations is O(
√
k · log h log k). Combine

all revenues in Ol
f , we can say that this lemma is true. ⊓⊔
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Lemma 4.
Os

n

ALG ≤ O(
√
k · log h log k).

Proof. Again, consider an assigned bundle I from the optimal algorithm, such
that the revenue on I belongs to Os

n and the unit price is p ∈ [2ℓ, 2ℓ+1). The
algorithm Pricing chooses the unit price 2j such that 2j · yj is maximized. Note
that (2ℓ, yℓ) is also a candidate for satisfying bundle I.

– If Pricing assigns (2ℓ, yℓ), since after the assignment, δ
ℓ+1,⌈log I⌉
i > 0 for all

i ∈ I, the revenue achieved on I by Pricing is at least half of the optimal
revenue on this bundle.

– Otherwise, Pricing assigns (2j , yj) such that j ̸= ℓ. From the choosing crite-
ria, 2j · yj ≥ 2ℓ · yℓ.
• If δ

ℓ+1,⌈log I⌉
i > yℓ for all i ∈ I, from above analysis, we can say the

revenue on I by Pricing is at least half of the optimal revenue on this
bundle.

• Otherwise, δ
ℓ+1,⌈log I⌉
i = yℓ for some i ∈ I. Since 2j · yj ≥ 2ℓ · yℓ, the

revenue achieved on I by Pricing plus the current revenue on level ⌈log I⌉
in stage ℓ+ 1 of type i is at least

2ℓ ·m
⌊log h⌋(⌊log k⌋+ 1)

(8)

This is because if we assign (2ℓ, yℓ) for this bundle, level ⌈log I⌉ in stage
ℓ+ 1 of type i is full.
Similar to the analysis in Lemma 2, suppose more than one assigned
small bundles I1, I2, ... with unit price p1, p2, ... within [2ℓ, 2ℓ+1) and
the sizes of these bundles are all within (2⌈log |I1|⌉−1, 2⌈log |I1|⌉], if all these
bundles share type i, the total revenue on such bundles by the optimal
scheme is at most

2ℓ+1 ·m · 2⌈log |I1|⌉ (9)

The ratio between the above two terms is O(
√
k · log h log k).

Mapping the assignments of Os
n to the corresponding assignments of Pric-

ing described above, each assignment by Pricing is counted at most TWICE.
Combining the above analysis, we can say that

Os
n

ALG
≤ O(

√
k · log h log k).

⊓⊔

Lemma 5.
Ol

n

ALG ≤ O(
√
k · log h log k).

Proof. The proof of this lemma is similar to the proofs in Lemma 3 and Lemma
4. Consider an assigned bundle I from the optimal algorithm, such that the
revenue on I belongs to Ol

n and the unit price is p ∈ [2ℓ, 2ℓ+1). The algorithm
Pricing chooses the unit price 2j such that 2j · yj is maximized. Since any level
⌈log |I|⌉ in stage ℓ+ 1 of item i ∈ I is not full, (2ℓ, yℓ) is a candidate.
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– If Pricing assigns (2ℓ, yℓ), since after the assignment, δ
ℓ+1,⌈log I⌉
i > 0 for all

i ∈ I, the revenue achieved on I is at least half of the optimal revenue on
this bundle.

– Otherwise, Pricing assigns (2j , yj) such that j ̸= ℓ. From the choosing crite-
ria, 2j · yj ≥ 2ℓ · yℓ.
• If δ

ℓ+1,⌈log I⌉
i > yℓ for all i ∈ I, from above analysis, we can say the

revenue on I by Pricing is at least half of the optimal revenue on this
bundle.

• Otherwise, δ
ℓ+1,⌈log I⌉
i = yℓ for some i ∈ I. Since 2j · yj ≥ 2ℓ · yℓ, the

revenue achieved on I by Pricing plus the current revenue on level ⌈log I⌉
in stage ℓ+ 1 is at least

2ℓ ·m · 2⌈log |I|⌉−1

⌊log h⌋(⌊log k⌋+ 1)
(10)

This is because if we assign (2ℓ, yℓ) for this bundle, level ⌈log I⌉ in stage
ℓ+1 of type i is full, and the size of each bundle on this level is at least
2⌈log |I|⌉−1.
From the optimal scheme, the total revenue on assignments from unit
price in between [2ℓ, 2ℓ+1) and bundle size in between (2⌈log |I|⌉−1, 2⌈log |I|⌉]
is at most

2ℓ+1 ·m · k (11)

The ratio between the above two terms is O(
√
k · log h log k)

Mapping the revenue of assignments in Ol
n to the assignment by Pricing,

from the above analysis, each assignment is counted at most twice. Thus,

Ol
n

ALG
≤ O(

√
k · log h log k).

⊓⊔

Now we give the main conclusion of this paper.

Theorem 2 The competitive ratio of the algorithm Pricing is at most

O(
√
k · log h log k).

Proof. From the definition of Os
f , O

l
f , O

s
n, and Ol

n, these four classes are disjoint.
Note that if a requested bundle cannot be satisfied, it must belongs to Os

f or

Ol
f . Combining Lemma 2 until Lemma 5, we can say that the competitive ratio

of the algorithm Pricing is O(
√
k · log h log k). ⊓⊔
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