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Abstract 

Whole genome sequencing has recently identified DIS3 as a novel tumour 

suppressor gene in multiple myeloma. DIS3 is a conserved RNA exonuclease and 

catalytic subunit of the exosome, a protein complex involved in the 3’ to 5’ 

degradation and processing of messenger RNA and small RNAs. Messenger RNA 

processing and degradation is important in controlling gene expression and 

therefore cellular function, however the role DIS3 plays in the pathogenesis of 

haematological cancer remains unclear. 

Using RNAi as a means to knock-down DIS3, I have performed various functional 

assays to investigate the consequences of DIS3 loss-of function on myeloma cells. I 

have investigated cell viability, drug-sensitivity, mitotic errors, apoptosis and the 

generation of double-strand breaks in both transiently transfected myeloma cells 

and stable transfected adherent cells. I have also performed transcript profiling 

experiments in the form of RNA-sequencing to identify possible targets of DIS3 as 

well as synthetic lethality screens to identify proteins that may be cooperating with 

DIS3 mutations in myeloma pathogenesis. Overall, DIS3 knock-down did not appear 

to affect cellular phenotype in these assays, possibly indicating that DIS3 may be 

conferring a competitive advantage to cancer cells through a mechanism that only 

occurs in vivo. Alternatively, DIS3 mutations may not be driving tumourigenesis on 

their own but may either require another cellular pathway to be disrupted, or, may 

only be required to maintain the tumour rather than initiate it.  

In addition to investigating the role of DIS3 in oncogenesis, I have also studied the 

normal physiological role of DIS3 within the cell. I have confirmed the presence of 

two alternatively spliced, protein-coding transcripts of DIS3 that differ in the size of 

their endoribonucleolytic PIN domain. My work has characterised the levels of 

these two isoforms in cell lines and in tissues from humans with various 

haematological cancers. Isoform 1 appeared to be the principal transcript in cell 

lines as well as myeloma and AML patient cells. However, in CMML and healthy 

controls, the ratios of each isoform are more equal and often isoform 2 is more 

highly expressed than isoform 1. Activity assays indicated a difference in the ability 
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of the shorter isoform to degrade circular RNAs, suggesting isoform 2 may have 

reduced endonucleolytic function.  Initial work has also identified a link between 

the higher expression of isoform 2 in CMML patients and common mutations in the 

splicing gene SRSF2. This suggests the expression of the endonucleolytically-

reduced DIS3 isoform 2, may contribute towards a CMML phenotype.  

Although this project was unable to identify the role of DIS3 in myeloma 

development, there is strong evidence that mutations in this gene are being 

positively selected and confer an advantage to cancer cells. More sophisticated 

experiments may need to be conducted whereby the in vivo environment is 

mimicked more effectively, through the generation of a mutant mouse model. Only 

once we understand the picture more fully, can we begin to design targeted 

molecular therapies for affected patients. 
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Chapter 1: Introduction 

1.1 The expansive role of RNA within the cell 

The central dogma of molecular biology describes how information encoded in the 

DNA within living cells is converted into functional products that form essential 

parts of the cellular machinery (Crick, 1970). DNA serves as a set of instructions 

which are carried by RNA, as a messenger, to the ribosomes where the information 

is translated into proteins. Proteins serve as effector molecules, carrying out the 

essential functions of the cell. Due to its important role within the central dogma, 

messenger RNA (mRNA), as it is known, is the most recognised class of RNA in 

cellular organisms. Nevertheless, with modern research it has become apparent 

that the central dogma does not always apply. Often the DNA codes for RNA 

molecules which are not translated into protein but are themselves functional end-

products (Eddy, 2001; Eddy, 1999). These non-coding RNAs can have diverse 

functions within the cell and broadly fit into three categories: those involved in 

protein translation, RNA processing or gene regulation. This section aims to explore 

the structure, function and biogenesis of different classes of RNA within the cell in 

order to provide an overview of the critical role they play in cellular development 

and survival. 

1.1.1 Messenger RNA 

Within the DNA sequence of any organism are thousands of genes, each encoding a 

single functional molecule. Historically, most genes were thought to encode a single 

protein and although this is now known not to be the case, proteins are still the 

most accepted biologically-relevant effector molecules within the cell. The first step 

in which a gene codes for a protein is through transcription, whereby in the 

nucleus, the DNA sequence is transcribed into a complementary sequence of RNA, 

termed messenger RNA (mRNA). The mRNA is then transported into the cytoplasm 

where it recruits the translational machinery and is converted into a sequence of 

amino acids which folds into a protein.  
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Mature messenger RNAs consist of coding regions and untranslated regions (UTRs) 

as well as a poly(A) tail and a 5’ 7‐methylguanosine cap.  The coding region is 

composed of codons, each of which codes for a single amino acid on the ribosome. 

Coding regions usually begin with a start codon and end with a stop codon which 

signal the start and end of translation to the ribosome respectively. The UTRs lie 

either side of the coding region, termed the 5’ UTR and 3’ UTR. The UTR sequences 

can differ between mRNAs and perform several roles including mRNA stabilisation, 

localisation and translation efficiency (Barrett et al., 2012). The poly(A) tail is a long 

sequence of adenine nucleotides added to the 3’ end of the mRNA during 

transcription which promotes nuclear export and translation as well as protecting 

the mRNA from degradation (Guhaniyogi and Brewer, 2001). The 5’ 7‐

methylguanosine cap is also added during transcription and performs similar roles 

to the poly(A) tail. As well as addition of the poly(A) tail and 5’ cap, the mRNA is also 

subject to splicing which removes the non-coding sections, named introns, and 

sometimes alternative splicing to produce alternative transcripts from the same 

gene. 

In the cytoplasm, interactions between proteins bound to the poly(A) tail and the 5’ 

cap cause the mRNA to circularise (Wells et al., 1998). EIF-4E binds directly to the 

cap and poly(A)-binding protein (PABP) binds to the poly(A) tail. EIF-4G binds to 

both PABP and EIF-4E, bringing the cap and tail into close proximity (Figure 1.1). 

This circularisation of the transcript allows for efficient translation by the ribosomes 

and confers protection from degradation.  

1.1.2 Non-protein coding RNAs 

The completion of the Human Genome Project in 2001 revealed a surprising finding 

for the time: that most of the human genome does not code for proteins. Humans 

were discovered to possess approximately 22000 protein-coding genes, coded for 

by just 2% of the genome (Consortium, 2004), a number substantially lower than 

was initially predicted. This finding led to the novel concept of the G-value paradox 

(Hahn and Wray, 2002), whereby organism complexity is not reflected by the  



Figure 1.1. Cartoon showing the conformation of actively translated mRNAs. eIF-
4G brings together eiF-4E and PABP, which are respectively bound to the 5’ cap and 

poly(A) tail of the mRNA. This brings the 5’ and 3’ ends of the mRNA into close 
proximity and allows for efficient recycling of ribosomal subunits. Many other 

factors are involved in initiation, translation and release, but these are not shown.  
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number of protein-coding genes in its genome. This paradox has since been 

explained in part by the discovery that large portions of the genome encode RNAs 

as an end-product and these non-coding RNAs contribute vastly to cellular function 

(Eddy, 1999; Eddy, 2001). Indeed, evidence is emerging to suggest that non-coding 

content may correlate with organism complexity (Taft et al., 2007).  

Non-coding RNAs can be broadly arranged into three categories: those involved in 

protein translation, RNA processing or gene regulation. 

1.1.2.1 Non-coding RNAs in translation 

Transfer RNAs 

The first non-coding RNA to be characterised was an alanine transfer RNA (tRNA). 

tRNAs are approximately 80 nucleotide-long adapter RNA molecules whose 

function is to carry a specific amino acid to the ribosome during translation (Sharp 

et al., 1985). tRNAs have a folded structure with three hairpin loops that form a 

clover shape. Each tRNA has an attachment site for an amino acid at the top and a 

three-base pair anti-codon region for complementary base pairing to the mRNA 

codon at the base (Figure 1.2). 

tRNAs are transcribed as pre-tRNAs in the nucleus where they undergo extensive 

modifications and often splicing out of introns as well as trimming of the 5’ and 3’ 

ends to form the mature tRNA molecule. The mature tRNAs are aminoacylated 

before being exported to the cytoplasm ready to take place in protein synthesis.  

Ribosomal RNA 

Ribosomal RNA (rRNA) is the catalytic component of the ribosomes, acting as a 

ribozyme to catalyse peptide bond formation. Eukaryotes contain four different 

rRNA molecules, three, 5S, 5.8S and 28S (40S), make up the large ribosomal subunit 

and one, 18S, makes up the small subunit (Brimacombe and Stiege, 1985). These 

rRNAs compose 60% of the ribosome whilst the remaining 40% is made up of  



Figure 1.2. The structure of a transfer RNA. See text for details (College of 
DuPage). http://bio1151.nicerweb.com/Locked/media/ch17/tRNA.html  
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protein. The 18S, 5.8S and 25S subunits (40S) of rRNA are transcribed as a 

polycistronic transcript in the nucleolus and 5S is transcribed outside the nucleolus 

(Figure 1.3). During transcription, small RNAs that guide the addition of chemical 

groups to other nucleolar RNAs, called snoRNAs, facilitate covalent modifications of 

rRNA residues including 2’-O-ribose methylation and the production of 

pseudouridines. Ribosomal proteins are imported into the nucleus and associate 

with the rRNAs after transcription. The 40S precursor then undergoes a number of 

cleavage and exonucleolytic steps to produce the three types of rRNA, before being 

exported into the cytoplasm where they assemble along with the 5S rRNA, to make 

a functional ribosome.  

1.1.2.2 Non-coding RNAs in gene regulation 

MicroRNAs 

MicroRNAs are short RNA molecules, approximately 20-23 nucleotides in length 

which generally act to downregulate gene expression at the post-transcriptional 

level (Bartel, 2004; Bartel, 2009). First discovered in C.elegans (Lee et al., 1993; 

Wightman et al., 1993), miRNAs are evolutionarily conserved and play a role in 

almost every cellular process. MiRNAs either repress translation or cause 

degradation of their mRNA targets, typically by base-pairing within the 3’UTR. In 

plant cells, miRNAs typically base-pair with their targets with almost perfect 

complementarity which results in cleavage of the target mRNA by RISC (RNA-

induced silencing complex) and subsequent degradation of the 3' section. In animal 

cells, the lower degree of complementarity between miRNA and their targets 

suggests that translational repression is more prevalent  

miRNAs are transcribed as long primary-miRNA (pri-miRNA) transcripts which are 

cleaved by Drosha and its partner DGCR8 to produce a precursor miRNA hairpin  
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(pre-miRNAs) (Figure 1.4) (Bartel, 2004). Some miRNAs (mirtrons) are encoded in 

introns and are processed into a pre-miRNA by the spliceosome. Pre-miRNAs are 

exported into the cytoplasm before being cleaved by Dicer to produce a short 

double-stranded duplex. One strand of the miRNA-duplex is selected as the guide 

strand and is incorporated into an argonaute protein to form the RNA-induced 

silencing complex (RISC). The other strand (passenger or miRNA*) is usually 

degraded.  

The unique combination of miRNAs contributes to a cell’s specific array of protein 

expression and their misexpression is associated with many types of human cancer 

(Hata and Lieberman, 2015) (Calin and Croce, 2006). For this reason, miRNA 

production is itself subject to several levels of regulation (Krol et al., 2010b). As well 

as transcriptional regulation, post-transcriptional regulation through RNA 

degradation is also important (Bail et al., 2010; Heo et al., 2008). 

Short-interfering RNAs  

Short-interfering RNAs (siRNAs) are very similar to miRNAs in that they function in 

RNA interference (RNAi). SiRNA are derived from longer double-stranded RNAs that 

can be exogenously introduced but are also endogenously expressed (Hamilton and 

Baulcombe, 1999; Okamura and Lai, 2008). SiRNAs regulate the same genes that 

express them, whereas miRNAs regulate other genes. SiRNAs are processed in the 

same way as miRNAs, however, unlike miRNAs, siRNAs bind with perfect 

complementarity, resulting in cleavage and complete degradation of their targets. 

Piwi-interacting RNAs 

Piwi-interacting RNAs are a novel class of small RNAs of between 26 and 31 

nucleotides in length that have a role in post-transcriptional gene silencing of 

retrotransposons in order to maintain genome integrity (Siomi et al., 2011). They 
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predominantly function in mammalian germ cells and have found to be essential for 

murine spermatogenesis (Deng and Lin, 2002). PiRNAs interact with piwi proteins 

that are part of the argonaute family and direct them to their transposon targets, 

similar to miRNA and siRNA. The biogenesis of piRNAs is not yet fully understood 

but evidence suggests they are products of long single stranded precursors often 

encoded by repetitive intergenic sequences in the genome (Thomson and Lin, 

2009).  

Long non-coding RNAs 

Historically, transcription was believed to generate mRNA from non-overlapping 

regions of the genome with defined gene boundaries. In the 1970s and 1980s the 

transcription of small heterogenous nuclear RNAs (hnRNAs) such as rRNA, tRNA, 

snRNA and snoRNA was discovered. However, until the arrival of whole-genome 

sequencing technologies in the 1990s and 2000s, the extent to which the genome is 

transcribed, was not fully appreciated. It is now estimated that transcription occurs 

from 70 -90% of our genome, generating a plethora of RNAs that are not derived 

from annotated protein coding genes (Carninci et al., 2005). Although still 

controversial, the concept of ‘pervasive transcription’ is now widely accepted 

(Kapranov et al., 2007; Wilusz et al., 2009; Kung et al., 2013) and long non-coding 

RNAs (lncRNAs) are no longer dismissed as artefacts but may have important 

functions in gene regulation.   

LncRNAs are more than 200 nucleotides in length and are transcribed from within 

many genomic contexts including intergenic regions, anti-sense DNA, pseudogenes, 

long introns, promoters and enhancers, as well as overlapping protein-coding genes 

(Kung et al., 2013). Although the majority of lncRNAs need verification of biological 

relevance, functional studies indicate important roles for several lncRNAs and many 

are implicated in a range of developmental processes and diseases (Brown et al., 

1992; Ng et al., 2012; Hawkins and Morris, 2010; Wang et al., 2011; Gutschner and 

Diederichs, 2012). 
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Long non-coding RNAs have been found to function in both transcriptional and 

post-transcriptional regulation. For instance, certain lncRNAs can modulate the 

function of transcription factors by regulating the association and activity of co-

regulators or by functioning themselves as co-regulators (Feng et al., 2006). 

Alternatively, lncRNAs can form RNA-DNA triplexes within promoters to prevent 

binding of the basal transcription machinery (Martianov et al., 2007). Similar to 

small regulatory RNAs, lncRNAs function in post-transcriptional regulation often 

through complementary base pairing where they mask key elements within the 

mRNA that are usually required to bind trans-acting factors. In splicing, one such 

anti-sense lncRNA complements an intronic splice site within the 5’UTR of the sense 

transcript, repressing splicing and thus causing retention of the intron (Beltran et 

al., 2008). Another lncRNA named BC1, expressed in neurons, interacts with the 

initiation factors EIF-4A and PABP, preventing their interaction and thus causing 

repression of translation of certain neuron-specific mRNAs (Wang et al., 2005).  

Some of the most famous lncRNAs function in epigenetic regulation. The expression 

of human Hox genes is controlled by differential chromatin modifications brought 

about spatially and temporally in the embryo by the interaction of lncRNAs, such as 

HOTAIR, with chromatin remodelling complexes (Rinn et al., 2007). This lncRNA-

directed chromatin modification is also apparent during imprinting and X-

chromosome inactivation. The best characterised lncRNA, Xist, is expressed on the 

inactive X-chromosome and brings about the silencing of X-linked genes in female 

embryos by coating its length, causing irreversible repressive chromatin 

modifications (Brown et al., 1992). 

1.1.2.3 Non-coding RNAs in RNA processing 

Small nuclear RNAs  

Before an mRNA can be exported from the nucleus and used in protein synthesis, it 

must undergo a number of post-transcriptional processing steps (see above). One 

of these steps, called splicing, occurs concurrently with transcription and involves 
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the removal of introns from the pre-mRNA and joining of the exons, to form the 

mature mRNA (Tilgner et al., 2012). For the majority of eukaryotic introns, this 

process is catalysed by a large complex of RNA-protein complexes, called small 

nuclear ribonucleoproteins (snRNPs) which together make up the spliceosome. Five 

snRNPs exist, U1, U2, U4, U5 and U6, each consisting of an approximately 150 

nucleotide small nuclear RNA (snRNA) complexed with associated proteins. Splicing 

occurs as a series of reactions, each stage catalysed by different sets of snRNPs. 

The majority of snRNAs are transcribed as pre-snRNA and receive a 5’ 7-

methylguanosine cap before being exported from the nucleus. In the cytoplasm 

pre-snRNAs undergo 3’ trimming to form a 3’ stem-loop as well as 

hypermethylation of the 5’ cap into trimethylguanosine (Hamm et al., 1990). The 3’ 

stem loop signals for the snRNAs to be assembled into snRNPs and the modified 5’ 

cap is required for import back into the nucleus. The role of snRNAs is to recognise 

the sequences of splicing signals on the pre-mRNA substrate in order to guide the 

snRNP to the correct site for catalysis. 

Self-splicing introns 

Another, albeit rare, method of pre-mRNA splicing occurs without the requirement 

for any proteins. Self-splicing introns act as ribozymes to catalyse their own removal 

from transcripts without the need for the spliceosome (Cech, 1990). These introns 

perform splicing using the same biochemical reactions as the spliceosome, using 

transesterification reactions to join together exons by releasing an intron lariat.  

Small nucleolar RNAs 

Some classes of RNA require specific chemical modifications in order to generate a 

mature and functional RNA molecule. Small nucleolar RNAs (snoRNAs) guide the 

addition of these chemical modifications, namely 2’-O-methylation and 

pseudouridylation to rRNAs, tRNAs, and snRNAs in the nucleolus (Bachellerie et al., 

2002; Eddy, 2001). There are two main classes of snoRNA, C/D box which generally 
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guide methylation and H/ACA box which guide pseudouridylation (Figure 1.5). 

SnRNAs are associated with proteins in complexes called small nucleolar 

ribonucleproteins (snoRNP). The snoRNA contains an antisense region which is 

complementary to the base on the substrate targeted for modification, enabling 

the snoRNP to bind to the site and catalyse the reaction. The effect of the 

modifications on the mature RNAs is not fully understood, however they are 

thought to enhance folding and RNA-protein interactions.  

Most vertebrate guide snoRNAs are encoded in the introns of housekeeping genes 

that are essential for ribosome biogenesis, suggesting coordinated accumulation of 

snoRNAs and their targets. Similar to other small RNAs, processing steps such as 

excision, cleavage and exonucleolytic trimming are all required to produce the 

mature molecules before RNP assembly.  

1.2 RNA Degradation and Maturation 

A fine balance must be achieved between the synthesis and degradation of the 

many classes of RNA molecules within the cell. Mutations that cause defects in RNA 

turnover can have significant consequences on cellular function (Cairrão et al., 

2005; Waldron et al., 2015).  Messenger RNAs can be regulated transcriptionally as 

a means of controlling gene expression but post-transcriptional gene regulation 

through RNA degradation is also critical. In addition, quality control pathways are in 

place to remove aberrant mRNAs in order to prevent the accumulation of toxic 

protein products (Reznik and Lykke-Andersen, 2010). Moreover, as we have seen, 

the majority of primary transcripts are subject to processing events to produce 

mature RNAs that have diverse functions within the cell. The focus of this thesis is 

on mRNA degradation as well as small non-coding RNA processing and decay. 

1.2.1 mRNA decay 

mRNA degradation in eukaryotes involves a number of complex and interconnected 

pathways that all converge on three common mechanisms (Figure 1.6). mRNAs  



Figure 1.5. The structure and function of snoRNAs. (A) C/D Box small nucleolar 
RNAs (snoRNAs) use antisense complementarity to target RNA for 2'-O-ribose 

methylation (site marked with 'm' and red dot). R stands for A or G (purine). (B) 
H/ACA Box snoRNAs use antisense complementarity in an interior loop to 

target RNA for pseudouridylation (site marked 'NPsi'). (Eddy, 2001) 
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must first be either deadenylated and de-capped or internally cleaved to allow 

access for either the exosome and paralogues of DIS3 or the 5'-3' exoribonuclease, 

XRN1 (Garneau et al., 2007). Deadenylation removes the poly-A tail from transcripts 

to allow access for 3' to 5' degradation by DIS3 and the exosome (Doidge et al., 

2012; Wahle and Winkler, 2013). The 5'-cap may then be removed by decapping 

enzymes, leaving the transcript vulnerable to 5' to 3' degradation by the XRN1 

exoribonuclease (Newbury, 2006). Finally, transcripts can be endonucleolytically 

cleaved to create two fragments which are susceptible to degradation by either 

DIS3 and the exosome or XRN1. Many different pathways exist upstream of these 

processes to target particular substrates for degradation. These pathways can be 

divided into quality-control and regulated-decay pathways and are described in the 

following two sub-sections. 

1.2.1.1 mRNA quality control pathways 

Aberrant and faulty transcripts must be detected by the cell to prevent the 

production of potentially toxic protein products. Surveillance mechanisms exist 

both in the nucleus and in the cytoplasm to detect errors at all stages of mRNA 

production and maturation. In the nucleus, mRNAs that are faulty due to errors in 

transcription, export or processing are degraded. This includes transcripts in which 

transcription fails to terminate at the polyadenylation site, pre-mRNAs with 

retained introns, as well as mRNAs with defective packaging into mRNPs for nuclear 

export.  

Surveillance pathways that take place in the cytoplasm are translation dependent 

and include nonsense mediated decay (Lejeune et al., 2003), non-stop decay 

(Frischmeyer et al., 2002; van Hoof et al., 2002) and no-go decay (Doma and Parker, 

2006). Nonsense mediated decay (NMD) is the best studied quality control 

mechanism and is triggered by transcripts that contain a premature termination 

codon (PTC). Although the mechanism by which this occurs is still controversial and 

seems to vary between species, a sequence of protein binding events is triggered 
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which subsequently leads to the decay of the transcript by either the 5' to 3' or 3' to 

5' pathway (Kashima et al., 2006).   

Non-stop decay targets mRNAs that lack a stop-codon and as a consequence 

translation continues along the poly-A tail. In yeast and mammalian cells, a stalled 

ribosome at the 3' end of a transcript is detected and bound by Ski7 which recruits 

the Ski complex and the exosome to deadenylate and degrade the transcript 

(Frischmeyer et al., 2002). It is also thought that translation through the poly(A) tail 

would displace PABP, leading to deadenylation and subsequent decay. 

The most recently discovered RNA surveillance pathway, no-go decay, prevents 

translation of transcripts with a strong secondary structure. Ribosomes stalled by 

the secondary structure are detected and the mRNA is endonucleolytically cleaved. 

The endonuclease responsible has not been identified but seems to require Dom34 

and HSB1, proteins which are related to the eukaryotic translation release factors, 

eRF1 and eRF3 (Doma and Parker, 2006). Once the transcript has been cleaved into 

two fragments, it is degraded by either the exosome or XRN1. 

1.2.1.2 Regulated mRNA decay pathways 

It was initially believed that mRNA degradation performed more of a quality control 

role and that gene regulation occurred only at the level of transcription. However, 

we now know that alternative to the degradation of aberrant mRNAs, mRNAs may 

be subjected to regulated degradation as a means of controlling gene expression 

(Garneau et al., 2007). For example, there are instances where transcription does 

not occur such as in early development, sperm maturation or red blood cell 

maturation which rely solely on post-transcriptional processes. This involves the 

regulation of mRNA half-life in order to alter the amount of mRNA which can be 

translated into protein. Previously, it was assumed that regulated mRNA decay 

occurs primarily in the cytoplasm through cis-encoded destabilising elements in the 

3' UTRs or by the RNA-induced silencing complex (RISC). However, it has become 

clear that mRNA decay also occurs in the nucleus, facilitated by mRNA processing.  
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AU-rich elements (ARE) and GU-rich elements (GRE) are two examples of cis-

encoded destabilising elements, both found in the 3' UTRs of a number of mRNAs. 

AREs are characterised by the presence of the AUUUA pentamer, surrounded by a 

U rich context and are located within the 3'UTR of short-lived mRNAs coding for 

proteins that mediate rapid regulatory responses in the cell, such as inflammatory 

or stress responses (e.g., GM-CSF, c-fos, and cmyc) (Bakheet et al., 2006). AREs 

exert their effect on post-transcriptional gene expression by recruiting trans factors. 

These ARE-binding proteins (AUBPs) can promote transcript degradation by 

recruitment of the CCR4-NOT complex resulting in deadenylation of the mRNA and 

subsequent degradation by either the 5’ to 3’ or 3’ to 5’ pathway (Doidge et al., 

2012; Wahle and Winkler, 2013; Mukherjee et al., 2002; Kadowaki et al., 1994). The 

function and abundance of GREs is less understood but they have been shown to 

regulate a different repertoire of genes and have a more modest effect on mRNA 

stability (Halees et al., 2011). 

MiRNA-mediated degradation of mRNAs provides another means of modulating 

gene expression. As discussed previously, miRNAs are short RNA molecules which 

generally act to downregulate target expression by either repressing translation or 

causing degradation of their target mRNA by the RNA-decay machinery (Figure 1.4). 

In plant cells, miRNAs typically base-pair with their targets with almost perfect 

complementarity which results in cleavage of the target mRNA by RISC (RNA-

induced silencing complex) and subsequent degradation of the 3' section by 

AtXRN4. The 5' section is thought to be degraded by the exosome (Huntzinger and 

Izaurralde, 2011). In animal cells, the molecular mechanisms of miRNA-mediated 

gene silencing are still not clear, probably due to the existence of a diversity of 

mechanisms. However, in most cases miRNAs are usually only partially 

complementary to their targets and direct endonucleolytic cleavage of targets 

rarely occurs. Although it was previously thought that the levels of miRNA-targeted 

mRNAs remained unchanged however, there is currently no consensus view on 

whether mRNA degradation or translational repression is the main mechanism of 

silencing (Braun et al., 2011; Guo et al., 2010; Fukaya and Tomari, 2012). A number 

of mechanisms have been proposed through which translational repression occurs. 
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For instance, GW182, a component of RISC, has been shown to recruit the 

deadenylase complex CCR4-NOT and PAN2-PAN3 which stimulates the release of 

the protective Poly-A binding protein (PABP) (Wahle and Winkler, 2013; Doidge et 

al., 2012). This disrupts the PABP-eif4E interaction resulting in de-circularisation of 

the transcript and loss of the confirmation required for efficient translation (Braun 

et al., 2011; Zekri et al., 2013; Chekulaeva et al., 2011; Fabian et al., 2011)  

Additionally, the recruitment of deadenylases has been shown to result in the 

association of the helicase eIF4A2, which can act as a clamp in the 5’UTR preventing 

ribosome progression (Meijer et al., 2013). For targets that are destined for 

degradation, deadenylation results in decapping and subsequent 5' to 3' 

degradation by XRN1 (Rehwinkel et al., 2005). 

Interestingly, RNA processing can act as a negative regulator of gene expression as 

opposed to its classical role in generating functional mRNAs. This process targets for 

example, mRNAs that contain cryptic introns - introns that are usually spliced at a 

very low frequency. The recruitment of the spliceosome to a cryptic intron causes 

rapid degradation of the transcript. Therefore, the unprocessed transcripts are 

functional whereas RNA processing induces decay. This type of response is 

regulated as splicing is activated in response to external cues such as DNA damage.  

1.2.2 Small-RNA processing and decay 

Not all RNA substrates that are targeted by the RNA decay machinery are destined 

for complete degradation. As discussed previously, rRNA, small nucleolar RNA 

(snoRNA), small nuclear RNA (snRNA) and tRNA species are all transcribed as pre-

RNAs, which must then be cleaved and/or trimmed to produce functional small 

RNA products (Butler, 2002).  

As mentioned previously, miRNA-mediated degradation of mRNAs is an important 

means of modulating gene expression. The unique combination of miRNAs 

contributes to a cell’s specific array of protein expression and their misexpression is 

associated with many types of human cancer (Hata and Lieberman, 2015). For this 
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reason, miRNA production is itself subject to several levels of regulation (Krol et al., 

2010b). As well as transcriptional regulation, post-transcriptional regulation 

through RNA degradation is also important. This can occur indirectly through the 

regulation of RNA-binding proteins such as the cleavage of DCGR8 mRNA by 

Drosha, leading to its degradation (Triboulet et al., 2009; Han et al., 2009) , or 

directly by targeting either the pri, pre- or mature miRNA (Heo et al., 2008; Buck et 

al., 2010; Krol et al., 2010a; Katoh et al., 2009). 

1.3 An overview of the ribonuclease DIS3 

The focus of this thesis is specifically on an enzyme involved in the 3’ to 5’ pathway 

of RNA degradation called DIS3. DIS3 is a highly conserved 3' to 5' exoribonuclease 

that provides catalytic activity to a multi-subunit complex, the exosome and is 

involved in pathways of both mRNA decay and small-RNA processing and decay. 

1.3.1 Conservation, structure, mechanistic functions and sub-cellular 

localisation of DIS3 

DIS3 was first discovered in S.pombe mutants that were defective in sister 

chromatid disjoining (Ohkura et al., 1988). DIS3 belongs to the RNase II/RNR 

superfamily and orthologues exist in most organisms from bacteria to humans (Zuo 

and Deutscher, 2001). Members of this family contain the exonucleolytic RNB 

domain and show very high sequence conservation as well as functional 

conservation, demonstrated by the genetic complementation of mutant yeast Dis3 

(Rrp44) with the human homologue (Mitchell et al., 1997; Allmang et al., 1999). 

Some eukaryotes have paralogues of DIS3 and The domain architecture differs 

slightly between homologues (Figure 1.7, see (Tomecki et al., 2010) for more detail 

on domain composition).  

Human DIS3 has an exonucleolytic RNB domain, two cold shock domains (CSDS) and 

an S1 domain which non-specifically bind RNA, an endonucleolytic PIN (PilT N 

terminus) domain (Frazão et al., 2006; Lebreton et al., 2008; Tomecki et al., 2010)  
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and at the N-terminus, a CR3 motif consisting of three cysteine residues that has an 

important structural role (Schaeffer et al., 2012). Humans also contain two further 

homologues, DIS3L and DIS3L2, which differ in the presence or absence of the PIN 

domain (Staals et al., 2010; Tomecki et al., 2010). DIS3L does possess a PIN domain 

but it is rendered inactive by mutations in two important acidic residues; whereas 

the PIN domain is completely absent from DIS3L2. Recent evidence suggests that 

DIS3L2 is a paralogue of DIS3 which functions in different pathways, independent 

from the exosome (Zhang et al., 2010; Kumakura et al., 2013; Chang et al., 2013). 

The exonucleolytic RNB domain of DIS3 is exclusive to the RNase R/RNase II family 

of proteins and is therefore only present in the DIS3 proteins in humans. In 

contrast, the endonucleolytic PIN domain, first identified in the N-termius of the 

PilT protein, is also found in proteins involved in nonsense mediated decay, such as 

SMG5 and SMG6.  

Structural analyses and RNase protection experiments have revealed a common 

model for the mechanism of action of DIS3. DIS3 is a highly processive, hydrolytic 

enzyme (Schaeffer et al., 2009) that hydrolyses single-stranded RNA in a 3’ to 5’ 

direction, releasing one nucleotide at a time and leaving a product a few 

nucleotides long (Lorentzen et al., 2008). Exonuclease activity is dependent on four 

conserved aspartic acid residues in the RNB domain that coordinate two 

magnesium ions in the catalytic centre (Dziembowski et al., 2007; Liu et al., 2006). 

The RNB active site is buried at the bottom of narrow channel and can only be 

reached by single-stranded RNA at least 7nt long (Lorentzen et al., 2008).DIS3 can 

unwind substrates with intra- or intermolecular secondary structures as long as 

there is an unstructured region of at least 4-5 nt at the 3’ end of the RNA. The force 

of the active site pulling on 3’end of dsRNA accumulates as elastic tension so that 

about every 4 nt the  tension reaches a threshold value and is released in a ‘burst’ 

to unwind 4 nt of the duplex at a time (Lee et al., 2012). The endonucleolytic PIN 

active site consists of four acidic amino acids that coordinate two divalent metal 

cations and is thought to function in releasing natural exosome substrates that are 

stalled at sites of strong secondary structure (Lebreton et al., 2008; Schneider et al., 

2012). The PIN domain cannot cleave double-stranded RNA but circular and linear 
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single-stranded RNA are both substrates (Lebreton et al., 2008) and activity is 

stimulated by a 5’ phosphate.    

In mammals, DIS3 functions as one of the three catalytic subunits of the exosome, 

along with DIS3L and Rrp6, a distributive exoribonuclease which belongs to the 

RNase D family (Graham et al., 2009; Wasmuth and Lima, 2012; Makino et al., 

2013). The exosome is a multi-protein complex composed of nine catalytically inert 

subunits that make up a two-layered barrel-like structure (Figure 1.8).  The upper 

layer is composed of a ‘cap’ of three S1 or KH domain RNA binding proteins, Rrp40, 

Csl4 and Rrp4 which rests on a ‘core’ ring of six proteins, Rrp41-46, all with 

homology to RNase PH (Symmons and Luisi, 2009). RNase PH enzymes are usually 

phosphorolytic meaning they use inorganic phosphate as a reactant to cleave 

nucleotide-nucleotide bonds, however, in the mammalian exosome, the RNase PH 

homologues are catalytically inactive. The recently solved crystal structure of the S. 

cerevisiae exosome complex shows Rrp44 (Dis3) to be anchored at the bottom of 

the exosome core through interactions with the PIN domain and CR3 motif  

(Schneider et al., 2009; Makino et al., 2013). Rrp6 can associate with the exosome 

cap, forming an 11-subunit complex. In vitro evidence suggests that DIS3 can act 

independently of the exosome although this has not been shown in vivo (Wasmuth 

and Lima, 2012; Graham et al., 2009). In vitro, when bound to the exosome, the 

activities of DIS3 and Rrp6 are suppressed through allosteric effects that diminish 

their RNA binding ability (Wasmuth and Lima, 2012; Drazkowska et al., 2013). This 

may suggest that the exosome core modulates the RNase activities as part of a 

regulatory process that controls RNA decay. 

The central channel of the exosome is only wide enough to accommodate single-

stranded RNA, so secondary structures must be unwound from the cap by either 

the nuclear TRAMP complex or cytoplasmic Ski complex (Halbach et al., 2013; 

LaCava et al., 2005; Symmons and Luisi, 2009). Substrates targeted to DIS3 can 

either enter the catalytic domain directly or be threaded through the central 

channel of the exosome to the exo- or endoribonuclease sites at the bottom.  



‘Cap’ 

 
‘Core’ 

DIS3 

  

Figure 1.8. The exosome complex in association with DIS3.  The inactive 

‘core’ exosome consists of nine subunits. Three subunits form an RNA binding 

‘cap’ structure (shades of red/orange). The remaining six subunits form a ring 

structure through which the RNA substrate is channelled (shades of blue). The 

exosome gains its activity by association with DIS3 at base of the ring 

structure. (Adapted from Luisi, B, 2009). 
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Recent data suggests that substrates for processing are targeted directly to DIS3, 

whereas some substrates for degradation must first be threaded through the 

exosome core (Schneider et al., 2012; Mitchell, 2014). Substrates targeted to Rrp6 

are threaded through the central channel and divert off laterally beneath the S1/KH 

cap to access the Rrp6 active site. It is unknown how RNAs are differentially 

targeted to DIS3 or Rrp6; it appears stochastic but could be determined by 

additional factors in vivo (Wasmuth and Lima, 2012). Interestingly, Rrp6 appears to 

enhance the activity of DIS3 in the 11-subunit exosome complex (Wasmuth and 

Lima, 2012) but the mechanism behind this is unknown. How the activities of these 

two enzymes cooperate in vivo is also unknown, however they are known to work 

sequentially in the maturation of 5.8s rRNA (Briggs et al., 1998).  

Subcellular compartmentalisation of ribonucleases is an important control 

mechanism in the temporal and spatial regulation of RNA processing and decay. 

The subcellular localisation of DIS3 homologues and the different exosome subunits 

has not been investigated in great depth, besides two studies in Drosophila 

(Graham et al., 2006; Graham et al., 2009) and one study in human-derived HeLa 

and HEK-293 cells (Tomecki et al., 2010).  It is generally agreed that DIS3 is nuclear, 

excluded from the nucleolus with minor pools being found in the cytoplasm; 

whereas Rrp6 is found in both the nucleolus and nucleus and DIS3L is solely 

cytoplasmic (Figure 1.9). However, in some Drosophila S2 cells, Dis3 has shown 

restricted localisation to the cytoplasm and the localisation pattern differed from 

cell to cell (Graham et al., 2006). Furthermore, a flag-tagged version of DIS3 

expressed in a stable HEK-293 cell line showed only a nuclear localisation with no 

signal being detected in the cytoplasm (Tomecki et al., 2010). The functional 

significance of these localisation patterns remains to be determined. DIS3, along 

with other exosome components, may localise to different regions of the cell 

depending on cell-cycle stage or changes in growth conditions. Interestingly, flag-

tagged Dis3 co-localises with the nuclear lamina in Drosophila cells (Graham et al., 

2006). The importance of this nucleo-peripheral localisation is unknown; however, 

DIS3 could be critical for surveillance during mRNA export. This hypothesis is 

supported by previous studies that show both S.pombe and human DIS3 interact  



Figure 1.9. Sub-cellular localisation of the different human exosome complexes. 

The non-catalytic exosome core (grey) is present in the nucleus, cytoplasm and 

nucleolus but associates with different 3’ to 5’ catalytic subunits depending on the 

compartment. In the nucleus the exosome associates simultaneously with DIS3 

(purple) and Rrp6 (red). In the cytoplasm the core associates with the cytoplasmic-

restricted DIS3L (blue) and separately with DIS3 but in lower amounts. In the 

nucleolus the exosome binds only to Rrp6. It remains to be determined whether 

the exosome or the catalytic subunits exist on their own. 
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with Ran, which is essential for nucleocytoplasmic transport of proteins and 

ribonucleoproteins (Noguchi et al., 1996; Shiomi et al., 1998).  

The predominantly observed nuclear localisation of DIS3 is thought to be controlled 

by two nuclear localisation signals at the C-terminus of the protein (Graham et al., 

2009). DIS3 is known to target both nuclear and cytoplasmic RNAs but it is not 

known whether a distinct pool of DIS3 proteins exist in each compartment, or if a 

single, shuttling pool is responsible for the processing and/or turnover of targets in 

both the nucleus and cytoplasm. N-terminal domains also appear to contribute to 

DIS3 subcellular localisation but they do not contain nuclear localisation sequences 

(Mamolen et al., 2010). N-terminal domains may contain an additional regulatory 

sequence or they may act by maintaining the proper structure of the enzyme, such 

that the C-terminal nuclear localisation signal is kept in a functional conformation. 

1.3.2 Molecular functions of DIS3 

The continuous synthesis and degradation of RNAs allow the metabolic changes 

required for proper cellular function. In association with the exosome, DIS3 is the 

common effector of a vast range of RNA metabolic pathways functioning in mRNA 

quality control, regulation of gene expression and small RNA processing. Although 

not discussed here, the ability of the exosome to handle such a diversity of 

substrates is down to a network of auxiliary factors which interact with exosome to 

recruit it to particular substrates (Chlebowski et al., 2013). The following section 

aims to discuss the role of DIS3 and the exosome in the pathways of mRNA decay 

and small RNA processing and decay. The relative contributions of Rrp6 and Dis3 to 

the degradation of the many exosome substrates are still not fully understood, 

however where specificities are known this has been indicated. 

1.3.2.1 Role of DIS3 in mRNA decay 

As previously discussed, surveillance mechanisms exist both in the nucleus and in 

the cytoplasm to detect errors at all stages of mRNA production and maturation. 
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Both the 3’ to 5’ and 5’ to 3’ pathways are involved in nuclear mRNA turnover but 

which is used depends on the substrate. The exosome is known to specifically 

degrade un-spliced pre-mRNAs (Bousquet-Antonelli et al., 2000) and mRNAs with 

defective polyadenylation (Milligan et al., 2005).  Interestingly, there is evidence 

that pre-mRNA surveillance by the exosome takes place during transcription. The 

interaction and co-localisation with the elongation factor, Spt6, and RNA 

polymerase II, in Drosophila, suggests the exosome may function co-

transcriptionally in vivo as part of a checkpoint that monitors proper pre-mRNA 

processing (Andrulis et al., 2002).  

Various surveillance pathways take place in the cytoplasm and the 3’ to 5’ pathway 

is thought to have some involvement in degrading targeted transcripts. Although 

not yet clear, evidence suggests that Rrp6 is predominant over DIS3 in targeting 

NMD substrates (Kiss and Andrulis, 2010). In non-stop decay, in yeast and 

mammalian cells at least, a stalled ribosome at the 3’ end of a transcript is detected 

and bound by Ski7 which recruits the Ski complex and the exosome to deadenylate 

and degrade the transcript (Frischmeyer et al., 2002).  

DIS3 is also involved in regulated degradation of ARE-containing mRNAs as a means 

of controlling gene expression (Chen et al., 2001). However, there is currently no 

evidence to suggest DIS3 or the exosome are involved in the degradation of miRNA-

repressed mRNAs in animal cells.   

1.3.2.2 Role of DIS3 in small non-coding RNA processing and decay 

DIS3 and the exosome were originally discovered in yeast to be involved in the 

processing of ribosomal RNAs (rRNAs) (Mitchell et al., 1997) and were only later 

discovered to have a function in mRNA surveillance. rRNA, small nucleolar RNA 

(snoRNA), small nuclear RNA (snRNA) and tRNA species are all transcribed as pre-

RNAs, which must then be cleaved and/or trimmed to produce functional small 

RNA products (Butler, 2002). The exosome is generally responsible for processing 
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these stable nuclear RNAs by trimming the extended 3’ ends of primary transcripts 

down to their mature length.  

For example, rRNA synthesis in yeast begins with the synthesis of a 35S precursor-

rRNA in the nucleolus. The pre-rRNA gets internally cleaved in a series of steps to 

produce a number of smaller fragments including a 7S intermediate. In the nucleus, 

the Dis3-exosome complex is required for the 3’ end processing of the 7S 

intermediate into the mature 5.8S rRNA and for the degradation of the 5’ external 

transcribed spacer removed from the full length pre-rRNA transcript (Mitchell et al., 

1996). Final maturation of 5.8S rRNA takes place in the cytoplasm where it 

undergoes exonucleolytic processing at the 3’ end, also by the exosome. 

Additionally, snoRNAs and snRNAs which participate in rRNA processing and 

modification and pre-mRNA splicing respectively, are excised from polycistronic 

precursors or from mRNA introns and undergo multi-step 3' processing that 

involves the nuclear exosome (Allmang et al., 1999). 

Dis3 has been found to specifically degrade tRNA species in yeast. This function was 

first discovered in S. cerevisiae tRNA methyltransferase mutants that produce 

hypomodified tRNAs (Kadaba et al., 2004; Schneider et al., 2007). These tRNAs lack 

a single modification which may subtly affect their folding but otherwise are mature 

and functional.  The intact exosome lacking only the catalytic activity of Dis3 fails to 

degrade the hypomodified tRNA, showing this to be a specific Dis3 substrate. 

Additionally, in yeast Dis3 mutants, both mature and precursor tRNAs are markedly 

increased (Gudipati et al., 2012). This phenotype is intensified in Dis3 exo-endo− 

double mutants suggesting PIN activity contributes significantly to tRNA 

degradation, as expected from highly structured substrates. Interestingly, this study 

revealed that more than 50% of tRNAs that are transcribed are degraded by Dis3 

and never reach the functional pool of mature tRNAs in wild-type cells.  

As mentioned previously, miRNA expression is also subject to post-transcriptional 

regulation. Many miRNAs that are known to be degraded in different organisms 

have as yet undefined nucleases. Nevertheless, the exosome and sometimes DIS3 
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specifically have been found to be involved in the turnover of several miRNAs. In 

Drosophila wing imaginal discs, Dis3 knock-down has been found to increase the 

expression of the mature form of miR-252-5p but not the precursor, suggesting Dis3 

may be functioning to specifically degrade the mature miRNA as a means of 

regulation. Another miRNA, miR-982-5p, decreases in expression in Dis3 knock-

down discs, suggesting Dis3 may be involved in processing the precursor miRNA 

into its mature form (Towler et al., 2015). Also in Drosophila, a family of miRNAs 

have been discovered that are encoded in introns, which are processed in an 

exosome mediated biogenesis pathway. These mirtrons bypass normal Drosha 

cleavage and are processed into pre-miRNAs by the spliceosome.  After splicing the 

3’ tail is trimmed by the exosome (Flynt et al., 2010). Additionally, DIS3 and Rrp6 

have been found to be involved in the degradation of pre-miRNAs in mammalian 

cells. Unlike Rrp6, knockdown of DIS3 does not seem to affect the level of mature 

miRNAs but does cause an increase in several truncated pre-miRNAs, suggesting  

DIS3 is involved in the quality control of pre-miRNAs (Liu et al., 2014). Interestingly, 

this study found the activity of DIS3 on pre-miRNAs to be stimulated by uridine 

tails, which stimulate the uridyl transferases TUT4 and TUT7, providing a positive 

feedback-loop in the degradation of Ago-bound pre-miRNAs.  

One of the major classes of nuclear exosome substrates in humans is PROMoter 

uPstream Transcripts (PROMPTs). Similar to cryptic unstable transcripts (CUTs) in 

yeast, PROMPTS are short-lived ncRNA species, between 200 and 600 nucleotides 

in length, transcribed upstream of the promoters of active protein-coding genes. 

PROMPTs are transcribed by any of the three RNA polymerases and have 3’ poly-A 

tails as well as 5’ cap structures. Evidence suggests that most, if not all, actively 

transcribed RNA pol II genes have associated PROMPTs, but they seem to be 

especially prominent at TATA-less, CpG-rich promoters with broad transcription 

start site (TSS) regions (Preker et al., 2008). PROMPTs tend to be generated 

between 500 and 2500nt upstream of the TSS and although not linked with TSS-

associated RNAs (formed by RNA Pol II backtracking and stalling), their transcription 

is positively correlated with downstream gene activity. PROMPTs are currently 

poorly understood but could function in regulating the expression of downstream 
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genes by providing reservoirs of RNAPII which facilitates rapid activation of the 

downstream gene (Preker et al., 2011). PROMPTs are only detected when exosome 

subunits are depleted. Single knock-downs of DIS3 or Rrp6 yield a much lower 

stabilisation than double depletion of both catalytic subunits (Preker et al., 2008; 

Tomecki et al., 2010), however human DIS3 mutant cells show a significant 

stabilisation of PROMPTs without simultaneous mutation of Rrp6 (Tomecki et al., 

2014). 

1.3.3 Biological functions of DIS3 

Although its role in RNA metabolism is well-documented, the biological functions of 

DIS3 responsible for the observed phenotypes in mutants are less well known. 

There are a number of studies in yeast and Drosophila which pertain to the 

biological activity of DIS3 (Table 1.1) however sufficient functional studies of DIS3 in 

human cells do not exist. Nevertheless, this protein is strikingly conserved across 

eukaryotes meaning studies in lower organisms may yield useful insight into its 

function in human cells. 

1.3.3.1 Role of DIS3 in cell-cycle regulation 

There are a number of studies which present evidence for a role of DIS3 in 

regulation of the cell-cycle.  Dis3 was first discovered in a mutant fission yeast strain 

to cause non-separation of sister chromatids during anaphase (Ohkura et al., 1988; 

Kinoshita et al., 1991). Subsequently, the S.pombe Dis3 homologue was found to 

bind to the human GTPase Ran, a member of the RAS superfamily (Noguchi et al., 

1996) which functions in spindle assembly and the regulation of cell cycle 

progression as well as in nucleocytoplasmic transport (Desai and Hyman, 1999; 

Sazer and Dasso, 2000). RanGTP specifically functions to activate spindle assembly 

factors by releasing them from complexes with importins (Carazo-Salas et al., 1999; 

Clarke and Zhang, 2008). At kinetochores, increased Ran-GTP levels displace some 

spindle assembly checkpoint (SAC) components to allow activation of the anaphase- 
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anaphase transition 

and kinetochore 

function 

  

S. pombe P509L 

P509 – 

conserved 

(Based on 

predicted 

S.pombe 

sequence) 

Yes RNB dis3 

Cell-cycle regulation 

and microtubule 

production 

S. cerevisiae 

  

 D. 

melanogaster 

 

G562D, 

E565K, 

V566G 

  

Knock-

down 

  

  

G562 

E565 

V566 

Yes 

  

  

  

N/A 

RNB 

  

  

  

N/A 

Dis3 

Larval lethality, no 

wings 

D. 

melanogaster 

Knock-

down 
N/A N/A N/A Dis3 

Centromeric 

transcript turnover 

and heterochromatin 

silencing 

S. pombe, 

   

S. Cerevisiae 

(Rrp4) 

 

 

P509L 

  

  

  

P509 Yes RNB Dis3/Rrp44 

Antibody 

diversification 

M. musculus 

CH12F3 

lymphoma 

cells, Human 

Ramos B 

lymphoma 

cells, HEK-293 

cells 

Knock-

down 
N/A N/A N/A 

Dis3/ Rrp44/ 

Rrp40, 

exosome 

subunit 

Table 1.1. List of phenotypes observed in DIS3/exosome mutants and knock-downs in 
various organisms. Where applicable the corresponding amino acid (AA) in human DIS3 

has been given, along with the affected domain. 

52 



 53 

promoting complex (APC) (Arnaoutov and Dasso, 2003), facilitating cell-cycle 

progression. Interestingly, the same RNA processing phenotype has been observed 

in both Dis3 and Ran yeast mutants, suggesting that Ran may regulate the assembly 

or disassembly of Dis3 and the nuclear exosome (Suzuki et al., 2001).  

More recently, S.pombe Dis3 mutants have been shown to have elongated 

metaphase spindles and a block in metaphase to anaphase transition (Murakami et 

al., 2007). Like Ran, Dis3 appears to be required for correct kinetochore formation 

and function. The kinetochore consists of many proteins whose functions include 

anchoring of chromosomes to the mitotic spindle, verification of anchoring, 

activation of the spindle checkpoint and participation in force generation to propel 

chromosome movement during cell division (Maiato et al., 2004). Kinetochore 

formation is monitored by the spindle checkpoint protein Mad2. In single Dis3 

mutants, Mad2 restrains mitotic progression but in Dis3 Mad2 double mutants, 

cells proceed to anaphase without proper chromosome segregation, generating 

aneuploid cells. 

Andrulis et al provide further evidence that DIS3 is involved in mitotic progression 

as perturbation of Dis3 in S. cerevisiae affects microtubule localization and 

structure (Smith et al., 2011). RNA-seq analysis showed broad changes in the levels 

of cell cycle and microtubule related transcripts in Dis3 mutant strains. Similar work 

in Drosophila S2 cells showed that the knock-down of Dis3 also predominantly 

affects the expression of cell cycle-related transcripts (Kiss and Andrulis, 2010). 

Another study using transgenic flies showed ubiquitous loss of Dis3 to cause larval 

lethality. In the same study, a spatial knock-down of Dis3 only in the wing pouch 

region of the imaginal disc was performed, yielding flies with a severe ‘no wing’ 

phenotype (Towler et al., 2015) (Figure 1.10), revealing the essential role of this 

protein in development. 

 Although previous siRNA-based experiments in human cells did not show an effect 

of DIS3 knock-down on growth rate, Tomecki et al subsequently showed a 

mutation-specific effect on the growth of HEK-293 cells. Cell lines were created that  



Figure 1.10. Knockdown of Dis3 in D.melanogaster wing 

imaginal disc results in a severe ‘no wing’ developmental 

phenotype (right) compared to wild-type (left) (Towler et 

al, 2015). 
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expressed inducible exogenous variants of DIS3 with multiple myeloma associated 

mutations. Cells expressing DIS3 variants with D487N or R780K substitutions 

proliferated at a slower rate compared with the wild-type cell line. Additionally, 

when the endonucleolytic PIN domain is mutated alongside mutations in the RNB 

domain, synthetic lethality and a higher accumulation of PROMPTs are observed, 

suggesting the two catalytic domains cooperate to degrade substrates. The same 

group have shown homozygous conditional knock-outs of human DIS3 from the 

DT40 Cre1 cell line is lethal (Tomecki et al., 2014).  

What is the mechanism by which DIS3 is affecting mitosis? One suggestion is that 

DIS3 could be processing a gene needed for kinetochore formation (Murakami et 

al., 2007). Another, supported by recent data, is that DIS3 has a link with 

heterochromatin silencing at the centromere (Murakami et al., 2007; Vasiljeva et 

al., 2008; Wang et al., 2008). Previously, dense chromatin packaging in 

heterochromatic regions was thought to inhibit transcription leading to low level 

gene activity (Grewal and Elgin, 2002). However, recent evidence from budding and 

fission yeasts suggests that rapid nuclear turnover of heterochromatic transcripts, 

reinforces transcriptional silencing (Buhler et al., 2007). The deletion of Dis3 

considerably increases levels of transcripts from silent centromeric and telomeric 

loci (Murakami et al., 2007; Vasiljeva et al., 2008; Wang et al., 2008). As the 

centromere is essential for proper segregation of chromosomes, which is disrupted 

in Dis3 mutants, centromeric heterochromatin silencing represents a plausible role 

for DIS3 in vivo. 

1.3.3.2 Role of DIS3 in generating antibody diversity 

Interestingly, the exosome has also been implicated in recruiting activation-induced 

cytidine deaminase (AID) to chromatin in mammalian B-cells where DIS3 may be 

functioning specifically in degrading nascent RNA during the DNA repair process 

(Basu et al., 2011). Activated B-lymphocytes undergo two distinct immunoglobulin 

(Ig) gene diversification processes: somatic hypermutation (SHM) and IgH class 

switch recombination (CSR). Both these processes require transcription through 
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target regions, to open up the DNA duplex. On the resulting ssDNA, AID converts 

methylated and 5-hydroxymethylated cytidine residues into uracil and thymine 

respectively. This leads to the creation of double strand breaks (DSBs) which are 

mostly repaired locally between IgH regions but can also be joined to DSBs 

occurring elsewhere in the genome resulting in chromosomal translocations. 

AID is only functional on ssDNA and so targets the non-template strand during 

transcription. However, the mechanism by which it accesses the template which is 

hybridised to nascent transcript is unknown as AID has no known activity on 

RNA/DNA hybrids. In vivo knockdown, ChIP, and physical association studies by 

Basu et al, provide evidence that the RNA exosome functions in targeting AID to 

both strands of transcribed duplex DNA substrates (Basu et al., 2011). To do this, 

the exosome along with one of its catalytic subunits, must remove the template 

RNA. As discussed previously, the exosome has been shown to interact with 

elongating RNA polymerase II (Andrulis et al., 2002). However, it does not engage 

RNA substrates that lack a free single-stranded 3’ end and RNA still attached to RNA 

polymerase only has a free 5’ end. Therefore, Basu et al propose a model whereby 

the exosome functions on stalled Pol II units that backtrack to reveal a free 3’ end 

(Basu et al., 2011). DIS3 or Rrp6 could degrade the nascent RNA in the 3’ to 5’ 

direction, leaving the template strand as ssDNA substrate for AID. 

1.3.4 DIS3 and Disease 

1.3.4.1 DIS3 and cancer 

The earliest study linking DIS3 to cancer identified it as a metastasis-related gene. 

Two independent gene expression profiling studies of colorectal cell lines and 

human tissues identified overexpression of DIS3 as high as 38-fold in primary and 

metastatic tumours relative to normal colonic mucosa (Lim et al., 1997; Liang et al., 

2007). Another study has shown a significant overexpression of DIS3 in colorectal 

carcinomas compared to adenomas (de Groen et al., 2014; Camps et al., 2013). This 

observed overexpression could be due to an amplification of the DIS3 locus, 13q22, 
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frequently observed in colorectal cancer. Conversely, the DIS3 locus is often deleted 

in chronic lymphocytic leukaemia (CLL) and patients have been found to display 

loss-of-heterozygosity (LOH). Sequenced germline DNA from five families with CLL 

showed five amino acid changes within DIS3. DIS3 was also shown to be under-

expressed 2.8-fold in a CLL leukaemic clone compared with normal B-cells (Liang et 

al., 2007), suggesting decreased expression is a consequence of the decrease in 

copy number. This difference in copy number between colorectal cancer and CLL 

may suggest a tissue-context dependent role of DIS3 in promoting cancer 

development.  

DIS3 has also appeared in linkage studies of breast cancer patients (Rozenblum et 

al., 2002). However, the significance of this is unclear as it involves polymorphisms 

rather than deleterious mutations. DIS3 may also be biologically relevant in 

melanoma. In superficial spreading melanoma (SSM) cells, DIS3 has reduced 

expression compared to normal melanocytes because one chromosomal copy is 

deleted. In contrast, DIS3 is overexpressed in nodular melanoma (NM) cells (Rose et 

al., 2011). Furthermore, SSM cells display sensitivity to mebendazole, a 

microtubule-destabilizing drug, whereas NM cells are resistant. This is consistent 

with the function of DIS3 in the regulation of chromosomal segregation during 

mitosis (see section 4.1) (Murakami et al., 2007). SSM and NM are believed to 

represent sequential phases of linear progression from radial to vertical growth, yet 

recurrent differential deletions such as that of DIS3 suggest SSM and NM might be 

the result of an independent pathway. However, a recent meta-analysis with 

combined experimental validation of five microarray-based melanoma datasets did 

not identify DIS3 to be part of a biomarker signature for melanoma (Liu et al., 

2013). 

Whole genome sequencing studies have identified missense mutations in DIS3 to 

occur in ~ 4% (4/106) of Acute Myeloid Leukaemia (AML) patients (Ding et al., 

2012). In all affected patients, mutations mapped to the exoribonucleolytic RNB 

domain. AML develops as a clonal evolution of haematopoietic progenitor cells 

(HPSC/blasts). A HPSC acquires an initiating event which increases its proliferation 
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and genetic instability, causing the clone to expand. Many subclones evolve from 

the founding clone leading to an oligoclonal malignant tumour (Welch et al., 2012). 

Alleles found to have a variant allele frequency (VAF) of 50% usually represent 

heterozygous somatic mutations that are present in all cells within the sample. DIS3 

is mutated in both primary tumour and relapse samples at a VAF between 37% and 

47%, suggesting a heterozygous event in these cases. However, whether DIS3 

mutations initiate clonal expansion of the HSPC or cooperate to give the clone an 

additional advantage is still unclear (Ding et al., 2012).  

1.3.4.2 DIS3 and multiple myeloma 

The most striking association between DIS3 and cancer is probably the finding that 

DIS3 is recurrently mutated in multiple myeloma (MM). Multiple myeloma is 

defined by a malignant proliferation of monoclonal antibody (also called M 

protein)-secreting plasma cells and counts for 20% of deaths related to 

haematological malignancies (Kyle and Rajkumar, 2004; Laubach et al., 2011).   

To date 34 of 306 (11%) myeloma patients analysed by whole genome or exome 

sequencing studies have been found to have missense mutations in DIS3 that may 

be functionally relevant (Figure 1.11) (Lohr et al., 2014; Chapman et al., 2011; 

Walker et al., 2012; Weißbach et al., 2015). In most patients DIS3 mutations 

correlate with deletions of 13q and a few patients were also found to be associated 

with copy neutral loss of heterozygosity (cnLOH) that results in the presence of 

homozygous DIS3 mutations. Six patients have been found to have the same 

mutation R780K, an occurrence which often indicates activation rather than 

suppression of a protein. However, most evidence suggests DIS3 is a tumour 

suppressor gene. A recent amplicon sequencing study identified three hotspot 

mutations (R780, D488 and E665) within the RNB domain of DIS3 and investigations 

in HEK-293 cells indicate that the R780K mutation leads to a lower proliferation rate 

compared to the WT cell line, suggesting a loss-of-function phenotype which would 

classify DIS3 as a tumour-suppressor gene. Moreover, biochemical assays 

performed using recombinant versions of DIS3 bearing MM-associated mutations  



Figure 1.11. Three-dimensional model of DIS3 illustrating the position of amino acids 

substituted by myeloma-associated mutations. Mutations in pink. DIS3 domain functions 

– RNB domain: exoribonucleolytic; PIN domain: endoribonucleolytic; CSD1 and CSD2: cold-

shock; S1: RNA binding. Modelled according to the recently solved S.cerevisiae Rrp44 

structure (Makino et al, 2013) using Phyre2 and the webserver ‘Site Directed Mutator’. 

CSD1 is at the back of the structure and is therefore ‘shadowed’. 
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indicate that in the majority of cases, these mutations abolish DIS3 

exoribonucleolytic activity (Tomecki et al., 2014).  Analyses using available 

structural information and predictive tools also suggest that most myeloma 

mutations have a destabilising effect on the enzyme. For example, R780K, found in 

six multiple myeloma patients, involves an amino acid which is directly involved in 

binding to the phosphate backbone of the incoming substrate so is highly likely to 

affect catalysis (for a description of the structure of DIS3 see section 1.3.1). Also, 

S477R, found in another patient, is a mutation from a small to very large amino 

acid, with gain of a positive charge. It is next to a loop that contains residues 

involved in magnesium ion coordination and is therefore also predicted to have an 

impact on the catalytic activity of DIS3. 

Similar to many other cancers, multiple myeloma has been found to develop as a 

consequence of a clonal evolution of cells (Shlush and Hershkovitz, 2015; Greaves 

and Maley, 2012; Melchor et al., 2014). In multiple myeloma specifically, the initial 

immortalisation of the cell usually occurs by the acquisition of a chromosomal 

abnormality (Morgan et al., 2012). Chromosomal abnormalities can be classified 

into hyperdiploid (trisomies) or non-hyperdiploid subtypes. Curiously, DIS3 

mutations are most commonly seen in non-hyperdiploid subtypes (Lohr et al., 2014; 

Chapman et al., 2011; Walker et al., 2012). Non-hyperdiploidy involves 

translocations of the IgH locus with other chromosomes and is caused by aberrant 

class-switch recombination (CSR) in B-cells.  

Genome wide sequencing studies have provided semi-quantitative analysis of the 

size of the clonal populations carrying a particular mutation within an individual 

tumour.  It was anticipated that mutations arising in all the clones would take part 

in initiating myeloma whereas mutations present only in some subclones would be 

potentiators of the disease. However, it appears that the situation is not quite that 

simple. Mutations in DIS3 were found to be both clonal in some patients and sub-

clonal in others meaning they are functioning sometimes as the former and 

sometimes as latter (Lohr et al., 2014; Weißbach et al., 2015). This observation is 

not restricted to DIS3 but rather applies to the other ten significantly mutated 
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genes in myeloma patients, KRAS, NRAS, TP53, FAM46C, BRAF, TRAF3, PRDM1, 

CYLD, RB1 and ACTG1.  

Within patient samples, some patterns of cooperation and exclusion can be 

identified between mutations in DIS3 and other genes. DIS3 mutations seem to be 

mutually exclusive with mutations in FAM46C. Collectively, DIS3 and FAM46C 

mutations are observed in 21% of patients (Lohr et al., 2014). The precise function 

of FAM46C is yet unknown, however there is evidence it belongs to a family of 

nucleotidyltransferases (Kuchta et al., 2009) and it was recently shown to function 

as an mRNA stability factor that interacts with poly- A-binding protein cytoplasmic 

1(PABPC1) and binds to CU rich motifs within the 3'UTRs of some mRNAs (Meng, 

2010). In support of this function, Chapman et al have found its expression to be 

highly correlated to the expression of a set of ribosomal proteins and translation 

initiation factors (Chapman et al., 2011). DIS3 is known to function in the 

maturation of rRNA, suggesting these two genes could be involved in the same 

cellular pathway.  

Conversely, DIS3 mutations always seem to occur in parallel with a hemizygous 

(monoallelic) deletion of the RB1 region (13q14), either as del (13q) or as an 

interstitial deletion of the RB1 locus. The gene of interest at 13q14 may be RB1 

(retinoblastoma tumour suppressor protein), or one of the miRNAs at this locus 

which are under-expressed in CLL and MM (miR-15a/16). This raises the possibility 

that mutation and selection of DIS3 as a driver mutation in myeloma is dependent 

on deletion of 13q14. However, more NGS studies are needed to increase the 

sample size in order determine whether this correlation is significant. 

Although there is very little data on the clinical impact of DIS3 mutations, one very 

recent study has identified a trend towards a shorter median overall survival for 

patients with DIS3 mutations. Patients carrying DIS3 mutations in minor subclones 

of their tumours also showed a significantly worse response to therapy compared 

to patients with DIS3 mutations in the major subclone (Weißbach et al., 2015). 
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Although, minor subclones also tend to accumulate 17p deletions which could also 

explain this trend. 

Although the cohort sizes in these genome-wide sequencing studies are large, the 

actual number of patients with DIS3 mutations is still quite small; therefore, 

determining the clinical implications of DIS3 mutations will require yet more 

samples to be tested. 

1.4 Multiple Myeloma 

1.4.1 General overview and pathophysiology  

Multiple myeloma is a malignancy of antibody-producing plasma cells that 

accumulate in the bone marrow (Figure 1.12). The malignant plasma cells undergo a 

massive clonal expansion resulting in the production of high levels of monoclonal 

immunoglobulin, or paraprotein, in the blood (Raab et al., 2009). Symptoms of the 

disease result from the malignant cells accumulating in the bone marrow and 

stimulating bone resorption, interfering with production of normal blood cells, as 

well as organ damage caused by the build-up of paraprotein. 

Myeloma originates when genetic damage occurs in developing B cells. B cells 

undergo two processes in the germinal centre, somatic hypermutation (SHM) and 

class switch recombination (CSR), which are both mediated by the generation of 

double-strand breaks. Normally, these DSBs are repaired locally to generate healthy 

mature B-cells. However sometimes they can be joined to other locations in the 

genome, resulting in chromosomal translocations and aberrant mutations which 

lead to the generation of malignant plasma cells.  

Multiple myeloma can be seen as progressing through distinct clinical phases which 

represent a multi-step transformation process from normal to malignant plasma 

cells (Figure 1.13). Myeloma usually develops from the asymptomatic pre-malignant 

syndrome, monoclonal gammopathy of undetermined significance (MGUS), defined  



Figure 1.12. Multiple myeloma is a malignancy of antibody-producing plasma 
cells that accumulate in the bone marrow. (International Cancer Institute) 
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by a clonal expansion of plasma cells and the presence of monoclonal antibody in 

the blood (Morgan et al., 2012) . Although benign, approximately 1% of MGUS 

patients progress to myeloma per year (Kyle et al., 2002; Kyle et al., 2011). 

Smouldering myeloma (SMM) is a variant of MGUS which presents no symptoms 

but is characterised by higher levels of paraprotein and plasma cells and the annual 

risk of progression to malignancy is 10% to 20%. Active myeloma is diagnosed 

when, as well as paraprotein and clonal plasma cell expansion, there is also organ 

and tissue damage. The disease can eventually progress to extramedullary 

myeloma (EMM) whereby plasma cells develop the ability to survive outside of the 

bone marrow environment and can form tumours in other tissues of the body. The 

final stage is plasma cell leukaemia (PCL), characterised by very high levels of 

plasma cells in the peripheral blood and very aggressive clinical features. 

Symptoms of myeloma include bone disease, renal dysfunction, anaemia and 

infection (Kyle and Rajkumar, 2004; Kyle and Rajkumar, 2008). Bone disease is 

caused by malignant plasma cells stimulating osteoclasts that cause bone 

resorption and inhibiting osteoblasts that form new bone, causing lytic bone 

lesions. Osteoclast activity can cause hypercalcaemia which in combination with 

high levels of paraprotein, contributes to renal dysfunction. Anaemia and increased 

infection are a result of myeloma cells overcrowding the bone marrow, reducing 

the production of red blood cells and white blood cells respectively.  

In the earlier stages of the disease, myeloma cells require a specialised bone 

marrow microenvironment to maintain their survival. The bone marrow consists of 

extracellular matrix proteins as well as bone marrow stromal cells (BMSCs), immune 

cells, stem cells endothelial cells, osteoclasts and osteoblasts. It is well established 

that a bidirectional signalling loop exists between myeloma cells and bone marrow 

cells to increase tumour growth and survival. Initially, the interdependence 

between cells of the bone marrow microenvironment and the tumour cells was 

thought to be specifically with osteoclasts, responsible for bone resorption. 

Myeloma cells have a reciprocal relationship with these cells whereby they release 

signalling molecules which in turn stimulate the osteoclasts to release tumour-
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growth factors (Mundy et al., 1974) . Now we know that myeloma cells also interact 

with numerous other cell types in the bone marrow to promote tumour growth and 

survival, for example, T-cells, dendritic cells, bone marrow stromal cells (BMSCs), 

endothelial cells and natural killer cells (Fowler et al., 2011). For example, myeloma 

cells have been shown to express DKK1 which inhibits osteoblast formation and 

increases bone resorption (Figure 1.14). RANKL, the ligand for receptor activator of 

NFkB, is also expressed by myeloma cells and is known to induce osteoclast 

formation (Sezer et al., 2002).  Osteoclasts in turn produce high levels of the multi-

functional cytokine, IL-6, which both directly promotes myeloma cell growth (Abe 

et al., 2004), as well as increasing the number of IL-17-secreting T cells (Korn et al., 

2008). IL-17 both induces myeloma tumour growth and inhibits immune function 

(Prabhala et al., 2010).   

As well as their effect on osteoclasts and T-cells, myeloma cells are also known to 

express certain adhesion molecules which mediate their attachment to extracellular 

matrix proteins and BMSCs, allowing them to home to the bone marrow (Teoh and 

Anderson, 1997). This binding also stimulates IL-6 production from BMSCs, further 

enhancing tumour growth. Myeloma cells can also promote bone marrow 

angiogenesis by the release pro-angiogenic cytokines. The function of dendritic cells 

and natural killer cells are also known to be impaired in patients with myeloma. 

One study has remarkably shown how these DCs were incapable of presenting the 

patient-specific tumour idiotype to autologous T cells, allowing immune evasion 

(Ratta et al., 2002). 

These examples demonstrate the ability of myeloma cells to create a bone marrow 

niche which facilitates the growth and survival of tumour cells, not only by 

enhancing the microenvironment but also by regulating immune cells in a way that 

allows evasion of immune recognition. The BM niche, therefore, acquires primary 

interest as a pathogenic factor in MM. 



Figure 1.14. The myeloma bone marrow microenvironment. Myeloma 
cells release RANK ligand (RANKL), stimulating osteoclasts, and dickkopf 
1 (DKK1), a protein that inhibits osteoblastic function and leads to loss 

of osteoblastic differentiation and destruction of osteoblast-lineage 
stem cells, resulting in lytic bone lesions that cannot heal. (Glass et al, 

2003). 
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1.4.2 Genetics 

The basic premise underlying the initiation and progression of myeloma is that 

multiple mutations in different pathways drive malignant change through 

deregulation of the intrinsic biology of the plasma cell. Genetic aberrations can be 

classified as primary events, contributing to plasma cell immortalisation, or 

secondary events, contributing to disease progression (Figure 1.13). The initial 

immortalisation usually occurs by the acquisition of a chromosomal abnormality 

which can be classified into hyperdiploid (trisomies) or non-hyperdiploid subtypes 

(Morgan et al., 2012). Non-hyperdiploidy involves translocations of the IgH locus 

with other chromosomes and is caused by aberrant class-switch recombination 

(CSR) in B-cells. Aberrant CSR brings oncogenes under the influence of the IGH 

enhancer region leading to their upregulation. The most common translocations 

include t(4;14) which results in the overexpression of FGFR3 and MMSET, a tyrosine 

kinase receptor and histone methyltansferase transcription repressor respectively, 

t(14;16)/t(14;20) both resulting in increased expression of the transcription factor 

MAF and t(11;14) which causes upregulation of CCDN1 (cyclin D1). Hyperdiploidy 

involves trisomies of the odd numbered chromosomes 3, 5, 7, 9, 11, 15, 19, and 21 

and is thought to cause over-expression of protein biosynthesis genes, specifically 

those representing end points in MYC, NF-κB, and MAPK signalling pathways. A key 

early molecular abnormality in myeloma caused by these primary events is the 

deregulation of the G1/S cell cycle transition point via the overexpression of cyclin 

D genes. 

Primary genetic events co-operate with secondary lesions such as secondary 

translocations, copy number variations (CNV), loss of heterozygosity (LOH), 

acquired mutations, and epigenetic modifications to produce the malignant 

phenotype of myeloma. Unlike other cancers, very few genes are recurrently 

mutated in myeloma but those that are include KRAS, NRAS, FAM46C, DIS3, TP53, 

BRAF, TRAF3, CYLD, RB1 and PRDM1 (Walker et al., 2015). These secondary lesions 

can be classified as generally belonging to cell signalling, epigenetic or RNA 

processing pathways. KRAS, NRAS and BRAF are oncogenes belonging to the MAPK 
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pathway that when over expressed lead to cell proliferation. The precise function of 

FAM46C is yet unknown, however there is evidence it belongs to a family of 

nucleotidyltransferases (Kuchta et al., 2009)  and it was recently shown to function 

as an mRNA stability factor that binds to CU rich motifs within the 3'UTRs of some 

mRNAs (Meng, 2010). In support of this function, Chapman et al have found its 

expression to be highly correlated to the expression of a set of ribosomal proteins 

and translation initiation factors (Chapman et al., 2011). DIS3 is a ribonuclease 

involved in degrading mRNA for both quality control purposes and as a means of 

gene regulation, as well as small RNA processing. TP53 is the well-known tumour 

suppressor that codes for the pro-apoptotic p53 protein. TRAF3 is a TNF receptor 

associated factor involved in regulation of the NF-kB pathway, which when 

aberrantly activated, contributes to cell proliferation and survival. CYLD is a 

deubiquinating enzyme which also plays a role in regulating NF-kB. RB1 

(Retinoblastoma 1) is a tumour suppressor gene that acts as a negative regulator of 

the cell cycle and PRDM1, also known as BLIMP-1 acts as a repressor of beta-

interferon expression involved in the differentiation of plasma cells.  With the 

exception of NRAS (24%) and KRAS (27%), all genes are mutated at a low 

percentage, indicating the deregulation of key pathways is important, rather than 

mutations of single genes.  

The role of epigenetics in myeloma is a relatively under-studied field, however 

there is increasing evidence that the three types of epigenetic modification, namely 

DNA methylation, histone modifications and RNA interference influence 

pathogenesis (Dimopoulos et al., 2014). During the transformation from MGUS to 

myeloma, a well-recognised pattern of global DNA hypomethylation and gene-

specific hypermethylation occurs (Walker et al., 2011). During the progression from 

myeloma to PCL, gene-specific hypermethylation is observed in genes involved in 

cell adhesion and signalling, suggesting an important role in promoting transition 

into the circulation. Histone modifications are also important as demonstrated by 

the HOXA9 gene which is overexpressed in myeloma (Chapman et al., 2011). HOXA9 

is a transcription factor primarily regulated by HMTs. Histone methyltransferases 

become deregulated in myeloma through mutations in genes such as MMSET, a 
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histone methyltransferase repressor, whose expression correlates with that of 

HOXA9. In addition, miRNAs are known to be differentially expressed in myeloma. 

Several miRNAs have been identified as oncomirs (miRNAs that are amplified or 

overexpressed in cancer and were shown to have a promoting role in the 

development of primary tumours) or tumour suppressors (miRNAs that are deleted 

or reduced in cancer cells and their loss is associated with tumour development 

(Calin and Croce, 2006). miR-15a and miR-16-1 located at 13q14.3, a region that is 

commonly deleted in MM, have been shown to regulate tumour proliferation in 

MM (Roccaro et al., 2009).   

Coupled to these secondary events, malignant cells acquire genetic abnormalities 

that facilitate their interaction with the bone marrow microenvironment (discussed 

above). Direct evidence supporting the idea that genetic events mediate stromal 

interactions comes from the study of cases overexpressing MAF (Morgan et al., 

2012). MAF is overexpressed in 30% of myeloma cases and alters the homing and 

adhesive properties of the cell through integrin-β7 (Neri et al., 2011), as well as by 

the upregulation of the chemokine receptor CCR1, thus promoting the survival of 

plasma cells in their bone marrow niches. 

Together with the characterisation of genes and pathways disrupted in myeloma, 

studies are also revealing a further level of genetic complexity in the form of 

intraclonal heterogeneity. It is becoming increasingly clear that the molecular 

events acquired during myeloma progression are not acquired in a linear fashion 

but instead through branching, nonlinear pathways that can be described as a 

clonal evolution of plasma cells (Figure 1.15).  Each clone is defined by different 

molecular events and can either be described as dominant or minor depending on 

how much of the tumour population it makes up (Morgan et al., 2012). Clones are 

constantly evolving so that minor subclones can acquire driver mutations that 

confer a survival advantage and over time become major subclones. Intraclonal 

heterogeneity has therapeutic relevance as treating the dominant clone alone is 

likely to lead to drug resistance and relapse through the clonal evolution of minor 

clones. 



Figure 1.15. The clonal evolution of plasma cells in multiple myeloma. 
Molecular events are not acquired in a linear fashion but instead through 

branching pathways.  The key molecular events leading to disease evolution are 
represented as diamonds. Each clone is defined by a different set of molecular 

events. (Morgan et al 2012) 

81 



 72 

As almost all cases of myeloma progress through the pre-malignant syndrome 

MGUS, it is important to consider factors that may lead to MGUS as well as those 

events promoting the transition from MGUS to myeloma. Familial studies have 

shown that in families with myeloma cases, there is a two-fold increased risk of 

developing MGUS demonstrating that inherited genetic variation can predispose to 

the pre-malignant condition (Altieri et al., 2006). Molecular epidemiological studies 

have identified three gene pairs which are associated with an increased risk of 

myeloma DNMT3A and DTNB (on 2p), ULK4 and TRAK1 (on 3p), and DNAH11 and 

CDCA7L (on 7p) (Broderick et al., 2012). The functional role of each gene pair is yet 

unknown but it appears that the deregulation of MYC is important. 

1.4.3 Epidemiology 

Multiple myeloma accounts for approximately 1% of cancers and 13% of 

haematological cancers (Kyle and Rajkumar, 2004). In 2012 there were 4934 new 

cases of myeloma in the UK and 2742 deaths (Cancer Research UK). The incidence 

rate is 9 per 100000 males and 7 per 1000000 females with myeloma occurring 

twice as frequently in African Americans compared to Caucasians, however the 

reasons underpinning these differences have yet to be explained. Myeloma 

incidence is strongly related to age with an average of 43% of cases being 

diagnosed in people aged 75 and over. Five-year survival stands at 47% and ten-

year survival at 37% but outcome depends on the stage of myeloma at diagnosis as 

well as age and fitness. The decrease in survival with age may be partly attributable 

to fewer treatment options being available for older patients who are often unable 

to tolerate strong chemotherapy. Survival rates have increased over time however, 

which is probably due to earlier diagnosis, better detection methods as well as high-

dose chemotherapy and autologous stem cell transplantation.  

1.4.4 Aetiology  

Due to myeloma being relatively rare, the risk factors for developing this disease 

are not well understood. It is estimated that in the UK less than 1% of cases are 
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preventable and less than 1% are linked to occupational exposures (Parkin et al., 

2011). The strongest risk factor for myeloma is age where incidence and mortality 

increase as people get older with incidence rates rising sharply from around age 55. 

Another risk factor is sex with a male to female ratio of around 13:10 and ethnicity, 

with African Americans being twice as likely to develop myeloma (NCIN). As 

mentioned previously, people with a family member with myeloma or MGUS are 2 

to 3 times as likely to develop the disease. People with a lowered immunity through 

taking medicines after organ transplantation (Engels et al., 2013) or HIV infection 

have an increased risk (Shiels et al., 2009). Obesity is also associated with increased 

risk due to a higher secretion of IL-6  (Larsson and Wolk, 2007) as well as people 

who have been exposed to ionising radiation, benzene or ethyl oxide (International 

Agency for Research on Cancer).  

Some medical conditions are believed to increase the risk of myeloma for example 

meta-analyses have shown risk is 50% higher in patients with the autoimmune 

disease pernicious anaemia (McShane et al., 2014). In addition, people with a rare 

genetic condition called Gaucher  disease which is an autosomal recessive 

lysosomal storage disease have a higher risk of developing myeloma (Shiran et al., 

1993). People with this condition have a deficiency in an enzyme within the 

lysosomes which is required for the metabolism of fats, leading to the build-up of 

fat in certain organs. Elevated levels of IL-6 in Gaucher disease may aid the growth 

and survival of myeloma cells (Allen et al., 1997). In addition, fatty substances can 

accumulate in the bone creating skeletal lesions which change the bone 

microenvironment, also aiding myeloma cell survival.  

1.4.5 Treatment  

Traditionally, the international staging system (ISS) used clinical features such as 

serum albumin and β2-microglobulin to direct treatment of individual patients 

(Greipp et al., 2005); however, this has since been revised to include the presence 

or absence of cytogenetic abnormalities as well as lactate dehydrogenase level. 

Treatment of myeloma can be seen as stages of initial therapy, stem cell transplant 
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(if eligible), consolidation/maintenance therapy, and treatment of relapse (Palumbo 

and Anderson, 2011). Current treatment consists of combinations of 

chemotherapy, biological therapies and steroids as well as radiotherapy and 

bisphosphonates to help prevent bone damage and control pain. The drugs chosen 

depend on a patient’s health and whether a transplant is planned as well as the risk 

group of disease. Certain cytogenetic abnormalities present a high risk such as 

t(14:16), t(14;20) and del(17p) whereas others present an intermediate or standard 

risk which is the case for most trisomies, t(11;14) and t(6;14).  

In standard and intermediate risk patients, a combination of bortezomib, 

lenalidomide and dexamethasone are used, followed by autologous stem cell 

transplant (ASCT) and lenalidomide plus dexamethasone for standard risk and 

bortezomib, cyclophosphamide and dexamethasone for intermediate risk patients 

(Mahindra et al., 2012). Bortezomib is a non-specific proteasome inhibitor thought 

to induce bcl-2 phosphorylation and cleavage causing G2-M arrest and apoptosis. 

Dexamethasone is a glucocorticoid steroid that also induces apoptosis of myeloma 

cells. Lenalidomide is a biological therapy which induces tumour apoptosis through 

anti-angiogenic and anti-osteoclastogenic effects as well as immunomodulation. 

Following initial treatment, standard risk patients receive lenalidomide 

maintenance and intermediate risk patients received bortezomib for 2 years. High 

risk patients initially receive a combination of carfilozomib, lenalidomide and 

dexamethasone, followed by ASCT and the above combination, followed by 

carfilozomib or bortezomib maintenance for 2 years. If the patient is frail or over 

age 75 they may not tolerate a triplet regime so treatments are modified slightly 

and the patient may not be eligible for transplantation.  

Many emerging therapies are showing promise in clinical trials including 

monoclonal antibodies. One such antibody called Siltuximab blocks IL-6 which may 

reduce myeloma cell growth in combination with bortezomib (Cancer Research UK). 

Another called BHQ880 works by blocking DKK1, a protein that stops osteoblasts 

from forming new bone. In addition, a new type of biological therapy called 

panobinstat is being investigated as a drug that is helpful for relapsed myeloma or 
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myeloma that has stopped responding to treatment. Panobinsat is a deacetylase 

inhibitor. Although still only experimental, vaccines are being investigated that are 

designed to encourage the immune system to attach myeloma cells.  

Myeloma is not a single disease entity but rather a collection of related disorders 

that are manifested clinically as clonal proliferations of plasma cells. The eventual 

goal of myeloma therapy is personalised medicine, whereby biomarkers are used to 

define a patient subgroup that will benefit from a specific drug. The risk-stratified 

approaches to treatment outlined above are suboptimal to direct treatment for 

individual patients. Although this system has been improved by including molecular 

cytogenetic data such as translocations and copy number abnormalities, there is a 

great need to take into account molecular lesions that are predictive for response 

to treatment, thus achieving personalised cancer care for patients with myeloma.  

1.5 Aims of this project 

The principle aim of this project is to elucidate the mechanism by which DIS3 

mutations are contributing to myeloma pathogenesis whilst also investigating the 

normal physiological role of DIS3 within human cells. The approaches employed are 

described in the following four results chapters and outlined briefly below. 

1.5.1 Chapter 3 

The aims of the experiments in this chapter were to predict the effect of myeloma-

associated mutations on the stability of DIS3 and to establish a DIS3 knock-down 

model to investigate whether loss of DIS3 causes any phenotypic changes within 

cells. Techniques used include mutational bioinformatics analysis, transfection of 

mammalian cells, qPCR, western blot, growth and survival assays, drug sensitivity 

assays, immunocytochemistry and flow cytometry.  
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1.5.2 Chapter 4 

The aim of this chapter was to perform transcriptomic profiling using RNA-

sequencing to compare the transcriptomes of DIS3 knock-down and control cells in 

order to identify possible targets of DIS3. Techniques used include RNA-sequencing 

and qPCR. 

1.5.3 Chapter 5 

In this chapter an RNAi loss-of-function screen was used to identify targets whose 

knock-down acts synergistically with loss of DIS3 function. In this way, the aim was 

to identify new potentially therapeutic targets for myeloma patients affected by 

DIS3 mutations as well as potentially reveal unexpected pathway interactions that 

can advance our understanding of myeloma biology. Techniques used include RNAi 

synthetic lethality screen, transfection and qPCR. 

1.5.4 Chapter 6  

The aims of this chapter were to identify and characterise the protein-coding 

isoforms of DIS3 as well as assess their expression level in different cell lines and 

patient cells and investigate a possible differential function. Experiments carried 

out include qPCR, western blot, cloning, biochemical RNase assays, end-point PCR 

and DNA sequencing.  
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Chapter 2: Materials and Methods 

2.1 Cell Culture 

2.1.1 Cell Lines  

A total of seven human MM cell lines were used in this work: H929, SKMM1, 

MM.1S, RPMI-8226, U-266, KMS-12-BM, and MOLP-8. These cells were a kind gift 

from Dr. E. Ocio (University of Salamanca), Dr. S. Sahota and B. Guinn (University of 

Southampton), and Dr. Y. Calle (King’s College Hospital, London). The identity of the 

myeloma cell lines was previously assessed by protein electrophoresis of cell 

supernatants to confirm production of the expected type of monoclonal 

immunoglobulin (Stewart et al., 2011). The acute myeloid leukaemia cell line, OCI-

AML3, was obtained from Dr. Y. Calle (King’s College Hospital, London) and 

validated by sequencing for specific DNMT3A mutations. The GM12878 

lymphoblastoid cell line, E14 (mouse embryonic stem cell), HeLa (cervical cancer) 

and HEK-293 (human embryonic kidney) cells were obtained from Dr.M.West,  Dr. 

S. Wheatley and Prof. G. Richardson respectively (University of Sussex).The 

osteosarcoma cell lines, U-2OS and SAOS-2 were obtained from the European 

Collection of Cell Cultures (ECACC). See Table 2.1 for a list of cell lines used in this 

study. 

2.1.2 Primary Cells 

All patient samples were primary bone marrow aspirates with the exception of 

patient 238 and the healthy control samples, both of which were peripheral blood. 

Primary bone marrow aspirates and peripheral blood samples were taken from 

routine diagnostic specimens after informed consent of the patients. The project 

received approval from the local ethics committee (The Brighton Blood Disorder 

Study, references: 09/025/CHE and 09/H1107/1) and was conducted in accordance 

with the Declaration of Helsinki. Seven of the CMML samples were obtained from  



Table 2.1 List of cell lines and origins used in this study. 
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Cambridge Blood and Stem Cell Biobank. Mononuclear cells were isolated by 

Histopaque 1077 density gradient purification as per manufacturer’s instructions.  

2.1.3 Cell Passage 

Cells were cultured in Dulbecco’s modified eagle’s medium (HeLa, HEK-293, E14), 

RPMI-1640 medium (RPMI-8226, SKMM1, MM.1S, OCI-AML3, H929, GM12878, 

MOLP-8, KMS-12-BM, U-266, DG-75) or DMEM-F12 (U-2OS, SAOS-2) with 10% 

foetal calf serum (FCS), supplemented with 2 mM L-glutamine (Gibco) and 

antibiotics (100 IU/mL penicillin, 100 μg/ml streptomycin, Sigma-Aldrich), at 37°C in 

a 5% CO2 humidified atmosphere.  Adherent cell passage was performed by 

removing growth media, rinsing the monolayer with sterile PBS and incubating with 

2 mM trypsin-EDTA for 5 minutes at 37°c. Complete growth media was added to 

neutralise the effect of trypsin-EDTA and detached cells were collected by 

centrifugation at 400 x g for 5 minutes. The supernatant was discarded before 

pelleted cells were re-suspended in complete growth media and plated in tissue 

culture flasks. Suspension cells were directly collected by centrifugation at 400 x g 

for 5 minutes and passaged similarly. 

2.1.4 Cryopreservation of cells 

Cells were pelleted by centrifugation before being re-suspended in growth media 

with 10% dimethyl sulphoxide (DMSO). 1 ml aliquots were transferred to cryovials 

and placed at -80°c in an isopropanol-containing freezing container for 24 hours 

before being transferred into liquid nitrogen for long term storage. When needed, 

frozen stocks were rapidly thawed at 37°c in a water bath and DMSO removed by 

centrifugation at 400 x g for 5 minutes, before being re-suspended in growth media 

and plated in tissue culture flasks. 
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2.2 Cell Transfection 

2.2.1 Transient transfection of siRNA  

Initially Lipofectamine 2000 and HiPerfect transfection reagents were tested 

according to the manufacturer’s instructions. 100 μM of Smart Pool ON-

TARGETplus siRNA against DIS3 or Non-Targeting Control siRNA (GE, Dharmacon) 

were initially used (see Figure 2.1 and Table 2.2 for details of siRNA) and gene 

silencing was analysed 48 hrs to 96 hrs post-transfection. The Neon™ 

electroporation system (Life Technologies) was subsequently used for suspension 

cells according to the manufacturer’s instructions. Different cell lines were 

subjected to different transfection parameters (Table 2.3). After transfection was 

optimised, 25 nM each of two Silencer® Select siRNAs against DIS3 and 50 nM of a 

negative control siRNA (Life Technologies) were used for subsequent experiments 

in RPMI-8226 cells (Figure 2.1). Transfections were sometimes performed with a 

no-siRNA electroporated control.   

2.2.2 Stable transfection of shRNA vectors 

1 x 106 U-2OS cells were seeded into each of four T25 flasks in 5ml of DMEM-F12 

growth media supplemented with 10% foetal calf serum (FCS) and with 2 mM L-

glutamine (Gibco) but without antibiotics. Cells were left to proliferate for 2 days 

before being transfected using Lipofectamine LTX PLUS (Thermo Scientific). 150 μl 

of Opti-MEM (Gibco) and 9 μl of LTX reagent were incubated together for 5 mins at 

room temperature before being added to 2.5 μg of each shRNA vector (Three DIS3 

shRNAs and one non-targeting control) and 3 μl of PLUS reagent. The mix was 

added to the cells in a dropwise fashion and after 48 hours puromycin (Thermo 

Scientific) was added at 3 μg/ml. Cells were left to proliferate for 3 weeks before 

being observed for green or red fluorescence and tested for DIS3 knock-down by 

qPCR.  
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Table 2.2. List of siRNA sequences used in this study. Lower case letters 
represent non-complementary 3’ additions to the siRNA sequence.  

82 



Table 2.3 Cell-type specific parameters used for transfection with the Neon™ 

electroporation system (Life Technologies) .    
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2. 3 Synthetic lethality screens 

Before performing the screen, transfection efficiency was optimised. DIS3 shRNA 

cells (3 x103) as well as the non-targeting control cells were seeded into a 96 well 

plate in triplicate in DMEM-12 supplemented with 10% foetal calf serum (FCS), 2 

mM L-glutamine (Gibco) and antibiotics (100 IU/mL penicillin, 100 μg/ml 

streptomycin, Sigma-Aldrich). The following day the media was removed, cells 

washed with PBS and 188 μl of fresh media was added. 144 μl of Opti-MEM was 

incubated with 9 μl of HiPerfect (Qiagen) and incubated at room temperature for 

15 mins before different concentrations of either siGFP (0.625 nM, 1.25 nM, 2.5 nM 

or 5 nM) or a non-targeting control siRNA (Dharmacon) were added and incubated 

for a further 10 mins. 12 μl of the mix was added to each well and the GFP intensity 

was assessed after 24 hours using an Olympus Scan R system. 

After achieving good knock-down efficiency with the siGFP, the DNA Damage 

Response (DDR) synthetic lethality screen was set up. The DDR siRNA library 

(Dharmacon) consists of an array of 240 siRNA pools across three 96-well plates, 

each pool targeting a different gene. 3.5 x103 of each of DIS3 shRNA 1-transfected 

cells and control shRNA-transfected cells were seeded together as a 50:50 ratio into 

three 96-well black walled, clear bottom plates (Corning) in 200 μl of DMEM-12 

supplemented with 10% foetal calf serum (FCS) and with 2 mM L-glutamine (Gibco) 

and antibiotics (100 IU/mL penicillin, 100 μg/ml streptomycin, Sigma-Aldrich), 

without puromycin. The following day the growth media was changed and replaced 

with 188 μl of fresh media. A master mix of 3.15 ml of Opti-MEM and 202.5 μl of 

HiPerfect were mixed together before 12 μl was aliquoted to new 96 well plates. 

1 μl of each siRNA from the DDR library was added to each well of HiPerfect mix to 

make a final concentration of 1.25 nM. The non-targeting, siGFP, siGAPDH and 

transfection reagent controls were made up next. 144 μl of Opti-MEM and 8 μl of 

HiPerfect were mixed together along with 1.5 μl of scrambled siRNA. For the siGFP, 

siGAPDH and non-transfected controls were made up by adding 72 μl of Opti-MEM, 

4.5 μl of HiPerfect and 0.75 μl of siRNA before 12 μl of each control was aliquoted 

to the 96 well plates. 50 μl of media was then taken from the cell culture plates and 
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mixed with the siRNA mix before being added back to the cells. The cells were left 

for 72 hours before the media was removed; the cells were washed with PBS and 

fixed using 4% paraformaldehyde for 10 minutes. Cells were then washed and 

permeabilised with 0.1% Triton-X for 5 minutes before DAPI was added. Cells were 

washed with PBS before being screened using an Olympus Scan R system. 

2.4 Growth assays 

Cells were plated (2x105) in triplicate in 24-well plates with 500 μl of medium.  At 

various time points following transfection (0, 48, 96, 144 hrs) cells were stained 

with trypan blue and counted on a Modified-Fuchs haemocytometer (Hawskley 

Medical). Cell pellets were re-suspended in complete growth media and the 

haemocytometer was filled with 10 μl of single cell suspension. The number of cells 

overlying the ruled grid was counted using low power magnification (×10) on an 

inverted microscope (Leica). The number of cells per millilitre was calculated (cells 

in 25 squares of the grid multiplied by 104) and the cell suspension was diluted 

appropriately to seed the correct number of cells for each experiment. 

2.5 Cell Viability assays  

To assess viability using a WST1 assay (4-[3-(4-Iodophenyl)-2-(4-nitrophenyl)-2H-5-

tetrazolio]-1,3-benzene disulfonate, Roche), cells were plated (2.5x103) in triplicate 

in 96-well plates with 90 μl of medium. At 24 hour intervals following transfection 

(0 to 168 hrs), 10 μl of WST1 was added to the cultures.  Cultures were incubated at 

37oC and the absorbance was recorded after 90 mins at 450 nm using a plate reader 

(Bio TEK) and KC4 software.  The viability was plotted as percentage OD change 

whereby untreated cells or cells at time-point zero are set at 0% and viability in 

other groups was calculated by comparing the optical density readings with the 

controls. Similar to MTT, WST1 is a tetrazolium dye but is reduced outside of living 

cells on the plasma membrane, rather than inside. WST1 is water-soluble unlike 

MTT and therefore does not require a solubulisation step to form a coloured 

solution.  
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2.6 Caspase assays 

To assess apoptosis, the Caspase-Glo 3/7 (Promega) was used according to 

manufacturer’s instructions. Briefly, cells were plated (2.5x103) in triplicate in 96-

well plates with 50 μl of medium. At 24 hour intervals following transfection (0 to 

96 hrs), 50 μl of Caspase-Glo reagent was added to each well and incubated for 

1 hr. Luminescence was measured in a luminometer. Results were plotted as the 

mean luminescence, relative to the luminescence at time point 0.  

2.6.1 Drug sensitivity assays 

RPMI-8226 cells were plated (2.5x103) in triplicate in 96-well plates and bortezomib 

(Santa-Cruz) was added to the medium at 0, 0.01, 0.1 and 1 nM concentrations. 

After 24 hrs, WST1 was added to the cultures and analysed as above. In the same 

manner, 0.1 nM bortezomib was added to transfected cells 72 hrs post-transfection 

and WST1 absorbance was measured over various time points (0, 24, 48 hrs).  

2.7 RNA extraction, reverse transcription and quantitative real-time PCR 

2x106 cells were lysed and total RNA was extracted using the RNAeasy mini-kit 

(Qiagen) as per manufacturer’s instructions. The resultant total RNA was re-

suspended in 30 µl of nuclease-free water. 1 μl of the sample was measured using 

an ND-1000 spectrophotometer (Thermo Scientific). RNA integrity was measured 

on a 2100 bioanalyser (Agilent). Potential contaminating DNA was removed by 

DNase treatment of RNA as part of the gDNA removal step of the Quantitect RT kit 

(Qiagen). 500 ng of RNA was reverse transcribed as per manufacturer’s instructions, 

into a final volume of 20 μl and was diluted 1:5 in nuclease-free water.  For qPCR 

analysis 2.5 μl of cDNA was mixed with 5 μl Precision 2 x real-time PCR MasterMix, 

0.5 μl of each primer (Table 2.4 for list of all qPCR primer/probe assays) and 2 μl 

water and analysed in a Life Technologies ViiA™ 7 System using an annealing 

temperature of 50 oC. Negative controls lacking reverse transcriptase showed  
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negligible background. Analyses were performed in duplicate or triplicate. All data 

were normalised to the appropriate reference genes as determined by the GeNorm 

assay (Primer design) (see below). Relative expression levels were calculated using 

the 2-ΔΔ Ct method. 

The amplification efficiencies of the DIS3 isoform-specific primers (DIS31 and DIS32) 

were determined with a series of cDNA dilutions (6.25, 12.5, 25, 50ng per 10 μl 

qPCR reaction, based on RNA concentrations) using a standard curve set up. 

2.7.1 GeNorm Analysis 

GeNorm reference gene selection assay (PrimerDesign) was performed for HeLa, 

RPMI-8226, OCI-AML3, KMS-12-BM and MOLP-8 cells. Six samples for each cell line 

and 12 reference genes were tested as per manufacturer’s instructions and a post-

PCR melt curve was performed. Qbase + software (Biogazelle) was used to 

determine the optimal number of reference targets and to rank the reference 

genes in order of stability of expression. 

2.8 Immunocytochemistry  

Adherent cells were grown on sterile coverslips in 24-well plates and suspension 

cells were dropped (1x105 cells/μl) onto poly-lysine coated microscope slides. Cells 

were fixed with 4% paraformaldehyde for 20 mins at room temperature, 

permeabilised using 0.1% Triton x100 and incubated overnight at 4 oC with rabbit 

polyclonal anti-DIS3 (1:100; Sigma), rabbit anti-53BP1 (1:100; Bethyl labs) or anti-

CD14 (Biolegend) diluted in antibody diluting solution (0.1 M lysine, 10% FCS, 

sodium azide in PBS). Cells were then incubated with anti-rabbit Alexa Fluor 488 

(1:150) or anti-mouse Alexa Flour 546 (1:250), counterstained with DAPI (4′,6-

diamidino-2-phenylindole) (1 μg/ml), mounted with Citifluor anti fade mounting 

medium (agar scientific) and observed by fluorescence microscopy using a Leica DM 

5000B microscope fitted with a Leica DPC300FX digital camera. 
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2.8.1 Nuclear phenotype scoring 

To score for nuclear phenotype, cells were fixed and permeabilised as above then 

stained with DAPI, mounted and observed. For each treatment, 800 cells were 

scored for normal, poly-lobed or multiple nuclei.  

2.9 Metaphase spreads 

72 hours post-transfection, 5 x 106 of DIS3 knock-down and non-targeting control 

HeLa cells were seeded into a T75 flask and incubated with DMEM media. After 24 

hours, 1 μg/ml of colcemid (Sigma-Aldrich) was added to the medium and the cells 

were incubated for 2 hours. Cells were next trypsinised before being centrifuged at 

200 x g for 5 mins. Supernatant was discarded and cells were re-suspended in 

remaining supernatant before 5ml of 0.56% KCl was added slowly from the side of 

the tube. Cells were incubated for 15 mins before being centrifuged at 200 x g for 

10 mins. The supernatant was aspirated leaving 1ml and the cell pellet was 

resuspended. 1 ml of methanol: glacial acetic acid (3:1) was added. This process 

was repeated three more times before the pellet was resuspended in a small 

volume of fixative. The cells were then dropped from 10 cm height onto a 

microscope slide, were air dried before being stained with 5% Giemsa dye. 

2.10 Western blotting  

5x106 cells were lysed in 1 ml of protein extraction buffer supplemented with 

protease inhibitor cocktail (Roche) and 5% 2-mercaptoethanol. Using a cell scraper 

and micropipette, the lysates were transferred to a 1.5 ml Eppendorf tube, 

vortexed then centrifuged at 13,000 x g for 10 mins. Protein concentrations were 

determined using DC Protein Assay (BioRad) according to the manufacturers 

protocol. One volume of Laemmli loading dye (Biorad) was added to each protein 

sample before 50 μg was run on each lane of a Criterion XT Tris-Acetate 7% 

resolving gel (Biorad) with 1 x SDS running buffer (Fisher Scientific). Proteins were 

transferred to a PVDF Hybond-P membrane (Amersham) using a wet transfer 
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blotting system (Biorad), run at 150 V for 1 hour. The membrane was then blocked 

with 5% milk in 1 x TBS-T (Tris buffered saline (TBS) solution with the detergent 

Tween® 20) for 1 hour before being incubated with either anti-DIS3 (1:600, Sigma) 

or anti-actin (1:20000, MP Biomedicals,) overnight rolling at 4oC. The membrane 

was then washed with 1 x TBS-T buffer for 3 x 10 mins before being incubated with 

anti-rabbit horseradish peroxidase (HRP)-conjugated secondary antibody (1:80000) 

for 1 hour at room temperature. After washing again with 1 x TBS-T buffer for 3 x 

10 mins, the membrane was developed using Luminata Forte HRP substrate (Merck 

Millipore) for 5 mins before being incubated with RX X-ray film (Fuji) and 

developed. Where necessary, DIS3 protein was quantified relative to controls using 

the Image J software.  

2.11 Polymerase chain Reaction and Sequencing 

Genomic DNA was extracted using the DNeasy kit (Qiagen) according to 

manufacturer’s instructions. Conventional PCR was used to investigate the 

presence of alternatively spliced isoforms of DIS3 as well as for amplification of DNA 

for sequencing. PCR reactions consisted of 1 μl gDNA or cDNA template, 1 μl of 

each primer (forward and reverse, 0.5 μg/μl), 12.5 μl Amplitaq Gold PCR Master 

Mix (Thermo Scientific) and 10 μl DNase-free water. PCR reaction conditions were 

as follows: initial denaturation step of 95°C for 5 minutes, 35 cycles of denaturation 

at 95°C for 30 seconds, annealing at 55°C for 30 seconds and extension at 72°C for 

60 seconds. This was followed by a final extension step of 72°C for 7 minutes and 

cooling to 4°C for storage. Loading Dye was added to the PCR products and 10 μl 

1kb or 100bp DNA ladder (New England Biolabs) before loading on to a 1% agarose 

gel (Sigma-Aldrich) made in Tris-Borate-EDTA (TBE) buffer (Sigma-Aldrich) 

containing 1 μl Gel Red. See Table 2.5 for a list of oligonucleotides used in this 

study.  

PCR products were purified using the DNA purification kit (Qiagen) according to 

manufacturer’s instructions, before being sent to Eurofins MWG for sequencing. 

15 μl of 15 ng/μl DNA was sent with 2 μl of either forward or reverse primer. 



Table 2.5 List of PCR primers used in this study. 
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2.12 Vector Cloning 

Two vectors were used in this study: pGIPZ (Thermo Scientific, Figure 2.2A) 

containing the DIS3 shRNA clones and pReceiver-B03 (Genecopoeia, Figure 2.2B) 

containing the DIS3 isoform clones.  

2.12.1 Plasmid preparation 

Each plasmid was added to 50 µl of Dh5α competent cells and incubated on ice for 

1 hour. The cells were subjected to heat shock for 45 sec at 42oC, and then placed 

immediately on ice. 200 µl of LB medium was added to the cells and incubated at 

37oC, agitating at 250 rpm for 30 minutes. Agar plates supplemented with ampicillin 

were pre-warmed at 37oC, and the cells were spread evenly onto the plate and 

incubated at 37oC overnight. Sterile pipette tips were used to pick up five colonies 

from the plate which were inoculated in a universal tube with 5 ml of LB medium 

containing 100 μg/ml ampicillin. These were incubated at 37oC with constant 

shaking overnight. The bacteria were then harvested by transferring to a 15 ml 

falcon tube and spinning at 3,500 rpm at 4oC for 10 minutes. The plasmid was 

extracted using QIAprep Miniprep as per manufacturer’s instructions (Qiagen). 

For large scale plasmid purification, inoculated DH5 α were poured into a conical 

flask with 250 ml of LB media containing ampicillin were left to shake overnight at 

37 oC. Cells were harvested by centrifuging at 3500 rpm at 4 oC for 30 mins and 

plasmids isolated using Midi/ Maxiprep (Qiagen) as per manufacturer’s instructions. 

Concentration of plasmid was measured by nanodrop spectrophotometer and 

stored at -20 oC. 

2.12.2 Restriction Digests 

Digests were performed by mixing 1 µg of plasmid with 0.5 µl of each of the 

restriction endonucleases (New England Biolabs), 2 µl of the appropriate buffer,  

 



Figure 2.2. Maps of the vectors used in this study. (A) The pGIPZ vector containing 
DIS3-targeting shRNAs was used to create stable DIS3 knock-down cell lines. 

Important elements include the hCMV promoter to drive transgene expression, tGFP 
reporter for visual tracking of shRNA expression, 5’ and 3’ LTRs for genome 

integration and PuroR to permit selection and propagation of stable integrants. The 
shRNA hairpin consists of a 22nt dsRNA stem, complementary to the DIS3 transcript 
and a 19nt loop from miR-30 as well as 125nt of miR-30 flanking sequence on either 
side of the hairpin, in order to increase Drosha and Dicer processing efficiency.  (B) 
The pReceiver-B03 vector containing recombinant DIS3 isoform cDNA clones was 
used for expression and purification of DIS3 isoforms for use in RNase assays. The 
vector contains a T7 promoter for high level expression, GST-tag and Tev cleavage 

site, ampicillin resistance gene for bacterial selection and multiple cloning sites.  

A 

B 
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0.2 µl of BSA (New England Biolabs) and made up to 20 µl with water. The mixture 

was incubated at 37 oC for 2 hours and run on a 1% TBE, 1% agarose gel. For the 

diagnostic digest of pReceiver-B03, XmaI and EcoRV were used. For excision of the 

CMV:TurboGFP region of pGIPZ, XhoI and NotI were used.  

2.12.3 pGIPZ cloning 

XhoI and NotI were used to excise the CMV:AcGFP-NLS or CMV:mCherry-NLS region 

from the relevant vectors. The same endonucleases were used to excise the 

CMV:TurboGFP region of pGIPZ. 3 µl of AcGFP or mCherry was mixed with 1 µl of 

the linearised pGIPZ vector, 5 µl of 2 x rapid ligation buffer and 1 µl of T4 DNA ligase 

(Promega). The ligation reaction was incubated at room temperature for 3 hrs 

before being propagated as above (plasmid preparation).  

2.13 Biochemical assays 

2.13.1 Overexpression and purification of DIS3 isoforms 

 

Dis3 protein isoforms one (ISO1) and two (ISO2) were overproduced with a 

Glutathione S-transferase (GST) tag in E. coli Rosetta (DE3) strains containing the 

recombinant plasmids of interest (pReceiver-B03) and purified by affinity 

chromatography. Briefly, cells were grown at 37ºC in Terrific Broth medium (TB) 

supplemented with ampicillin and chloramphenicol to an optical density (600 nm) 

near 1. Protein expression was induced by addition of 0.5 mM of IPTG for 4 hrs at 

30°C and cells harvested by centrifugation at 4°C. The culture pellets were 

resuspended in 30 mls of Buffer A (20 mM Tris–HCl pH 7.5, 150 mM NaCl, 1 mM 

DTT). Suspensions were lysed using a French Press at 1000 Psi in the presence of 

protease inhibitors. After lysis, the crude extracts were treated with 125 U (0.5 µl) 

of Benzonase (Sigma) to degrade the nucleic acids and clarified by a 30 min 

centrifugation at 10 000 x g, 4°C. The GST-tagged recombinant proteins were 

purified by affinity chromatography, using the ÄKTA primer plus FPLC System (GE 

Healthcare). The purified extracts were loaded into a GST-Trap 1 ml column (GE 
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Healthcare) equilibrated in Buffer A. Protein elution was achieved with Buffer A 

with 20 mM reduced glutathione. The fractions containing the protein of interest 

were pooled and desalted using a PD10 column equilibrated with desalting buffer 

(10 mM Tris–HCl pH8, 10 mM KCl, 1 mM DTT). Half of the protein sample was 

digested with TEV protease overnight at 4°C to remove the GST-tag. An equal 

volume of glycerol was added, proteins were quantified using the Bradford Method 

and stored at −20°C. The purity of the enzymes was analysed by sodium dodecyl 

sulfate-polyacrylamide gel electrophoresis (SDS–PAGE). 

2.13.2 Substrate preparation 

ss16-A14 oligoribonucleotides were labelled at the 3’ end with [γ-32P]-ATP (GE 

Healthcare) using T4 polynucleotide kinase (NEB) according to the manufacturer’s 

instructions. Labelled substrates were purified using a G-50 column (GE 

Healthcare). Circularised substrate was prepared by incubating 750 pmol ss16-A14 

oligoribonucleotide with 10 mM of unlabelled ATP in a buffer containing 50 mM 

Tris-HCL pH 8.0, 10 mM MgCl2, 10 mM DTT in the presence of T4 ligase overnight on 

ice. 

2.13.3 Ribonuclease assays 

In vitro enzymatic assays were performed in 20 µl reaction volumes containing 10 

mM Tris-HCL pH 8.0, 75 mM NaCl and 1 mM DTT supplemented with 3 mM MnCl2.  

125 nM protein and 50 nM substrate were used. Reactions were performed at 37oC 

for the indicated times and terminated by adding 20 µl of formamide loading dye 

(90% formamide, 20 mM EDTA, 0.03% bromophenol blue, 0.03% xylene cyanol in 1 

x TBE). Reaction products were resolved on denaturing 20% polyacrylamide, 8 M 

urea, 1 xTBE gels and visualised using an Imagem FUJI imager.  

2.14 Flow cytometry 

RPMI-8226 cells were plated (2x105) in triplicate in 24-well plates in 500 μl of 

medium and subject to either starvation by omission of FCS and L-glutamine from 
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medium or the addition of 1 μg/ml of colchicine (Sigma). After 24 hrs cells were 

fixed in 70% ice-cold ethanol for 30 mins at 4oC. Cells were washed twice in PBS and 

centrifuged at 850 x g for 10 mins before being incubated with 0.6 mg/ml RNase A 

(Qiagen) for 1hr and then 10 μg/ml propidium iodide for 30 mins at room-

temperature. The cells were then analysed on a flow cytometer (LSRII, Becton & 

Dickinson) using excitation at 488 nm and emission at 617 nm. Control 

electroporated, scrambled siRNA and DIS3 siRNA transfected cells were subject to 

the same method without starvation or colchicine treatment, 72-hours post-

transfection. A no RNase A control was also set-up to confirm RNase activity.  

2.15 RNA-seq sample preparation and analysis 

5 x 105 RPMI-8226 cells were either transfected with DIS3 siRNA, scrambled siRNA 

or electroporated only and after 72 hours, RNA was extracted using the RNeasy kit 

(Qiagen) and treated with the RNase-free DNase kit (Qiagen). RNA purity and 

integrity was checked on a Nanodrop 1000 and Bioanalyser 2100 (Agilent) 

respectively. A total of 3 µg of RNA per sample was sent to Oxford Gene Technology 

for conversion to cDNA using oligo-dt primers and sequencing on a HiSeq2000 lane 

using TruSeq v3 chemistry (Illumina) generating an average of 28 million reads per 

sample. Initial quality control of samples was performed using FastQC v0.11.2 

(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/), followed by adapter 

removal using Scythe v0.993b (https://github.com/vsbuffalo/scythe) and quality 

trimming using Sickle v1.29 (https://github.com/najoshi/sickle). Reads were aligned 

to version CRChr37 of the human genome using TopHat v2.0.12 (Kim et al., 

2013)and Bowtie v2.2.3 (Langmead and Salzberg, 2012). FPKM values and 

differential expression comparisons were performed using Cufflinks (Trapnell et al., 

2012).  

2.14 Statistical analysis 

Unless otherwise stated, error bars represent the S.E.M (standard error) obtained 

from three independent experiments. All statistics were carried out using GraphPad 

http://www.bioinformatics.babraham.ac.uk/projects/fastqc/
https://github.com/vsbuffalo/scythe
https://github.com/najoshi/sickle
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PRISM software (V.6.01) and *, **, ***, represent statistical significance at the 

levels of p<0.05, p<0.01, and p<0.001 respectively. 
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Chapter 3: Generating a DIS3 knock-down model to 

investigate a functional phenotype  

3.1 Introduction  

In depth sequencing studies have identified DIS3 as a novel tumour suppressor 

gene in multiple myeloma (Walker et al., 2012; Walker et al., 2015; Chapman et al., 

2011; Lohr et al., 2014; Weißbach et al., 2015; Leich et al., 2013; Lionetti et al., 

2015). Mutations in DIS3 occur in ~11% of myeloma patients but the mechanism by 

which DIS3 mutations contribute to pathogenesis is so far unknown. Myeloma is a 

very genetically heterogenous disease, both between patients and within individual 

cases, however it is currently treated as a single entity with the result that 

individual therapeutic success is varied. As the characterisation of the PML-RARA 

fusion showed, a lot of progress can be made by the identification of a single 

molecular event regarding disease definition. Therefore, identifying the role of DIS3 

may help to develop new targeted molecular therapies for affected patients. 

As discussed in section 1, although the molecular functions of DIS3 surrounding its 

role in RNA metabolism are well known, fewer studies exist that investigate the 

biological functions of DIS3 and whether it is involved in regulating specific cellular 

processes. Additionally, the majority of these studies take place in yeast and 

Drosophila, which whilst yielding useful insight, are no replacement for studies in 

human cells. Nevertheless, as this protein is strikingly conserved across eukaryotes, 

findings from lower organisms may yield useful precedents through which to 

investigate the function in human cells. 

There are a number of studies which present evidence for a role of DIS3 in 

regulation of the cell-cycle.  Dis3 was first discovered in a mutant fission yeast strain 

to cause non-separation of sister chromatids during anaphase (Ohkura et al., 1988) 

and subsequently S.pombe mutants have been shown to have elongated 

metaphase spindles and a block in metaphase to anaphase transition (Murakami et 
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al., 2007). Perturbation of Dis3 in S. cerevisiae affects microtubule localisation and 

structure (Smith et al., 2011) and RNA-seq has shown broad changes in the levels of 

cell cycle and microtubule related transcripts in mutant strains (Kiss and Andrulis, 

2010). These findings may be attributable to a link between DIS3 and 

heterochromatin silencing as deletion of Dis3 considerably increases levels of 

transcripts from silent centromeric and telomeric loci (Vasiljeva et al., 2008).  

The exosome has also been implicated in recruiting activation-induced cytidine 

deaminase (AID) to chromatin in mammalian B-cells during immunoglobulin gene 

diversification (Basu et al., 2011). AID is only functional on ssDNA and so targets the 

non-template strand during transcription. However, the mechanism by which it 

accesses the template which is hybridised to nascent RNA transcript is unknown. 

The exosome along with one of its catalytic subunits must remove the RNA to 

expose the ssDNA template. However, whether DIS3 is the ribonuclease responsible 

for degradation of the nascent transcript is unknown.  

The first step in attempting to elucidate the role of DIS3 mutations in myeloma 

pathogenesis is to use a reverse genetics approach to study its function within the 

cell. When first embarking on this project, functional studies of DIS3 in human or 

even mammalian cells did not exist, with only a few studies having been published 

since (Segalla et al., 2015; Tomecki et al., 2014; de Groen et al., 2014). In addition, 

there was limited evidence to show whether the mutations that had been identified 

in patients with multiple myeloma were causing activation or loss of function of the 

protein, or indeed either. Therefore, the central focus of this chapter is to predict 

the effect of myeloma-associated mutations on the activity of DIS3 to determine 

whether it is either a tumour-suppressor or oncogene and to subsequently establish 

a DIS3 knock-down model to investigate whether loss of DIS3 causes any 

phenotypic changes within cells, which may yield insight into the role of DIS3 in 

disease.  
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3.2 Aims 

The aims of this chapter were to: 

1. Use bioinformatics to predict the effect of myeloma-associated mutations 

on DIS3 protein stability 

2. Generate a physiologically relevant DIS3 knock-down model using siRNA 

oligonucleotides 

3. Investigate the effect siRNA-mediated DIS3 knock-down may have on cell 

phenotype and anti-myeloma drug sensitivity  

4. Generate a stable knock-down model of DIS3 using shRNA-plasmids  

5. Investigate the effect of stable DIS3 knock-down on cell phenotypes 

3.3 Bioinformatic analysis of myeloma-associated mutations in DIS3 

In collaboration with Dr Antony Oliver, an analysis of the original seven myeloma-

associated mutations was performed. Through a combination of techniques, 

including manual inspection of structures, homology modelling according to the 

recently published structure of S.cerevisiae Rrp44 (Makino et al., 2013), using 

Phyre2 (Kelley and Sternberg, 2009) and the webserver ‘Site Directed Mutator’, we 

were able to analyse and make predictions about the potential consequences of 

each DIS3 mutation on the stability of the protein. Of the seven mutations 

analysed, five were predicted to have either a ‘destabilising’ or ‘highly destabilising’ 

effect on the domain fold which is consistent with the idea that DIS3 mutations are 

functionally inactivating (Table 3.1). The remaining two that are not predicted to 

perturb DIS3 stability may nevertheless impair specific functions of the enzyme. For 

example, the G766R mutation is predicted to be neutral in terms of protein fold but 

forms part of a turn motif and sits at the bottom of the substrate binding channel. 

This mutation is therefore likely to have a major effect on catalysis. A potentially 

important function of glycine in this particular position is further underscored by 

the fact that the G833D mutation is known to suppress degradation of 

hypomodified tRNAMet in S. cerevisiae (Schneider et al., 2007; Kadaba et al., 2004).  
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Likewise, although predicted to have a neutral effect, S477R is a major mutation, 

changing a small amino acid to very large one, with gain of a positive charge. It is 

also next to a loop that contains residues important for RNB activity so may affect 

catalysis. Our analysis coupled with the high frequency of DIS3 mutations and loss-

of heterozygosity in patients, provides good evidence for them being functionally 

inactivating and therefore important drivers of pathogenesis. Furthermore, three of 

the mutations have been created in Flp-In T-REx HEK-293 cells where they result in 

loss of enzymatic activity (Drazkowska et al., 2013); reinforcing the idea that DIS3 is 

a tumour suppressor gene. 

3.4 Generating a physiologically relevant knock-down model of DIS3  

3.4.1 DIS3 is ubiquitously expressed across different cell types  

As DIS3 mutations had been observed in myeloma and to a lesser extent in AML 

patients, a disease-relevant cell line is preferred for use in generating a knock-down 

to recapitulate the disease scenario. However, as no information was known on the 

expression levels of DIS3 in different human tissues, this first needed to be 

established. In order to determine the expression of DIS3 in cell lines derived from 

various tissues, Western blot analysis was performed on a number of myeloma, 

acute myeloid leukaemia (AML) and adherent cell lines. Figure 3.1 shows the DIS3 

protein is expressed at a similar level across these cell lines, confirming it is a 

ubiquitous protein with a non-tissue specific function. 

3.4.2 DIS3 can only be knocked-down in adherent cell lines using lipid-based 

transfection reagents 

For my investigation to be physiologically relevant, silencing would ideally take 

place in a myeloma cell line; however, suspension cells are notoriously difficult to 

transfect. Various lipid-based transfection reagents were initially tested to insert a 

GFP-plasmid into a number myeloma and AML cell lines but this method was 

unsuccessful (data not shown). siRNAs are often more easily transfected into cells  



Figure 3.1 DIS3 is ubiquitously expressed across cell lines. 

Total protein was extracted and an equal amount (50μg) was 

loaded per lane. β-actin acts a positive control. RPMI-8226 and 

U-266 are myeloma cell lines; HeLa is cervical cancer, HEK-293 

human embryonic kidney, OCI-AML3 is an AML cell line and 

E14 is a mouse embryonic stem cell line. 
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than plasmids due to their smaller size, therefore the transfection was repeated 

with 50nM of a set of 4 pooled siRNAs (Smart Pool ON-TARGETplus siRNA, Thermo 

Scientific). These siRNAs were designed to target both splice variants of DIS3 and as 

a control a non-targeting scrambled siRNA was used. Nevertheless, this proved 

unsuccessful in these cell lines; qPCR showed no difference in the relative levels of 

DIS3 between the scrambled and DIS3 knock-down cells using the HiPerfect 

transfection reagent (data not shown).  

As adherent cells are well-documented to be more easily transfectable, the next 

step was to test the siRNAs in HeLa cells.  Use of the HiPerfect reagent resulted in 

an efficient level of silencing of the mRNA and protein at 48 hrs and 72 hrs post-

transfection respectively (Figure 3.2, paired t-test, p-value=0.0135). For the purpose 

of downstream applications, it was necessary to test the optimal time post-

transfection in which to analyse gene silencing by quantifying the level of DIS3 at 

various time points.  This was performed in HeLa cells at 24-hour intervals and 

showed the greatest level of mRNA knock-down to occur after 48-hrs (Figure 3.3).  

3.4.3 DIS3 can be knocked-down in suspension cell lines using siRNA 

electroporation 

Although a good knock-down had been achieved in the HeLa cell line, this cell line is 

not physiologically normal and has little relevance to myeloma. Therefore, I 

explored an electroporation method of transfecting suspension cells. 

Electroporation uses an electric field in order to increase the permeability of the 

cell membrane and is often used for difficult-to-transfect cells.  Three sets of 

parameters with a different voltage, pulse width and number were initially tested 

by transfecting an EGFP plasmid into the AML line, KG-1. Cells showed a 

heterogenous level of GFP expression; therefore 100 cells were scored as having 

either a high, mid or low GFP intensity. Based on these results a 70% transfection 

efficiency was achieved with parameter set 1 (Figure 3.4, see Table 2.3 for 

parameter details).  



Figure 3.2. siRNA knock-down of DIS3 in HeLa cells transfected using the 

HiPerfect reagent . (A) Quantitative PCR showing DIS3 mRNA knock-down, 

(paired t-test, p-value=0.02) performed with suitable reference genes 

according to GeNorm analysis (GAPDH and B2M). mRNA levels are expressed 

as a % of the scrambled control. (B) Western blot showing DIS3 protein knock-

down. Total protein was extracted and  an equal amount (50μg) was loaded per 

lane, confirmed with an actin control. Control = vehicle control; SCR = 

scrambled siRNA. Error bars represent the SEM obtained from three technical 

experiments.   
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Figure 3.3. A time course experiment in HeLa cells shows the optimal time to 

analyse gene silencing of mRNA is 48hrs post-transfection. mRNA levels are 

expressed as a % of the scrambled control.  Error bars represent the SEM obtained 

from three (24, 72, 96hrs) or six (48hrs) technical replicates. 
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Figure 3.4.  Transfection efficiency of the EGFP plasmid into KG-1 cells by 
electroporation. (A)  EGFP transfected KG-1 cells show a heterogenous level of 

GFP expression, 24 hrs post-transfection. Nuclei were stained with DAPI dye.  (B)  
Parameter set 1 (see Table 2.3) produced the most efficient transfection  based 

on scoring for high, mid and low-intensity GFP.  
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After some optimisation of pulse width, frequency and voltage, DIS3 was 

successfully knocked-down with 100nM siRNA by electroporation in various 

myeloma cell lines (see Table 2.3). Knock-down was assessed by qPCR (Figure 3.5, 

three representative cell lines shown). As RPMI-8226 is a commonly used myeloma 

cell line which also showed the highest knock-down, these cells were chosen as the 

ex vivo model for further functional experiments.  

As 100nM of this set of siRNAs (Smart Pool ON-TARGETplus siRNA, Thermo 

Scientific) was needed for >70% knock-down (Figure 3.6 A), lower concentrations of 

another two siRNAs were tested (Silencer® Select siRNAs, Life Technologies) in an 

attempt to reduce any off target effects. At 25nM each, these siRNAs produced a 

knock-down of 70% when compared to the scrambled off-target control siRNA 

(Figure 3.6 B); therefore, these siRNAs were chosen for use in further experiments. 

Figure 3.7 shows the DIS3 mRNA and protein to be knocked-down effectively in 

RPMI-8226 cells at 48hrs (paired t-test, p=0.001) and 72hrs post-transfection 

respectively, using these siRNAs. 

3.4.4 GeNorm analysis reveals a differing stability of reference genes in different 

cell lines 

There is increasing evidence that when quantifying gene expression, normalising to 

a singlereference gene can generate errors and lead to misinterpretation of the 

expression level of the target gene. Often, a commonly used reference gene e.g. 

GAPDH, β-actin or tubulin may be variably expressed within the same cell type, 

producing artefactual changes in the target gene. geNorm is a popular algorithm to 

determine the most stable reference (housekeeping) genes from a set of tested 

candidate reference genes in a given sample panel. In order to correctly quantify 

the level of DIS3 after knock-down compared to controls and comply with the MIQE 

guidelines, a geNorm experiment was performed on five cell lines that were used 

for DIS3 knock-down. After using the qbase software for analysis, the most stable 

reference genes for normalisation were found to be GAPDH and B2M for HeLa,  



Figure 3.5. siRNA knock-down of DIS3 in three myeloma cell lines transfected using 

the Neon™ electroporation system. Gene silencing was analysed by qPCR 48-hours 

post-transfection with suitable reference genes according to GeNorm analysis (RPMI: 

RPL13A and EIF4A2; KMS-12BM: EIF4A2 and TOP1; MOLP-8: ACTB and CYC1). mRNA 

levels are expressed as a % of the scrambled control. Error bars represent the SEM 

obtained from two or three (RPMI-8226) independent experiments (paired t-test, 

p=0.002). 

  

109 

S
C

R
 s

iR
N

A

D
IS

3
 s

iR
N

A

0

2 0

4 0

6 0

8 0

1 0 0

1 2 0

%
 m

R
N

A
 r

e
la

ti
v

e
 t

o
 c

o
n

tr
o

l

S C R  s iR N A

D IS 3  s iR N A

R P M I-8 2 2 6

***

S
C

R
 s

iR
N

A

D
IS

3
 s

iR
N

A

0

2 0

4 0

6 0

8 0

1 0 0

1 2 0

K M S -1 2 -B M

%
 m

R
N

A
 r

e
la

ti
v

e
 t

o
 c

o
n

tr
o

l

S
C

R
 s

iR
N

A

D
IS

3
 s

iR
N

A

0

2 0

4 0

6 0

8 0

1 0 0

1 2 0

 M O L P -8

%
 m

R
N

A
 r

e
la

ti
v

e
 t

o
 c

o
n

tr
o

l



A 

B 

Figure 3.6. Comparison of  the knock-down efficiency of ON-TARGET plus and 

Silencer® Select siRNAs against DIS3 in RPMI-8226 cells. Gene silencing was 

analysed by qPCR 48-hours post-transfection.  (A) 100nM of ON-TARGETplus 

siRNA is required for ˃ 70% knock-down of DIS3. (B) 25nM each of two Silencer® 

Select siRNAs is required for ˃ 70% knock-down of DIS3. mRNA levels are 

expressed as a % of the scrambled control. Error bars represent the SEM 

obtained from three technical experiments. SCR = scrambled siRNA. 
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DIS3 

β-actin 

109 

45 

kDa 

Figure 3.7. siRNA knock-down of DIS3 mRNA and protein, 48 and 72hrs post-

transfection, respectively. (A) qPCR performed on five independent experiments 

(paired t-test, p=0.001). mRNA levels are expressed as a % of the scrambled control. 

Error bars represent the SEM. SCR = scrambled siRNA. (B) Western blot of one 

representative experiment (n=2). Total protein was extracted and  an equal amount 

(50μg) was loaded per lane, confirmed with an actin control.  
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RPL13A and EIF4A2 for RPMI-8226 cells; EIF4A2 and TOP1 for KMS-12-BM cells; 

ACTB and CYC1 for MOLP-8 cells and B2M and GAPDH for OCI-AML3 cells (Figure 

3.8). These genes were used as normalisers for these cell lines in future qPCR 

experiments. 

3.5 Investigating the effect of siRNA-mediated DIS3 knock-down on cell 

phenotype  

3.5.1 DIS3 knock-down does not appear to affect cell growth rate 

The first step when beginning to characterise whether knocking-down DIS3 has any 

effect on cells is assess growth rate. As DIS3 appears to be acting as a tumour-

suppressor gene based on data from biochemical assays and mutational analysis 

(Table 3.1), we may expect to see an increase in proliferation, consistent with a 

cancer phenotype. In contrast, previous studies in S.cerevisiae and Drosophila cells 

have demonstrated DIS3 depletion causes decreased cell proliferation (Schaeffer et 

al., 2012; Kiss and Andrulis, 2010).  To find out whether DIS3 knock-down has an 

effect on the proliferation rate of RPMI-8226 cells, a WST-1 cell viability assay was 

performed at designated time-points post-transfection. No difference in 

absorbance was observed between the controls and the knock-down cells (Figure 

3.9A, paired t-test, p value =0.98). Although WST1 is an indicator of cell viability, it 

measures the cleavage of a tetrazolium salt by a mitochondrial reductase and is 

therefore dependent on appropriate mitochondrial function within the cell. As I 

could not exclude the possibility of DIS3 knock-down affecting mitochondrial 

function, I repeated the experiment by directly counting the cells that excluded 

trypan blue. However, no difference in growth rate was observed (Figure 3.9B, 

paired t-test, p value =0.21). To eliminate the possibility of this being a cell type-

specific effect, I repeated the experiment in three other myeloma cell lines and in 

HeLa cells, but again no significant difference was observed (Figure 3.9 C, D, E, F). 

Therefore, we can conclude that DIS3 knock-down by siRNA electroporation does 

not affect cell viability and thus growth rate in these cell lines. What can be  
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Figure 3.8.  Average expression stability of a selection of reference genes within different 

cell lines as determined by GeNorm analysis. Genes with a geNorm M value of ≤0.2 are 

considered very stable.  The two most stable reference genes were (A) HeLa: GAPDH and B2M; 

(B) RPMI-8226: RPL13A and EIF4A2; (C) KMS-12-BM: EIF4A2 and TOP1; (D) MOLP-8: ACTB and 

CYC1 and (E) OCI-AML3: GAPDH and B2M. (F) Representative melt curve plot demonstrates 

specific primer binding (KMS-12-BM).  
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Figure 3.9. Effect of DIS3 knock-down on the growth rate of different cell lines. No significant 
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observed from these experiments is the long recovery period post-electroporation, 

demonstrating the harsh nature of this method of transfection. 

3.5.2 DIS3 knock-down does not appear to affect cell sensitivity to the anti-

myeloma drug, bortezomib 

The goal of myeloma therapy is personalized medicine, whereby biomarkers are 

used to define a patient subgroup that will benefit from a specific drug. At present, 

data on the prognosis of patients with DIS3 mutations and their response to 

particular therapies is unavailable. Traditionally, the international staging system 

(ISS) used clinical features such as serum albumin and β2-microglobulin as 

measures of prognosis (Greipp et al., 2005) but these are insufficient to direct 

treatment for individual patients. Although this system has been improved by 

including molecular cytogenetic data such as translocations and copy number 

abnormalities, there is a great need to take into account genetic abnormalities 

when selecting treatment strategies for individual patients. Dexamethasone, 

bortezomib and thalidomide feature frequently in treatment regimens for 

myeloma. For this reason, these three drugs were selected to test whether there 

was any differential drug sensitivity between control and DIS3 knock-down RPMI-

8226 cells. 

In order to determine whether DIS3 knock-down affected RPMI-8226 sensitivity to 

these anti-myeloma drugs, it was first necessary to obtain a dose-response curve on 

untransfected cells. The literature presents varying sensitive concentrations of the 

drugs, possibly due to differences in cell culture conditions, infection or cell-line 

authentication. Therefore, cells were treated with varying doses of bortezomib 

(0.01 to 1nM, Figure 3.10A), dexamethasone (0.1 – 1000nM, Figure 3.10B) and 

thalidomide (0.1-1000nM, Figure 3.10c), and) and assessed after 48 hours using the 

WST-1 viability assay. No change in viability was observed with dexamethasone and 

thalidomide at the concentrations used, however a dose-dependent response was 

observed with bortezomib. The lowest effective dose of bortezomib was0.1nM, 

therefore this concentration was used to conduct a time-course experiment.  
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Figure 3.10. Effect of three anti-myeloma drugs on RPMI-8226 cell survival. (A) A dose-
response curve shows RPMI-8226 cells are sensitive to 0.1nM bortezomib. (B) RPMI-8226 cells 
appear resistant to concentrations up to 1000nM of both dexamethasone and thalidomide (C). 
Cell survival was measured using WST1, 48-hours after drug treatment. (D) Knock-down of DIS3 

does not appear to affect cell sensitivity to bortezomib. Error bars represent SEM  obtained 
from two biological replicates. SCR = scrambled siRNA.  
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Bortezomib is a proteasome inhibitor, used frequently used for relapsed-myeloma. 

The mechanism by which bortezomib kills myeloma cells remains elusive, however 

there is evidence that it induces bcl-2 phosphorylation and cleavage causing G2-M 

arrest and apoptosis induction. Bortezomib was added to transfected cells at 72-hrs 

post-transfection and their survival monitored by WST1 over the next 48 hrs. No 

difference was observed in the survival of DIS3 knock-down cells compared to 

controls (Figure 3.10D, paired t-test, p value = 0.238).  

3.5.3 DIS3 knock-down does not appear to cause mitotic errors or apoptosis 

Previous studies in yeast have shown DIS3 to be required for the proper 

segregation of chromosomes during mitosis, potentially by regulating kinetochore 

function (Murakami et al., 2007; Ohkura et al., 1988).  S.cerevisiae DIS3 mutants 

arrest in pre-anaphase mitosis due to abnormal chromosome segregation, 

subsequently causing the activation of the Mad2 spindle-assembly checkpoint (SAC) 

protein.  In DIS3 Mad2 double mutants, cells proceed to anaphase without proper 

chromosome segregation, generating aneuploidic cells.  This phenotype may have 

relevance to the pathogenesis of multiple myeloma, of which 90% of patients are 

aneuploid (Drach et al., 1995). 

In order to investigate whether DIS3 knock-down has an effect on mitosis and 

ploidy, metaphase spreads were prepared from HeLa cells. Chromosomes were 

counted in control electroporated, scrambled and DIS3 knock-down cells but no 

significant difference in chromosome number was observed (Mann-Whitney t-test, 

p=0.92, Figure 3.11). In addition, RPMI-8226 cells were stained with DAPI and 

scored for the presence of abnormal nuclei. For each of the three treatments: 

control electroporated, scrambled siRNA and DIS3 siRNA, 800 cells were scored for 

nuclear phenotypes. Although non-significant, a small increase in the number of 

cells displaying poly-lobed nuclei and multiple micronuclei was observed in the DIS3 

knock-down samples (Figure 3.12, X2, p value =0.122). These phenotypes can be an 

indication of mitotic abnormalities or apoptotic morphological changes. In order to  
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Figure 3.11. Effect of DIS3 knock-down on the chromosome number of HeLa cells. 
(A) Dot plot showing the median chromosome number in control electroporated 
(n=65), scrambled (n=20) and DIS3 knock-down cells (n=20). Knock-down of DIS3 

does not appear to affect chromosome number (Mann-Whitney t-test, p=0.92). (B) 
Number of chromosomes are displayed as categories. (C) Representative image of 
HeLa cell chromosomes in metaphase, stained with giemsa dye. Scale bar, 10 µm. 
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Figure 3.12. Effect of DIS3 knock-down on mitosis in RPMI-8226 cells. (A) A non-
significant increase in the number of cells displaying poly-lobed nuclei and multiple 

micronuclei was observed in the DIS3 knock-down samples (X2, p value =0.122).  
(B)  Cells with representative normal nuclei, poly-lobed nuclei and multiple micronuclei.  

800 cells were scored for each treatment. Scale bar, 25 µm. 

119 

O
n

e
 n

u
c
le

u
s

B
i-

n
u

c
le

a
te

d

T
r i

-n
u

c
le

a
te

d

P
o

ly
- l

o
b

e
d

0

2 0 0

4 0 0

6 0 0

8 0 0

C o n tro l e le c tro p o ra te d

S C R  s iR N A

D IS 3  s iR N A

C
e

ll
 n

u
m

b
e

r



 120 

investigate this further with a more sensitive method, cells were stained with 

propidium iodide and their DNA content was measured by flow cytometry.  

Preliminary experiments were first carried out to gate out the doublets, confirm the 

activity of the RNase (Figure S1) and determine the normal position of the 2n and 

4n peak in this cell line (Figure 3.13). Untransfected RPMI-8226 cells were initially 

starved for 24 hrs (Figure 3.13 A), cultured under normal conditions (Figure 3.13 B) 

or treated with colchicine for 24 hrs (Figure 3.13 C). Starvation shifts cells into 

G1/G0 phase of the cell cycle allowing me to define the 2n peak (Figure 3.13A). 

Colchicine is a spindle fibre inhibitor which arrests cells in metaphase, allowing me 

to define the 4n peak (Figure 3.13C). When these three histograms are overlaid 

(Figure 3.13D) the shifts in peaks, representing shifts in position of the cell cycle, 

can be clearly identified. 

After defining the positions of the peaks in this cell line, transfected cells were 

cultured under normal conditions (10% FCS) analysed at 72 hrs post-transfection 

and stained with PI. No difference was observed in the size of the aneuploidic peak 

between DIS3 knock-down cells and controls; however, there was an increase in the 

sub G1 peak which is characteristic of cells with fragmented DNA, as a result of cell 

death (Figure 3.13F). Despite there being a high level of cell death in all three 

treatments as a result of the electroporation method of transfection (Figure S1), 

knock-down samples had a significant 19.7% increase in cells within this sub-G1 

fraction compared to controls (Figure 3.13F, t-test, p value =0.025).  

Due to the high background level of cell death caused by the electroporation and in 

order to determine the mechanism of cell death represented by the sub-G1 peak, I 

carried out experiments to determine the level of caspase activation in DIS3 knock-

down cells compared to controls. Due to a lab-wide mycoplasma infection, these 

assays were performed on a new batch of non-infected RPMI-8226 cells. Caspase 

enzymes become activated during apoptosis leading to the destruction of 

intracellular DNA repair elements, structural polypeptides and signalling kinases. 

Detection of the activity of the executioner caspases 3 and 7 is a reliable indicator  
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of apoptosis in cells. Therefore, the caspase 3/7 Glo kit (Promega) was used and 

luminescence was measured at 24 hour intervals up to 96 hours post-transfection. 

No difference in the level of luminescence, was observed between DIS3 knock-

down cells and controls (Figure 3.14). This suggests that either the increased sub-G1 

peak is not a result of increased apoptosis in knock-down cells, but may represent 

increased necrosis, or that the mycoplasma-free cell lines are responding differently 

to DIS3 knock-down compared to the previously infected cells.  

3.5.4 DIS3 knock-down does not appear to affect the number of DNA double-

strand breaks  

A previous study has implicated the exosome in recruiting activation-induced 

cytidine deaminase (AID) to chromatin in B-cells (Basu et al., 2011). AID creates 

mutations in the DNA that can lead to double-strand break (DSB) formation, an 

important process in antibody class switching. Myeloma often results from 

translocations formed from these double strand breaks. In order to investigate 

whether DIS3 might have a role in this process, knock-down and control cells were 

stained with an antibody against 53BP1, a protein which localises to DSBs and is 

involved in the double-strand break repair pathway (Figure 3.15A).  Eighty cells 

were observed for each treatment and the foci counted. No difference in the 

number of 53BP1 foci was detected when knock-down cells are compared to both 

controls, (Figure 3.15B, Kruskal-Wallis test, p-value 0.5406), however when 

compared to the scrambled control alone, there is a significant difference (p=0.04). 

3.6 Generating a stable DIS3 knock-down model 

Small interfering RNA-mediated DIS3 knock-down presents limitations on the 

window of time in which functional assays can be performed as the protein is only 

knocked-down transiently. This is caused by a dilution of the siRNA as the cells 

divide. As Figure 3.3 illustrates, the optimal time post-transfection at which to assay 

changes to the mRNA is 48 hours, 24 hours after which DIS3 mRNA levels have 

already doubled. In order to overcome these limitations, stable-knockdown models  



3.14 There is no difference in the level of caspase activation in DIS3 knock-
down RPMI-8226 cells compared to controls. Caspase induction was measured 

in DIS3 knock-down, scrambled and control electroporated cell cultures using 
Caspase-Glo 3/7 assay kit (Promega), and the results are shown as the mean 
luminescence, relative to the luminescence at time point 0 ± the SEM for 3 

independent experiments.  
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α-53BP1 

Figure 3.15. Analysis of the number of double-strand break foci within RPMI-
8226 cells. (A) 53BP1 staining of a representative population of knock-down 

cells. (B) Knock-down of DIS3 has no significant effect on the number of double-
strand breaks within cells when compared to both controls (Kruskal-Wallis test, 

p value 0.5406). Error bars represent the SEM obtained from three 
independent experiments. SCR = scrambled siRNA. Scale bar, 25 µm. 
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can be created in which an shRNA can be stably integrated into the cell’s genome, 

allowing for persistent expression. For this reason, I created stable knock-down 

models in order to repeat the time course assays without the limitations of the 

transient method, as well as abrogating the problem of high cell death resulting 

from the electroporation method of transfection. 

Three shRNA clone vectors were purchased pre-cloned into a pGIPZ vector, with at 

least one guaranteed to induce silencing, each targeting a different region of the 

DIS3 transcript (Figure 2.2). The pGIPZ vectors contain all the elements necessary 

for stable introduction into the genome as well as visualisation and selection of 

positive clones (Figure 3.16A). The shRNA hairpin consists of a 22nt dsRNA stem, 

complementary to the DIS3 transcript and a 19nt loop from miR-30 as well as 125nt 

of miR-30 flanking sequence on either side of the hairpin, in order to increase 

Drosha and Dicer processing efficiency. Turbo GFP allows for visual marking of 

positive cells, puromycin resistance gene allows for the selection of stable cell lines 

and the long-terminal repeats (LTRs) facilitate insertion of the vector into the 

genome.  

The first step after receiving the vectors was to prepare the plasmid from the 

glycerol stock by culturing the bacteria, before isolating the DNA (Figure 3.16B) and 

performing a diagnostic restriction digest to confirm presence of the correct vector 

(Figure 3.16C). The same procedure was performed with an RFP-containing 

scrambled shRNA vector for use as a negative control in future knock-down 

experiments (data not shown).  U-2OS cells were selected as an easily-transfectable 

cell line in which to create a stable DIS3 knock-down model using these vectors and 

being adherent, are more easily visualised by microscopy. Each of the three GFP-

DIS3 shRNA clones was transfected into U-2OS cells in addition to the RFP-

scrambled control. Puromycin was added to the cells after 48 hours and cells were 

left to grow to confluency for at least 4 weeks before knock-down was assessed by 

qPCR (Figure 3.16D) and Western blotting (Figure 3.16E). Efficient knock-down was 

achieved of both the mRNA and protein with all three shRNA clones.  
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3.7 Investigating the effect of stable DIS3 knock-down on cell phenotype 

To find out whether there was a growth difference in this stable knock-down 

model, WST-1 viability assays were performed over a 96-hour period, but similarly 

to the transient model, no significant difference was observed between the control 

and knock-downs (Figure 3.17F). Due to a lab-wide mycoplasma infection, these cell 

stocks had to be discarded and clean U-2OS knock-down cell lines re-generated. 

These cell lines underwent the same procedure as before, however a lower knock-

down of DIS3 was achieved with all three shRNA clones (Figure 3.17A, paired t-

tests, p >0.05). WST-1 assays were repeated on the clean cell lines to assess for any 

growth difference between knock-downs and controls. Two biological replicates 

were performed across different weeks (Figure 3.17 B, C) and appear to show an 

increased viability of cell lines DIS3-1 and DIS3-3, the two cell lines with the highest 

knock-down according to the qPCR. To assess for apoptotic differences, caspase 

assays were performed as before, on two individual replicates, showing what 

appears to be an increase in caspase activity in the knock-downs (Figure 3.17 D, E). 

Due to conflicting results within this model and previous knock-down models, this 

line of enquiry was not pursued any further. 

3.8 Discussion 

How loss-of-function DIS3 mutations are tumorigenic and how they contribute to 

multiple myeloma pathogenesis remains largely unknown. This chapter aimed to 

shed light on this by analysing the effect of the mutations on DIS3 activity, and 

subsequently develop a genetic model to mimic the disease scenario and 

investigate a possible phenotype.  

3.8.1 DIS3 appears to be a tumour suppressor gene in multiple myeloma 

When this study began, two groups had performed whole-genome/exome 

sequencing studies on a total of 60 multiple myeloma patients to reveal 8 distinct 

missense mutations within DIS3 (Chapman et al., 2011; Walker et al., 2012).  



A 

B C 

D E 

Figure 3.17. Effect of stable DIS3 knock-down on mycoplasma-free U-2OS cells. (A) qPCR 
showing knock-down of DIS3 with all three shRNA clones when compared to a scrambled 

control for five independent experiments. mRNA levels are expressed as a % of the 
scrambled control. (B,C) In two individual biological replicates, DIS3-1 and DIS3-3 appear 
to show increased viability. (D,E) In two individual biological replicates, caspase activity 

appears increased in the DIS3 knock-down cell lines. Results are shown as the mean 
optical density/luminescence for the WST-1 assays and caspase assays respectively, 
relative to the luminescence/OD at time point 0 ± the SEM for 3 technical replicates.  
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At this stage, it was unknown whether these mutations were activating or 

inactivating, and therefore whether DIS3 was an oncogene or tumour suppressor. 

Evidence for the former came from a study showing mutation of a residue within 

the RNB domain of the conserved bacterial homologue, RNase II, lead to a 100-fold 

increase in activity, turning it into a ‘super-enzyme’ (Barbas et al., 2009). In 

addition, two of the eight patients had the same single nucleotide variation, 

suggestive of an activating mutation.  Nevertheless, 6 out of 8 of the patients 

exhibited loss of heterozygosity via deletion of the remaining allele and two of the 

mutations had been functionally characterised in yeast and bacteria where they 

result in loss of enzymatic activity (Barbas et al., 2009; Schneider et al., 2007), both 

providing evidence for DIS3 as a tumour suppressor.  

To shed some light on this, we carried out a computational analysis on 7 of the 8 

identified mutations at the time (Table 3.1), demonstrating that all have either a 

destabilising effect on protein folding or are likely to impair enzyme function. This 

finding strongly suggests DIS3 mutations are likely to be functionally inactivating 

and has since been supported by data from a number of other studies. Eight NGS 

studies (Chapman et al., 2011; Walker et al., 2012; Lohr et al., 2014; Leich et al., 

2013; Weißbach et al., 2015; Walker et al., 2015; Lionetti et al., 2015; Bolli et al., 

2014) have so far identified a total of 69 non-synonymous mutations or indels in 

myeloma patients. In most patients, mutations correlated with deletions of 13q 

(LOH), strongly pointing to DIS3 as a tumour suppressor. Moreover, biochemical 

assays recently performed using recombinant versions of DIS3 bearing MM-

associated mutations indicate that in the majority of cases, these mutations abolish 

DIS3 exoribonucleolytic activity (Tomecki et al., 2014), corroborating our 

predictions.  

Our analysis in combination with other studies provided us with enough evidence 

to believe the mutations are inactivating and DIS3 is a tumour suppressor gene. 

Thus directing the generation of a DIS3 knock-down model to investigate its 

function in the pathogenesis of multiple myeloma.  
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3.8.2 SiRNA-mediated DIS3 knock-down does not appear to affect cell 

phenotype 

To our knowledge, when this study began, no publications existed which 

investigated the biological function of DIS3 in human-derived cells. In an attempt to 

shed light on the role of DIS3 mutations in the development of myeloma, a method 

of DIS3 knock-down in myeloma cells was first optimised. As was confirmed, 

suspension cells are notoriously difficult to transfect using conventional lipid-based 

methods. Therefore, a method of electroporation was adopted to facilitate siRNA-

mediated knock-down. After optimising the parameters to achieve an efficient 

knock-down, various assays were performed based on findings from mutant/knock-

downs in other model systems, to investigate a possible phenotype.  

Previous studies using yeast and Drosophila DIS3 knock-downs and mutants have 

highlighted a role of DIS3 in cell-cycle regulation (Ohkura et al., 1988; Kinoshita et 

al., 1991; Smith et al., 2011; Kiss and Andrulis, 2010; Hou et al., 2012). 

Nevertheless, no effect on growth rate was observed in any of the myeloma cell 

lines or HeLa upon DIS3 knock-down.  As well as growth rate, drug sensitivity, 

aneuploidy, mitosis and DNA double-strand breaks were also investigated in RPMI-

8226 cells, based on findings from other studies; however, no significant difference 

was observed between knock-downs and controls in any of these assays. A 

significant difference was observed in the size of the sub-G1 peak by propidium 

iodide flow-cytometry, which represents dying cells. This finding was followed up 

with caspase assays in mycoplasma-free cells, to measure the level of apoptosis in 

knock-downs compared to controls, but no such difference was observed. 

Therefore, the increased sub-G1 peak can only either be representing a higher 

number of necrotic cells in the knock-down population or an enhanced response of 

mycoplasma-infected cells to DIS3 depletion compared to non-infected cells.  

Although electroporation can cause high cytotoxicity due to the perturbation of the 

cell membrane, leading to escape of the intracellular contents, it is not clear how an 

DIS3-tareting siRNA could cause more cellular damage than a non-targeting 

scrambled siRNA, therefore this difference may well be due to the mycoplasma 
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infection. The flow-cytometry experiment could be repeated in these clean cells to 

confirm this. However, due to the very high level of background cell death caused 

by the electroporation, as shown by the long recovery period on the cell growth 

curves and high sub-G1 peak, this model was abandoned and a stable knock-down 

model generated (discussed in section 3.8.5). 

3.8.3 Technical reasons for a lack of phenotype 

There are many technical reasons that may explain the lack of phenotype upon DIS3 

knock-down. Firstly, the cells used for these assays are immortalised cell lines which 

already possess malignant characteristics through various mutations in oncogenes 

and tumour suppressors. DIS3 mutations may be drivers of the disease but they 

may not necessarily be needed for maintenance of MM once it has been 

established. Indeed, other studies that have yielded phenotypes have been 

performed on whole organisms, with non-malignant/transformed backgrounds. 

Secondly, siRNA-mediated knock-down does not completely remove the protein; in 

my study about 30% of the levels of the control still remained in the knock-down 

cells. The incomplete removal of functional protein, in combination with a potential 

redundancy with another ribonuclease, may be sufficient for normal functioning of 

the cell. Indeed, Tomecki et al were unable to observe any effect on cell growth 

rate using siRNA-based depletion of DIS3 in HeLa cells (Tomecki et al., 2010). 

Moreover, there is evidence that DIS3 and the other exosome-associated nuclear 

exoribonuclease, Rrp6, have partially overlapping functions (Dziembowski et al., 

2007). Tomecki et al show how the depletion of DIS3 leads to slightly elevated 

levels of Rrp6 and vice versa, suggesting the cell is trying to compensate for the loss 

of one by increasing levels of another (Tomecki et al., 2010).  Although, no evidence 

of this phenomenon could be observed in my RNA-seq data (chapter 4), 

upregulation of Rrp6 may well have occurred at the protein level in the DIS3 knock-

down cells. Other studies have corroborated this by showing how individual knock-

downs of Rrp6 and DIS3 have marginal effects on molecular phenotypes, whereas 

co-depletion causes complete stabilisation of substrates (Bresson and Conrad, 

2013; Preker et al., 2008).  
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This poses the question of why Rrp6 does not compensate for the loss of DIS3 

activity in vivo, to prevent the development of myeloma.  This may be explained by 

a study in yeast which shows that when DIS3 is mutated (not depleted), Rrp6 

activity is inhibited (Wasmuth and Lima, 2012). In the nucleus, the 10-subunit 

exosome complex also binds Rrp6 at the cap, forming an 11-subunit complex 

(Makino et al., 2013). When DIS3 is mutated, RNA trapped in an inactive RNB 

domain blocks the central channel, preventing RNA access to the Rrp6 active site at 

the top of the structure. This inhibition may be occurring in DIS3-mutated myeloma 

cells so that the activity of not only DIS3, but also Rrp6 is inhibited, in a dominant 

negative fashion.  Therefore, siRNA-mediated depletion of DIS3 from the cell will 

not inhibit Rrp6 and may allow this enzyme to compensate for loss of DIS3 activity. 

This may be an important difference between the situations in vivo and in vitro. 

Indeed, recently when the same group created DIS3-mutant human cell lines, as 

opposed to using RNAi-mediated knock-down, a growth phenotype was observed in 

three of five of the mutants (Tomecki et al., 2014).  

A further reason for a lack of phenotype may be explained by the limitations of 

siRNA knock-down technology. Firstly, siRNA knock-down is a transient process. The 

duration of the knock-down is determined by the rate of cell growth and the 

dilution of the siRNAs below a crucial threshold level necessary for maintaining 

inhibition of gene expression; as well as the half-life of the protein. The half-life of 

the protein will affect how long it takes post-transfection for the protein to be 

depleted to a sufficient level, whereas the rate of cell growth will affect how long 

the knock-down is maintained after this time point. Although Figure 3.7 showed a 

good knock-down of the protein 72-hours post-transfection in RPMI-8226 cells, the 

time-course assays may be directly limited by varying levels of DIS3 silencing over 

this period. Even the assays performed at one-time point, 72-hours post-

transfection, may be limited by a delay in the cell’s physiological response to this 

depletion. Additionally, a replenishment of the DIS3 protein after cell division, may 

abrogate any potential physiological effects before they are fully manifested. 
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3.8.4 Biological reasons for a lack of phenotype 

As well as technical reasons caused by limitations of the experimental set-up, there 

is the possibility that perturbing DIS3 function genuinely doesn’t confer a tumour-

related phenotype in these cell lines, under in vitro conditions, or at least not one 

that I have examined. It may be that DIS3 is conferring a competitive advantage to 

the cancer cells through a mechanism that occurs only in vivo. Multiple myeloma is 

a disease of plasma cells that reside in a unique microenvironment within the bone 

marrow. Myeloma progression is mediated not only by direct alterations to the 

plasma cells themselves, but also by interactions with the stromal cells and immune 

cells of the bone marrow, which promote tumour growth and survival (Fowler et 

al., 2011). DIS3 mutations might therefore be affecting the interaction of myeloma 

cells with the bone marrow microenvironment which indirectly promotes 

pathogenesis and would not be observable in my in vitro experiments. 

Alternatively, despite the high recurrence in patients, DIS3 mutations may not be 

directly driving tumourigenesis, in which case we would not expect to observe a 

phenotype by knocking-down DIS3 alone.  

3.8.4.1 DIS3 may affect the bone marrow microenvironment 

Initially, the interdependence between cells of the bone marrow microenvironment 

and the tumour cells was thought to be specifically with osteoclasts, responsible for 

bone resorption. Myeloma cells have a reciprocal relationship with these cells 

whereby they release signalling molecules which in turn stimulate the osteoclasts 

to release tumour-growth factors (Mundy et al., 1974) . More recently, it has been 

shown that that myeloma cells also interact with numerous other cell types in the 

bone marrow to promote tumour growth and survival, for example, T-cells, 

dendritic cells, bone marrow stromal cells (BMSCs), endothelial cells and natural 

killer cells (Fowler et al., 2011). For example, myeloma cells have been shown to 

express RANKL (Sezer et al., 2002), the ligand for receptor activator of NFkB, which 

is known to induce osteoclast formation.  Osteoclasts in turn produce high levels of 

the multi-functional cytokine, IL-6 which both directly promotes myeloma cell 
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growth (Abe et al., 2004), as well as increasing the number of IL-17-secreting T cells 

(Korn et al., 2008). IL-17 both induces myeloma tumour growth and inhibits 

immune function (Prabhala et al., 2010).   

As well as their effect on osteoclasts and T-cells, myeloma cells are also known to 

express certain adhesion molecules which mediate their attachment to extracellular 

matrix proteins and BMSCs, allowing them to home to the bone marrow (Teoh and 

Anderson, 1997). This binding also stimulates IL-6 production from BMSCs, further 

enhancing tumour growth. Myeloma cells can also promote bone marrow 

angiogenesis by the release pro-angiogenic cytokines (Manier et al., 2012). Indeed, 

these pro-angiogenic factors have been shown in some cases to be produced 

constitutively as a result of genetic mutations (Rajkumar and Witzig, 2000).  The 

function of dendritic cells and natural killer cells are also known to be impaired in 

patients with myeloma. One study has remarkably shown how these DCs were 

incapable of presenting the patient-specific tumour idiotype to autologous T cells, 

allowing immune evasion (Ratta et al., 2002). 

These examples demonstrate the ability of myeloma cells to create a bone marrow 

niche which facilitates the growth and survival of tumour cells, not only by 

enhancing the microenvironment but also by regulating immune cells in a way that 

allows evasion of immune recognition. Although it can only be speculated at this 

stage, DIS3 may normally function to target these signalling molecules, which 

become up-regulated when the enzyme is mutated, promoting myeloma 

pathogenesis. Due to the nature of my experiments, I was not able to assay a 

possible effect of DIS3 knock-down cells on tumour microenvironment. However, 

one place to start may be to co-culture the transfected cells on a bone marrow 

stromal cell line such as HS-5 and measure cell proliferation, drug sensitivity and 

secretion of specific growth factors by ELISA.  
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3.8.4.2 DIS3 may not be a driver of tumourigenesis 

The overall aim of this chapter was to try to understand what the role of DIS3 

mutations are in the development of multiple myeloma and to try to validate DIS3 

mutations as drivers of disease. Ultimately, there has to be functional data showing 

that a particular mutation can transform cells, create tumours in transgenic models 

or at least give a selective advantage to cells, before it can be classed as a driver. 

Nevertheless, no such studies have emerged in the literature since the initial 

discovery of DIS3 as a putative tumour-suppressor. In line with previous 

experiments in other organisms, two functional studies exist which show that DIS3 

mutation/ knock-down reduces rather than increases tumour characteristics in 

human cell lines. A study using mutant HEK-293 cells observed a slowed growth 

phenotype (Tomecki et al., 2014) and a knock-down study in the colorectal cancer 

cell line, HCT116, showed reduced viability, migration and invasion (de Groen et al., 

2014). This is somewhat contradictory to the phenotypes we might expect to see 

from depleting a tumour suppressor gene. This could be due to DIS3 possessing 

tissue-specific roles which implicate it as an oncogene in some tissues and a 

tumour-suppressor in others. Indeed, DIS3 seems to be over-expressed in some 

cancers and under-expressed in others. Alternatively, DIS3 mutations may act as 

cooperating events whereby they cannot drive tumourigenesis on their own but 

require another cellular pathway to be disrupted. When we consider that cancers 

are a result of a clonal evolution of cells that have acquired not just one, but many 

cooperating mutations, it is not surprising that depletion of just one of these genes 

in vitro produces a different phenotype. Interestingly, DIS3 mutations always seem 

to occur in parallel with hemizygous (monallelic) deletion of the RB1 region (13q14), 

either as del(13q) or as an interstitial deletion of the RB1 locus. The gene of interest 

at 13q14 may be RB1 (retinoblastoma tumour suppressor protein), or one of the 

miRNAs at this locus which are down-expressed in MM (miR-15a/16) (Roccaro et 

al., 2009), raising the possibility that mutation and selection of DIS3 as a driver 

mutation in myeloma is dependent on deletion of 13q14. This could be tested by 

creating double knock-downs or mutants to observe a potential synthetic effect.  
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Despite the high recurrence of DIS3 mutations in myeloma patients, there is also a 

chance that DIS3 mutations are not driving myelomagenesis. One of the reasons for 

this may be because they are required only to maintain the tumour, rather than 

initiate it. High throughput studies have provided semi-quantitative analysis of the 

size of the clonal populations carrying a particular mutation within an individual 

tumour. It was anticipated that mutations arising in all the clones would take part in 

initiating myeloma whereas mutations present only in some sub-clones would be 

potentiators of the disease, perhaps helping the cancer to ‘adapt’ to its 

microenvironment. However, it appears that the situation is not quite that simple. 

Mutations in DIS3, as well as other genes significantly mutated in myeloma, were 

found to be both clonal in some patients and sub-clonal in others suggesting they 

may be functioning sometimes as the former and sometimes as latter (Lohr et al., 

2014; Weißbach et al., 2015).  

Another reason why DIS3 mutations are occurring so recurrently in patients but 

might not be driving disease is that they have no role in cancer development but 

have not undergone negative selection. In cancer cells, often the DNA repair 

machinery is compromised meaning there is less repair of mutated DNA. Mutations 

which are deleterious to the cancer will undergo negative selection and be lost 

from the population; those that are beneficial or neutral will be retained. In WGS 

data, intergenic regions and genes that are lowly expressed in a particular cell type 

will often have fewer mutations per megabase than genes that are vital for the 

survival of the cancer. It is therefore possible that DIS3 is not critical to the survival 

of myeloma cells and therefore the high mutation rate seen in this gene is just an 

artefact of this.  

3.8.5 Stable DIS3 knock-down in U-2OS cells produces conflicting effects on cell 

viability and apoptosis 

In order to abrogate the issue of high cell death using the electroporation method 

and the limitations of a transient knock-down, stable DIS3 knock-down cell lines 

were created in which to investigate a functional phenotype. A high knock-down of 
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DIS3 was observed in the three initial DIS3 siRNA transfected cell lines; however, no 

effect on cell viability was observed, consistent with the result achieved in the 

transiently-transfected myeloma cells. After re-transfection of clean U-2OS cells 

due to a lab-wide mycoplasma infection, under the same selective dose of 

puromycin, knock-down of DIS3 was lower in the three lines. As the location in 

which the shRNA inserts into the genome cannot be controlled, these could be due 

to an effect of this or it could be a result of the mycoplasma infection. This time, 

two repeats of the viability assay showed an apparent increase in viability of DIS3-1 

and DIS3-3, the two lines with the higher knock-down, compared to the control. 

Caspase assays were performed on these cell lines showing what appears to be an 

increase in apoptosis in the knock-downs. Although we cannot make any definitive 

conclusions on two replicates, this apparent contradiction of data may be explained 

in a number of ways. Firstly, in any one population of cells, a certain proportion will 

be undergoing apoptosis. Therefore, an increase in cell number will lead to a 

proportional increase in the number of cells undergoing apoptosis. Alternatively, as 

the WST-1 measures viability indirectly via mitochondrial activity, there may be 

more apoptosis in the knock-down population but the remaining live cells may be 

more metabolically active, giving increased signal in both assays. Another 

explanation is that there may be more live cells but also a few cells with very high 

caspase activity in the knock-downs compared to the control, giving a net increase 

in caspase signal. Further experiments would therefore need to be performed to 

tease out the exact situation. 

The apparent discrepancy between the phenotypes seen in RPMI-8226 and U-2OS 

knock-down cells may a cell-type specific effect or may be as a result of off target 

effects of either or both the siRNA and shRNA (Kok et al., 2015). Ideally, a DIS3 

mutant mouse model should be created to investigate the function of DIS3 

mutations an in vivo set-up. Nevertheless, if DIS3 is a cooperating or passenger 

mutation, as discussed above, an effect on phenotype will not be observed until we 

understand the picture more fully. Only then can we begin to design therapeutic 

targets for affected patients.  
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Chapter 4: Using RNA-sequencing to identify potential 

targets of DIS3 

 

4.1 Introduction 

 

DIS3 a 3’ to 5’ exoribonuclease involved in the processing of stable RNA species and 

the degradation of aberrant RNAs. Known DIS3 targets include pervasive 

transcription products such as PROMoter uPstream Transcripts (PROMPTs) (Preker 

et al., 2008) and enhancer RNAs (eRNAs) (Andersson et al., 2014); small non-coding 

RNAs such as rRNA (Mitchell et al., 1997; Mitchell et al., 1996), tRNA (Gudipati et 

al., 2012), snRNAs and snoRNA (Allmang et al., 1999), as well as faulty mRNAs such 

as un-spliced pre-mRNAs (Bousquet-Antonelli et al., 2000), mRNAs with defective 

polyadenylation (Milligan et al., 2005) and mRNAs lacking a stop-codon (van Hoof et 

al., 2002; Frischmeyer et al., 2002). Although DIS3 and the exosome are also 

responsible for the degradation of ARE-containing mRNAs as a means of controlling 

gene expression (Chen et al., 2001), specific targets have not yet been identified. 

Therefore, although DIS3 loss-of-function mutants have defects in cellular 

processes such as the cell-cycle, the mechanism behind these phenotypes, and thus 

how DIS3 mutations are contributing to multiple myeloma, is not understood. In 

order to identify specific mRNA targets of DIS3, transcriptome profiling can be 

performed.  

Various technologies have been developed to deduce and quantify the 

transcriptome under different conditions. Traditionally, hybridisation-based 

approaches were used that involved incubating fluorescently labelled cDNA with 

custom-made microarrays. A series of oligonucleotides which correspond to 

fragments of the genome are spotted onto a nylon membrane and their sequence 

determines their specificity for their target molecule. A sample of fluorescently 

labelled target molecules (e.g. cDNA) is applied to the slide, which allows for 

complementary base pairing between probes and target molecules. The amount of 

fluorescence is quantified at each individual spot, which is relative to the 
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abundance of target molecule in the original sample. Several samples can be 

compared to identify differentially expressed targets allowing for gene expression 

analysis under different conditions.  

Alternative to microarrays, sequence-based approaches can be used which directly 

determine the cDNA sequence. Initially, Sanger sequencing was used but this 

approach is relatively low throughput, expensive and generally not quantitative. 

Recently, the development of novel high-throughput DNA sequencing methods has 

provided a new method for both mapping and quantifying transcriptomes. In this 

method, termed RNA-Seq (RNA-sequencing), complementary DNAs (cDNAs) 

generated from the RNA of interest are directly sequenced using next-generation 

sequencing technologies. The reads obtained from this can then be aligned to a 

reference genome in order to construct a whole genome transcriptome map.  

RNA-Seq has clear advantages over existing approaches. Whereas microarrays have 

a reliance upon existing knowledge about transcript sequences, RNA-seq is not 

limited by prior knowledge and so captures both known and novel features 

meaning the data suffer from much lower biases (Wang et al., 2009). Additionally, 

due to the ability of probes to hybridise to more than one transcript, microarrays 

often suffer from cross-hybridisation artefacts, leading to false positives and high 

background levels.  In contrast, RNA-seq has very low, if any, background signal 

because RNA sequences can be unambiguously mapped to unique regions of the 

genome. Microarrays also lack sensitivity for genes expressed either at low or very 

high levels and therefore have a much smaller dynamic range (one-hundredfold to 

a few-hundredfold). In contrast, RNA-seq provides digital data in the form of 

aligned read-counts, allowing for a very wide dynamic range (9,000-fold) 

(Nagalakshmi et al., 2008), improving the sensitivity of detection for rare 

transcripts. Moreover, comparing expression levels across different microarray 

experiments is often difficult and can require complicated normalisation methods. 

In addition to the above mentioned advantages of RNA-seq also has very high levels 

of reproducibility, for both technical and biological replicates (Cloonan et al., 2008; 

Nagalakshmi et al., 2008) and has been shown to be highly accurate for quantifying 
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expression levels of exons and splicing variants (Mortazavi et al., 2008). For this 

reason, RNA-seq was the method of choice in attempting to identify mRNA targets 

of DIS3 whose misregulation may underlie the positive selection of DIS3 mutations 

in myeloma.  

4.2 Aims 

 

In order to gain an insight into which genes may be targeted by DIS3 this chapter 

aims to: 

1. Perform RNA-seq on DIS3 knock-down and control cells  

2. Validate any DIS3 potential targets using Taqman qPCR 

3. Perform gene ontology (GO) analysis on differentially regulated genes to 

determine whether DIS3 targets mRNAs belonging to a particular biological 

pathway 

4.3 Sample Preparation 

 

In order to identify potential targets, a reverse genetics approach is needed to 

deplete the function of DIS3 from the cell. As discussed in the previous chapter, 

DIS3 can be knocked-down in suspension cells using siRNA-based electroporation. 

In order for this study to be relevant to multiple myeloma, the myeloma cell line 

RPMI-8226 was selected as the cell line of choice for transcriptome profiling. As in 

chapter 3, DIS3 was knocked-down using 25nM of Silencer select siRNA resulting in 

a 70% knock-down when compared to controls (Figure 3.7). Two sets of controls 

were used: scrambled siRNA transfected (SCR) and electroporation only (CE). The 

scrambled siRNA acts as a negative control to distinguish sequence-specific 

silencing of the DIS3 siRNA from non-specific effects. By grouping both controls in 

the later analysis, the real effects of DIS3 can be confidently established. Cells were 

transfected and snap frozen after 72 hours.  Snap freezing the cells prevents any 

alterations to the transcript profile and according to the Western blot in Figure 3.7, 

at 72-hours post-transfection the DIS3 protein is knocked-down optimally. The 

RNAeasy kit (Qiagen) was used to extract RNA from two biological replicates each 
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of DIS3 knock-down, scrambled siRNA and transfection-only control cells before 

DNase treatment.  

The quality of the initial RNA samples is important to ensure accurate and 

reproducible results are generated from RNA-seq; therefore, quality was checked 

using two methods. Firstly, the 260/280 and 260/230 ratios were assessed on a 

Nanodrop spectrophotometer (Table 4.1). The 260/280 ratio represents the RNA to 

protein ratio and will identify any protein contamination. The 260/230 ratio 

identifies any contamination with organic solvents. For RNA sample to be of high 

enough quality for sequencing both these ratios should be greater than 1.8. In 

addition to the purity of RNA, the RNA integrity is also important to ensure minimal 

degradation that may otherwise be mistaken for differential expression. A 

Bioanalyser (Agilent) was used to assess the integrity of all six samples (Figure 4.1).  

Using electrophoretic separation on microfabricated chips, RNA samples are 

separated and subsequently detected via laser induced fluorescence detection. An 

electropherogram is generated and RNA of high quality shows two clear peaks 

representing the 18S and 28S ribosomal RNAs. An RNA integrity number (RIN) is 

generated to give a clear measure of RNA quality. All six samples had RIN values 

above 8 and are therefore considered high enough quality for RNA-seq.  

Once the quality of the RNA was confirmed, 3µg of each sample was sent to Oxford 

Gene Technology for library preparation and RNA sequencing across two lanes of an 

Illumina HiSeq2000 machine. 

4.4 Library preparation  

 

The preparation of cDNA libraries and the RNA sequencing was outsourced to 

Oxford Gene Technology. Library preparation was performed by OGT using the 

Illumina TruSeq kit according to the general workflow shown in Figure 4.2 

(Labome). As the principal interest of this work was to identify mRNA targets of 

DIS3, the first step involved purifying poly-A containing RNA using oligo-dT attached  

 



Table 4.1. RNA purity values for the samples sent for RNA-sequencing after 
DNase treatment. The 260/280 and 260/230 ratios are above 1.8 indicating 

minimal contamination with organic solvents and protein respectively. 
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Figure 4.2. Illumina TruSeq RNA library preparation work-flow. PolyA+ RNA is 
enriched using oligo(dT) beads followed by fragmentation and reverse 

transcription. The 5’ and 3’ ends of cDNA fragments are next prepared to allow 
efficient ligation of adapters containing a unique barcode and primer binding 

sites. Finally, ligated cDNAs are PCR-amplified and ready for cluster generation 
and sequencing. Rd1 and Rd2 = Read 1 and Read 2 sequencing primers for 

paired-end sequencing. (Labome) 
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magnetic beads. This method also allows for the removal of rRNA, accounting for 

95% of cellular RNA, which can otherwise hinder sufficient coverage of mRNA. 

Oligo-dT selected mRNA was then fragmented using divalent cations under 

elevated temperature to produce 200bp fragments. Following fragmentation, 

samples were primed for first strand cDNA synthesis using random hexamers, 

followed by synthesis of the second cDNA strand which removes the template RNA, 

generating double stranded cDNA. 

The fragmentation of the initial mRNA molecules generates overhangs which are 

undesirable for the following adaptor ligation steps. The overhangs in the resulting 

cDNA were therefore converted to blunt ends using a 3’-5’ exonuclease to remove 

3’ overhangs and a polymerase to repair the 5’ ends. Prior to adapter ligation, the 3’ 

ends were adenylated to prevent self-ligation and provide an overhang to use for 

adaptor ligation. Following end repair the 3’ and 5’ adaptors were ligated. The 

adapters have two functions: to allow hybridisation to the flow cell during the 

cluster generation as well as to provide a priming site for sequencing. The ligated 

adaptors also contain the specific index sequences which allow for sample 

identification following pooling of samples prior to sequencing. Using the adaptors 

as priming sites, a few subsequent rounds of PCR were performed to enrich the 

cDNA fragments that have successfully ligated both the 3’ and 5’ adaptors. Minimal 

rounds of PCR were used to avoid generating errors which would be represented in 

the sequencing. 

4.5 RNA-sequencing 

 

Prior to cluster generation and sequencing all the RNA samples were pooled 

together. After pooling the cDNA was denatured into single stranded cDNA and 

passed across the flow cell. The principle of the sequencing technology used is 

shown in Figure 4.3A (Eurofins Genomics). Preparation of the sequencing library is 

done by bridge PCR and the sequencing is done by cyclic reversible termination 

technology. In bridge PCR, the two adaptors ligated at either end of the cDNA  

 



Figure 4.3. Principle of the Illumina sequencing technology. (A) Preparation of 
the sequencing library by bridge PCR. Single stranded DNA library fragments are 

attached to the flow cell at one end via complementary primers before free-ends 
also attach, creating bridge structures. Enzymes and nucleotides are added and 

the hybridised DNA strand is used as a template to create double-stranded 
bridges. Denaturation and repetition of this process leads to clonal clusters of 
localised identical strands. Finally, sequencing primers are added to begin the 

sequencing stage. (B) Sequencing of the clusters is performed using cyclic 
reversible termination. A single, fluorescently labelled terminator nucleotide is 
incorporated into the complementary strand during each cycle and each base is 

identified using base calling software. (Eurofins Genomics).  

A 

B 
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molecule hybridise with complementary oligonucleotides bound to the flow cell, 

creating a bridge. Unlabelled nucleotides and enzyme are added to initiate 

amplification and double-strand bridges are created using the hybridised cDNA 

strands as templates. The double-stranded molecules are then denatured before 

the process is repeated many times to generate clusters containing multiple, 

identical sequences.  

Sequencing of the clusters is performed using cyclic reversible termination (Figure 

4.3B). A single, fluorescently labelled terminator nucleotide is incorporated into the 

complementary strand during each cycle. Each nucleotide has a different dye 

attached. Just one labelled nucleotide is incorporated during each cycle and 

unincorporated nucleotides are washed away. This process occurs in both 

directions along the cDNA molecule to generate paired-end reads. As the cycle 

number increases the complementary strand is built for each hybridised cDNA 

molecule and each successfully incorporated base is identified or ‘called’ using base 

calling software. The number of cycles is therefore directly proportional to read 

length. In these experiments 100 cycles were used generating reads of 100 

nucleotides in length. Additional, post-sequencing ‘index’ reads are then carried out 

to identify the index sequence to allow sample separation. 

4.6 Differential expression analysis 

 

Bioinformatics analysis of the RNA-seq data was initially performed by Oxford Gene 

Technology prior to additional analysis by Stewart Stevens. Below is a discussion of 

the analysis performed by Stewart Stevens. Both analyses used the Tuxedo 

protocol; however, the exact parameters used in the algorithms differed. Figure 4.4 

gives an overview of the analysis pipeline.  

 

 

 



Figure 4.4. Overview of the RNA-seq analysis pipeline using the Tuxedo 
protocol. Orange boxes represent the programs used for each stage; blue 

boxes describe the function of each program.   

Read Preparation and Quality Control 

FASTQC  Scythe Sickle 

Assessment of base 
quality 

Adapter removal  Removal of low quality 
bases 

Read Mapping 

TopHat 

Alignment and mapping of reads to human genome version CRChr37  

Read Assembly and Quantification 

CuffLinks  CuffMerge CuffQuant 

Assemble reads into 
transcripts 

Pool sample transcript 
data 

Quantify transcript 
abundances 

Differential Expression Analysis 

CuffDiff 

Calculate the fold change in expression of genes between samples  
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4.6.1 Read Quality Control 

 

The sequencing run produces FASTQ files which contain the information on the 

base calls and quality of each base. These are the initial files used in an extensive 

mapping and analysis pipeline to identify differentially expressed mRNAs between 

the control and knockdown samples. The first step in the analysis is a quality 

control step. Figure 4.5 gives a visual representation of the base quality of sample 

CE_1 produced by the FastQC program.  In general, all bases with a quality score of 

>30 are regarded as high quality. In addition to the quality of the sequencing, 

FastQC was used to identify the total number of reads each sequence received 

together with overrepresented sequences. Only in the forward samples was an 

overrepresented sequence identified and each time this corresponded to the 

Illumina adapter, occurring on average in 0.74% of the samples.  

The overrepresented adapters and any reads or bases that were of insufficient 

quality required removal. An algorithm called Scythe was used to remove the 

adapter sequences. Scythe uses base quality, a user-input sequence and probability 

of finding an adapter to identify the adapter derived bases for removal. Base quality 

aids Scythe in the identification of the 3’ adapters as the quality tends to get poorer 

towards the 3’ end where the adapters are located. 

After Scythe-mediated removal of the adapter sequences, the quality of the 

remaining bases was assessed and those that were substandard were removed. The 

bases at the 5’ and 3’ end of reads tended to be of lower quality (Figure 4.5). An 

algorithm called Sickle was used to trim the read sequences so that only high 

quality bases remain for the mapping stages. Sickle was run in paired-end mode 

and reads that lost their pair (about 1% of reads) remained in a singles file for 

inclusion in the alignment and differential analysis stages. Table 4.2 shows the 

number of paired and single records kept and discarded by Sickle.  

 

 



Figure 4.5. Graphical presentation of base quality of reads within the CE_1 
sample produced by FASTQC. Y-axis shows the base score with >30 

representing high quality bases. X-axis shows the base position in the 100nt 
read. As expected the lowest base qualities occur at the start and end of the 

read.    
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Table 4.2. Summary of the number of discarded and remaining raw read 
sequences following Sickle and Scythe processing. Over-represented 

sequences were also successful removed. 
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4.6.2 Read alignment and mapping 

 

Following adapter removal and quality trimming, the remaining high quality reads 

were mapped to the genome using TopHat. The Illumina iGenome sequences were 

used as a reference, prepared from ENSEMBL data, version CRChr37. TopHat2 

works by breaking the reads down into smaller fragments and mapping them to the 

sequence supplied in the reference genome. When several of a read's segments 

align to the genome far apart from one another, TopHat infers that the read spans a 

splice junction and estimates where that junction's splice sites are. The total 

number of reads that were successfully mapped by TopHat for each sample are 

summarised in Table 4.3. The major output from TopHat2 was a file containing the 

genomic location of each read, allowing identification of the mRNA from which it 

was derived.   

4.6.3 Assembling the reads 

 

In order to quantify the total number of reads each transcript receives, the aligned 

reads must first be assembled into individual transcripts using an algorithm called 

Cufflinks (Trapnell et al., 2012).  A sample may contain reads from multiple splice 

variants for a given gene; therefore, Cufflinks must infer the splicing structure of 

each gene. As genes often have multiple alternative splicing events, there are many 

possible reconstructions that explain the sequencing data. Cufflinks reports a 

parsimonious transcriptome assembly of the data, reporting the smallest possible 

set of transcripts that are needed to explain the input reads.  

Although Cufflinks was used to assemble the samples individually, it is necessary to 

pool the data before proceeding to differential analysis. Samples were merged 

using CuffMerge before the transcript abundances were quantified by an algorithm 

called CuffQuant.  To improve the accuracy of transcript abundance, a number of 

optional parameters were run such as ‘frag bias correct’ which corrects for any read 

bias. Reads which mapped to less than 20 locations within the genome were  

 



Table 4.3. Summary of the TopHat2 read alignment procedure. The number of 
input reads is presented for each sample with an average of 96% successfully 
mapped to the genome. Only a small fraction of reads map to multiple places 
within the genome; those that mapped to >20 positions were discarded. On 

average 94% of the read pairs mapped to the same location in the genome as 
would be expected (concordant alignment rate) which shows a highly successful 

TopHat2 run. 
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allowed. To improve accuracy of the weighting of these reads the ‘multi read 

correct’ function was used.  

Due to the initial RNA fragmentation step, longer transcripts will contribute to more 

fragments and are more likely to be sequenced. Therefore, CuffQuant normalises 

the read counts to transcript length and sequence depth when quantifying the 

transcripts. The expression level metric that is calculated is called the FPKM - 

fragments per kilobase and million mappable reads. At 20 million reads, the 

resulting gene expression levels are within 5% accuracy.  

4.6.4 Calculating differential expression 

 

The next stage in the analysis was to assess the differential expression between the 

control and DIS3 knockdown samples by using a program called CuffDiff. CuffDiff 

calculates expression in two or more samples and calculates the significance of 

observed changes in expression. CuffDiff can also identify genes that are 

differentially spliced. Changes in abundance of isoforms relative to one another 

reflect differential splicing of their common pre-mRNA. 

Due to only having two biological replicates rather than triplicates, the ‘min reps for 

js test’ function was set to 2, meaning the confidence in the statistical output will 

be very low. In addition, due to the variable efficiency of mRNA enrichment 

methods, rRNA reads were masked to improve the overall robustness of transcript 

abundance estimates. 

Differential expression was assessed using two comparisons: scrambled (SCR) 

versus knock-down (KD) and control electroporated (CE) versus knock-down. Both 

comparisons grouped together the two control and knock-down replicates. CuffDiff 

provided an output showing the fold change of each transcript between the 

conditions in addition to the raw p-value and the p-value corrected for multiple 

comparisons (q-value). Finally, a program called CummeRbund was used for further 

quality control and to visualise the expression data. Figure 4.6 shows the cross- 



Figure 4.6. Cross-replicate variability between replicate FPKM values as 
visualised by CummeRbund. The y-axis is the squared coefficient of variation – 
a normalised measure of variance between replicate FPKM values. The x-axis is 
the mean FPKM value. The mean (line) and range of variabilities (shaded area) 
are displayed at different FPKM levels. CE = electroporated only control, SCR = 

scrambled transfected control, KD = DIS3 knock-down. 
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replicate variability at different FPKM levels. As expected, variation is higher at low 

FPKM values. The different conditions are consistent with each other in respect to 

noise at different expression levels.  

4.7 Global overview of the RNA-seq data 

 

Completion of the above analysis pipeline generated differential expression data 

that can be used to evaluate the effect of DIS3 knock-down on myeloma cells. Two 

sets of data were generated: those produced from the analysis by OGT and those 

produced from the analysis by Stewart Stevens. Unless otherwise stated, results 

presented represent those obtained by the latter. 

Prior to assessing expression changes of individual genes between the two 

conditions, it is useful to explore global expression patterns across the samples. A 

total of 18906 genes including protein-coding and non-protein coding were 

expressed in RPMI-8226 cells. The levels of expression ranged from 0.0001 FPKM 

(APOC2) to 8512 FPKM (HBE-1) indicating a large range of gene expression levels 

within this cell line. In order to visualise global expression data across the six 

samples, a dendrogram was generated and gene expression levels were compared 

using kernel density plots (Figure 4.7 A). Encouragingly, the two control groups 

were more similar to each other than to the knock-down group.  Figure 4.7 B shows 

the gene expression distributions of the controls and knock-down. In these control 

plots there were three major ‘peaks’ of gene expression; the first, furthest left, 

represents genes at a low level of expression (FPKM <1), the middle peak 

represents genes which are moderately expressed (FPKM ~ 100) and finally the 

small peak shows genes expressed at very high levels (FPKM >5000). Interestingly, 

the genes expressed at low levels appear to shift right in the knock-down samples 

indicating an increase in expression of lowly expressed genes. Additionally, there is 

also an increase in the number of genes that are moderately expressed in the 

knock-down samples. This pattern is perhaps not surprising given DIS3 is a 

ribonuclease that normally degrades RNAs.  

 



Figure 4.7. Comparison of global gene expression patterns in the DIS3 knock-down 
and two control groups. (A) Dendrogram showing hierarchal clustering of Jensen-
Shannon distances between FPKM values. The conditions are grouped according to 
how similar they are. (B) Kernel density plot comparing the gene expression profiles 

of the two groups. The density score represents the frequency of genes falling 
within log10 (FPKM) levels. CE_SCR = grouped electroporated only and scrambled 

control, KD = DIS3 knock-down. (C) Scatter plot showing a comparison of gene FPKM 
values between control and DIS3 knock-down samples. Red dots represent genes 

with a fold change of  ≥  2 or ≤ -2. 

A B 

C 
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In addition to the kernel density plots as a means of viewing overall changes in gene 

expression, scatter plots were also used. Kernal density plots give an idea of a 

general trend in expression changes; however, the scatter plots allowed a visual 

overview of transcripts that both increase and decrease in expression. Figure 4.7 C 

shows that a number of transcripts appear to be differentially expressed between 

the control and DIS3 knockdown samples, with a similar number lying above and 

below the line. Of 18906 genes expressed, 2113 showed a change of more than 

two-fold (red dots). The majority of the genes showing differential expression were 

within the lower region of expression (FPKMs <1) which was consistent with the 

expression distribution plots. Due to the low read coverage, genes with FPKMs of 

<1 tend to show greater technical variation as they can represent errors in mapping 

rather than being real reads.  

4.8 Identifying differentially expressed genes 

Interpretation of the analysis of the RNA-seq data was initially outsourced to Oxford 

Gene Technology, however due to issues with this, a second analysis was 

performed by Stewart Stevens. Reassuringly, DIS3 showed an average fold change 

of -4 fold across the two replicates. Curiously, despite the knock-down levels being 

consistent when tested by qPCR, in the RNA-seq data, knock-down replicate 1 

showed twice the level of DIS3 knock-down compared to replicate 2 (Figure 4.8). In 

the following section I will discuss the two individual analyses separately. 

4.8.1 Oxford Gene Technology Analysis 

 

OGT identified 36 significantly differentially expressed genes between the knock-

down and control samples. Upon further inspection however, each gene has 

multiple transcripts and the fold change given for the entire gene was actually a 

product of only one of these transcripts changing in expression. Furthermore, with 

the exception of DIS3, the transcripts that produced this change were all small 

products labelled by ENSEMBL as either ‘retained intron’ or ‘processed transcript’ 

rather than full length transcripts and therefore may or may not be real. This was  

 



Figure 4.8. Bar charts showing the FPKM values for DIS3 in the individual 
two knock-down samples compared to the grouped scrambled controls. 
Knock-down replicate 1 showed more reduced levels of DIS3 compared to 

replicate 2. KD= DIS3 knock-down sample, SCR = scrambled control sample. 

A 

B 
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due to OGT aligning the reads to an annotation file from ENSEMBL that appears to 

include artefacts.  To get around this problem, the transcripts were assessed 

individually for differential expression. OGT listed 0 transcripts as being significantly 

differentially expressed, however due to only using duplicates, this significance 

testing is relatively meaningless. Therefore, all 212368 transcripts that changed in 

expression were taken forward in a separate analysis.   

A series of filters were applied to generate two lists: transcripts that have a 

confident positive fold change and transcripts that have a confident negative fold 

change (Figure 4.9). The filtering process included a number of parameters for the 

selection of genes that were able to be confidently assigned as differentially 

expressed. One of these parameters was that transcripts must have an FPKM of ≥ 

0.5 in each of the replicates, to reduce the chance of incorporating technical errors. 

The second was that transcripts must show a fold change of more than 2 or less 

than -2. That is the levels have at least either doubled or halved in the knock-down 

compared to control.  It was also critical to identify genes that change consistently 

across all the replicates and were therefore ‘real’ reproducible changes. Within the 

control group, transcripts were excluded if the variation between replicates was 

greater than the average of the two knock-down replicates standardised to the 

relative fold change. The same was applied to the knock-down samples. In order to 

filter out those very small, possible artefacts, labelled as ‘retained intron’ or 

‘processed transcript’, the biotype for each transcript was imported from ENSEMBL 

and only those classed as ‘protein coding’ were considered. After the filtering 

process, 207 upregulated and 190 down-regulated transcripts remained (red dots in 

Figure 4.10). The 30 most upregulated and downregulated genes can be visualised 

in the strip plots in Figure 4.11 and Figure 4.12 respectively. The efficiency of the 

consistency filtering is evident in the clustering of the knockdown (red) and control 

(blue) replicates with the clear distinction between them.  

 

 

 



Figure 4.9. Flow chart displaying the stages of filtering of the RNA-seq data generated by 
Oxford Gene Technology.  212398 transcripts were initially recorded as differentially 

expressed. The biotype of each transcript was imported from ENSEMBL. A series of filters 
was applied to generate two lists: transcripts that have a positive fold change (green 

sequence) and transcripts that have a negative fold change (red sequence). 
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Figure 4.10. Scatter plot showing genes confidently identified as being 
differentially expressed between control and knock-down samples. Red dots 
represent genes with a consistent FPKM between replicates and a fold change 
of  ≥  2 or ≤ -2. CE_SCR = grouped electroporated only and scrambled control, 

KD = DIS3 knock-down.  
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Figure 4.11. Strip plots of the thirty most upregulated genes from OGT’s 
analysis in descending order. FPKMs of the individual replicates are plotted. 

Red circles represent control electroporated replicates, open circles represent 
scrambled replicates and blue dots DIS3 KD replicates. The fold change is 

shown for each gene. 
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Figure 4.12. Strip plots of the thirty most down-regulated genes from OGT’s 
analysis in descending order. FPKMs of the individual replicates are plotted. 

Red circles represent control electroporated replicates, open circles represent 
scrambled replicates and blue dots DIS3 KD replicates. The fold change is shown 

for each gene. 
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4.8.2 Stewart’s Analysis 

  

Due to the issues with the analysis by OGT, an additional analysis was performed 

using the same pipeline but modifying a few parameters such as ‘frag bias correct’ 

and ‘multi read correct (discussed in section 4.6.3) whilst also restricting the 

analysis to transcripts annotated by the Consensus CDS Project. Restricting the 

analysis in this way avoided the small transcript annotations that complicated the 

initial analysis. Before correction for multiple hypothesis testing, 205 genes were 

identified as having differential expression between control and knock-down 

samples (p < 0.01). As with the OGT analysis, none of the genes showed a significant 

differential expression after correction for multiple hypothesis testing (p < 0.05). 

Figure 4.13 shows the individual replicate FPKM values for the remaining 21 genes 

after filtering for FPKM >0.5. There is no overlap between these genes and those 

identified in the previous analysis as the latter analysis focused on single transcripts 

whereas the former used whole genes. 

4.9 Gene Ontology Analysis 

 

The interpretation of gene expression data is based on the function of individual 

genes as well as their role in pathways since genes work connectively in all 

biological processes. In addition, for some genes, a small expression change may 

not be significant at a single gene level, but minor changes of several genes may be 

relevant in a pathway and may have dramatic biological consequences. Therefore, 

after having identified differentially regulated genes from the two analyses, it was 

of interest to identify cellular pathways that were enriched and thus potentially 

regulated by DIS3. The 428 differentially regulated transcripts from both analyses 

that were up- and downregulated ±>2-fold were submitted to the DAVID Gene 

Functional Classification tool (Huang et al., 2009a).  DAVID searches against the 

background genome for the number of genes which, relative to the size of the input 

list, would be expected to be identified within each category. An enrichment score  

 



Figure 4.13. Strip plots of the twenty one differentially expressed genes from 
Stewart’s analysis. FPKMs of the individual replicates are plotted. Red circles 
represent control electroporated replicates, open circles represent scrambled 
replicates and blue dots DIS3 KD replicates. The fold change is shown for each 

gene. 
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is calculated as –log10 (p-value) and any score >1.3 represents a significant 

enrichment at p < 0.05.   

A limitation of DAVID is that it relies on previous annotation of a genes biological 

function, which for a high proportion of the differentially regulated transcripts was 

unknown. Additionally, the low number of input transcripts made it more difficult 

to identify large scale enrichment. However, five significant categories were 

identified for the upregulated genes and two for the down regulated genes (Tables 

4.4 and 4.5).  The five groups of upregulated genes were: translation, small ncRNA 

processing, RNA splicing, chromatin assembly and post-transcriptional gene 

regulation. The first category, translation, included a few multiple ribosomal 

proteins and translation elongation factors, however many of the genes within this 

category were ribosomal protein pseudogenes that are non-functional. 

Interestingly, in the small ncRNA processing category, two subunits of RNase P, a 3’ 

to 5’ exoribonuclease responsible for generating mature tRNA molecules as well as 

the RNA-binding protein Lsm6 which is thought to be involved in mRNA degradation 

by activating the decapping step in the 5'-to-3' mRNA decay pathway as well as 

mRNA splicing, were present. Within the RNA splicing category were splicing 

factors, hnRNPS that bind to AU-rich elements and a cleavage and polyadenylation 

factor involved in pre-mRNA 3’ processing. The chromatin assembly category 

included four histone proteins and within the final category was Pumilio, a protein 

that regulates translation and mRNA stability by binding the 3'-UTR of mRNA 

targets. Therefore, as many of these genes are involved in RNA processing, the 

upregulation of these groups of proteins, if not targets of DIS3, may indicate a 

compensatory mechanism for loss of DIS3.  

4.10 Validation of differentially expressed transcripts 

 

In order to validate the differential expression changes observed in the RNA-seq 

data, Taqman assays needed to be available to confirm the changes by qPCR. A 

problem that was identified at this stage was that many of the available Taqman 

assays were not specific to the differentially expressed transcripts, but also to other 
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alternatively spliced transcripts that did not change in my RNA-seq data. Therefore, 

if these were used for validation, the fold change would represent that across all 

alternatively spliced transcripts. For this reason, only genes with Taqman assays 

available for the specific transcript that changed in the RNA-seq data were included. 

As DIS3 is a ribonuclease, direct targets are most likely to be those genes that are 

upregulated rather than down-regulated following DIS3 depletion. Therefore, as the 

principal interest was on direct targets of DIS3, only upregulated genes were 

considered for validation. 

In order to take an unbiased approach, the five genes with the highest fold increase 

from the OGT analysis for which there were Taqman assays available, were selected 

for further validation: ZBTB45, zinc finger and BTB domain-containing protein 45 of 

unknown function; PPP2R4, protein phosphatase 2A activator, a Ser/Thr 

phosphatase implicated in the negative control of cell growth and division; as well 

as three histone proteins that were flagged up in the GO analysis, HIST1H2AH, 

HIST1H4C and HIST1H4H. From Stewart’s analysis the three genes with the largest 

fold change for which there were Taqman assays available, GAS5, a lncRNA 

containing multiple C/D box snoRNA genes in its introns; ANKRD10, ankyrin-repeat 

domain 10 and EFTUD1, an elongation factor involved in the biogenesis of the 60S 

ribosomal subunit, were also selected for validation. Although there was variability 

between the two knock-down FPKMs for these genes, all three displayed a large 

upregulation in one knock-down sample compared to controls and this sample was 

the one with the greatest reduction in DIS3 according to the RNA-seq data (Figure 

4.8), providing rationale for validation. Three further genes were selected, BBS7, a 

protein believed to promote ciliogenesis; RINL, a guanine nucleotide exchange 

factor involved in Rab activation and FCRLB, an Fc receptor involved in the immune 

response, as these were the next mostly highly upregulated genes which showed 

the least variability between replicates (Figure 4.13). 

In order to identify biologically relevant and reproducible hits, RNA was extracted 

from new samples for the validation.  Real changes would be expected to change in 

a similar manner across independent DIS3 knockdown samples, whereas any non-

specific changes caused for example by sample handling, would not be expected to 



Table 4.4. Gene ontology analysis of genes upregulated by > 2-fold in DIS3 
knock-down cells compared to controls.  

Table 4.5. Gene ontology analysis of genes downregulated by  
> 2-fold in DIS3 knock-down cells compared to controls.  
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be consistent in the fresh samples. To mimic the conditions used for the library 

preparation, oligo-dT primers were used to prime the reverse transcription 

reaction. Successful knock-down was confirmed in these fresh samples by qPCR and 

levels were consistent with those in the initial samples sent for sequencing. Eleven 

genes, five from the initial OGT analysis and six from Stewart’s analysis were 

selected for validation (see previous paragraph). Unfortunately, although all but 

one of the eleven genes showed a positive fold change, none increased significantly 

by qPCR in RPMI-8226 myeloma cells (Figure 4.14 A).  Figure 4.14 B corroborates 

this by showing there to be no relationship between RNA-seq fold change and qPCR 

fold-change. However, although the changes were not statistically significant due to 

small sample size, two of the histone genes showed an average fold-change of 

above two and all three technical replicates showed an increase in expression in the 

knock-down compared to control. qPCR was also performed on RNA derived from 

the three osteosarcoma-derived stable DIS3 knock-down cells lines (described in 

chapter 3), however none of the genes significantly changed in these cell lines 

either (Figure 4.15).  

 

 

 

 

 

 

 

 

 

 

 



Figure 4.14. qPCR validation of the RNA-seq results in RPMI-8226 myeloma cells. 
(A) Graph shows the comparison between the fold changes of transcripts by RNA-
seq (red dots) and qPCR (coloured bars). Error bars represent the S.E.M obtained 
from three independent experiments each made up of three technical replicates. 
Dotted lines represent a two-fold change. (B) Scatter plot showing no relationship 

between the RNA-seq and qPCR fold-changes for the 11 tested genes.  
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Figure 4.15. qPCR validation of the RNA-seq results in three osteosarcoma-
derived stable DIS3 knock-down cells lines. Graph shows the comparison 

between the fold changes of transcripts by RNA-seq (red dots) and qPCR (coloured 
bars). Error bars represent the S.E.M obtained from three independent 

experiments each made up of three technical replicates. The three coloured bars 
each represent a different U-2OS clone. Dotted lines represent a two-fold change. 

(B) Scatter plot showing no relationship between the RNA-seq and qPCR fold-
changes for the 11 tested genes.  
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4.11 Discussion 

 

In this chapter I have used RNA-seq as a global, unbiased approach in an attempt to 

identify genes that are sensitive to DIS3 expression.  Two analyses were performed 

using the Tuxedo protocol of read alignment, quantification and differential 

expression analysis. Each analysis differed slightly in the exact parameters used, 

producing two different lists of differentially expressed genes. Eleven of these 

genes were selected for validation by Taqman qPCR based on fold-change and 

consistency between replicates. Unfortunately, none of these genes significantly 

changed as detected by qPCR.  

4.11.1 DIS3 may regulate histone proteins 

 

Although the changes were not statistically significant by qPCR due to a small 

sample size, two of the histone genes showed an average fold-change of above two 

and all three technical replicates showed an increase in expression in the knock-

down compared to control. Therefore, with a larger sample size, the observed 

upregulation of the histone genes may be revealed as real changes. The enrichment 

of four histone genes in the gene ontology analysis also supports this. This finding 

would be interesting as histones are already known to be targeted by exosome 

(Slevin et al., 2014; Mullen and Marzluff, 2008), however no knowledge exists on 

whether DIS3 is the nuclease responsible for 3’ to 5’ degradation. Furthermore, 

there is a well-established link between histone expression and degradation and 

cell-cycle progression (Zhao, 2004; Reis and Campbell, 2007). Upon DNA damage, 

histones are normally downregulated and entry into S-phase is stalled. Disruption 

of the mechanisms that maintain precise histone levels leads to chromosomal 

instability. As DIS3 mutants are well known to display cell-cycle defects and as a 

malignancy characterised by chromosomal instability, it is feasible to speculate that 

disruption of DIS3 may cause misregulation of histone proteins which may 

contribute to multiple myeloma development.  
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4.11.2 Limitations of the experimental design and analysis 

 

RNA-seq is a revolutionary tool for high-throughput, high-sensitivity, and high-

speed transcriptome analysis.  As a fairly new technology however, the large scale 

data analyses associated with RNA-seq still harbour some challenges. In this section 

I will discuss some of the issues and limitations encountered in this particular 

project that may be able to be overcome with future advancements.  

4.11.2.1 Limitations of the analysis by Oxford Gene Technology 

 

In the initial analysis performed by OGT, only 36 genes were identified as 

significantly differentially expressed between control and knock-down samples. The 

statistical analysis supplied was based on that performed by CuffDiff, the algorithm 

used to determine transcript differential expression. Differential expression is 

determined as statistically significant by CuffDiff if the p-value is lower that the false 

discovery rate of 0.05. This would normally be a useful tool to drive the selection of 

consistently differentially expressed genes, however, despite the control samples 

being grouped to give an n of 4 there were only duplicates of the knock-down 

samples. A low n number minimises the statistical power and renders it almost 

useless. Of the 36 genes identified as differentially expressed, the vast majority 

showed large variations between the replicates with many being heavily dominated 

by a single replicate. In addition, due to the reference genome used for mapping, it 

later emerged that all these changes were due to probable artefacts labelled as 

small ‘processed transcripts’ so did not represent the gene as a whole. This 

therefore removed any confidence in the analysis performed by OGT and was thus 

not used in the downstream analysis. Due to cost limitations, often the 

experimental design is a trade-off between sequencing depth and biological 

replicates which is why in this particular experiment, duplicates were chosen over 

triplicates. However, any future experiments of a similar nature should use a larger 

sample size such that the CuffDiff statistical analysis can be made full use of.  
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4.11.2.2 Limitations of my analysis 

 

After abandoning the analysis by OGT, I performed my own analysis of the data. 

Due to the small sample size, stringent criteria had to be set in order to have the 

upmost confidence in the determination of differentially expressed genes. The 

filtering criteria included FPKM, consistency between replicates, fold-change and 

biotype. Following the filtering process, the number of differentially expressed 

transcripts (those showing a >2-fold change) reduced from 3625 to 397. A reduction 

this large shows the high level of potential false positives that are often present in 

global data sets and emphasises the importance of stringent filtering. Nevertheless, 

a trade-off is made between discarding false-positives and discarding true changes 

and it is likely that a number of transcripts were excluded due to over stringent cut 

offs. For instance, excluding genes that showed a difference between the replicates 

will likely have resulted in a number of true changes being missed. If triplicates 

were used, it would have been easier to identify inconsistencies and fewer genes 

would have been mistaken for false-positives. Additionally, differentially expressed 

transcripts with an FPKM of <0.5 will also have been missed due to the filtering 

criteria, especially as according to Figure 4.7 B, these transcripts contributed to 

most of the expression changes. However, low FPKMs introduce reliability issues as 

genes are known to show increased variability and are therefore less likely to 

validate by qPCR. Additionally, those genes showing very low expression are 

difficult to detect at a reliable cycle threshold when using qPCR.  

One question that may arise may concern the reason for such differences between 

replicates. Although measures were taken to ensure the conditions under which the 

samples were collected were as consistent as possible, the variation may be due to 

sample treatment during the transfection or RNA extraction. For example, one 

sample may have been subjected to more environmental stress than the other. 

Alternatively, it could be caused by natural variation and therefore represent real 

biological differences that we are correct in excluding from the analysis. 

Furthermore, variation between the knock-down replicates may represent the 

different extent to which DIS3 is knocked-down in each sample. Although the qPCR 
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and Western blot that were carried out before the samples were sent away showed 

a consistent knock-down, the RNA-seq data suggested otherwise, with one knock-

down sample showing half the levels of DIS3 than the other (Figure 4.8). 

4.11.3 Reasons for a lack of validation of differentially expressed genes 

 

Although most of the transcripts selected for validation by qPCR showed a positive 

fold change, none showed a statistically significant change in expression between 

the control and knock-down samples. The potential reasons for this are discussed 

below. 

RNA-seq has been praised as a method that without the dependency on specifically 

designed microarray probes, can quantify the levels of splice variants. However, the 

field of alternative splicing analysis using RNA-seq data is still in its infancy and 

detection of alternative splicing does not reach the same accuracy as the detection 

of differential expression (Rehrauer et al., 2013). Estimating the relative abundance 

of transcript variants is a challenging task. Many of the reads that map to a gene 

will map to shared exons, complicating the process of counting reads for each 

transcript. A read from a shared exon could have come from one or several 

isoforms. In order to assign reads to a particular isoform, CuffLinks implements a 

statistical model to estimate an assignment of abundance to each transcript, that 

explains the observed reads with maximum likelihood (Trapnell et al., 2012). 

Results are thus an estimate of isoform abundance and maximum likelihood 

estimates, especially for low-abundance transcripts, can be inaccurate (Bryant et 

al., 2012). This creates a dilemma, as in my RNA-seq data, the fold-change listed for 

a gene was calculated by the addition of all its transcripts, however only certain 

transcripts within a gene were differentially expressed. Other transcripts belonging 

to the same gene showed no apparent change. Therefore, as the transcripts 

belonging to an individual gene often changed in different directions, I decided to 

base the analysis on transcript changes rather than gene changes as the latter was 

unlikely to validate by qPCR. Thus, if the transcript abundances were not accurately 

calculated by CuffDiff, this could provide an explanation for why the differentially 
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expressed transcripts according to RNA-seq, did not change by qPCR. In future, to 

make for a simpler analysis, it may be worth focusing on differentially expressed 

genes whose transcripts all change in the same direction. 

An alternative explanation for why the transcripts did not validate may be that the 

observed expression levels in the RNA-seq are due to natural variation in this cell 

line. With only duplicates to work with, there is a higher chance that the observed 

levels could be due to chance rather than a real effect of DIS3 knock-down. 

Furthermore, genes that appear differentially regulated either due to biological or 

technical variation will likely produce the highest fold-changes. The lack of 

validation may reflect the fact that the selection of genes was based on those with 

the highest fold-change. Therefore, in an attempt to select genes in an unbiased 

manner, on the contrary, a higher fold-change probably biases towards false-

positives.  

An alternative explanation is that the lack of validation may be attributable to the 

insufficient precision of qPCR to detect low fold-changes using a small sample size. 

This is feasible as the majority of the selected transcripts only showed a fold-change 

of around 2. The fact that all but one of the genes changed in the correct direction 

also supports this explanation. Using a larger sample size for the qPCR may get 

around this issue, however there is a cost limitation attached to performing 

multiple transfections by electroporation. 

Finally, as the number of transcripts that passed the filtering process was low and 

none of the selected genes validated by qPCR this may suggest that DIS3 is 

responsible only for the regulation of a discrete set of mRNAs. In a similar study, 

only a small number of transcripts were identified as targets for XRN1, a 5’ to 3’ 

exoribonuclease, in Drosophila (Jones et al., 2016), possibly reflecting a general 

mechanism of transcript specific regulation by exoribonucleases. In addition, DIS3 is 

predominantly nuclear localised and known to target faulty mRNAs such as un-

spliced pre-mRNAs (Bousquet-Antonelli et al., 2000) and mRNAs with defective 

polyadenylation (Milligan et al., 2005). However, due to using poly-A selection 

during library preparation this experiment focused on polyadenylated mRNAs only. 
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Therefore, changes to the aforementioned classes of RNA would not be detected by 

this experimental set-up, however their misexpression may well explain the 

contribution of DIS3 mutations to the development of multiple myeloma.  

4.11.4 Final conclusions 

 

This chapter has highlighted how RNA-sequencing allows for unbiased, high 

throughput, sensitive quantification of gene expression whilst at the same time, 

showing the importance of experimental design and interpretation of expression 

changes. The many small ‘processed transcripts’ that accounted for the supposed 

gene expression changes in the initial analysis did not reflect the real change in 

gene expression levels. Furthermore, upon performing my own analysis, many 

transcripts changed but other transcripts belonging to the same gene did not. 

Combined with the variability between biological replicates, this demonstrates how 

RNA-seq data needs to be interpreted with caution to ensure false-positives are not 

mistaken for real expression changes. The observed upregulation of histone 

transcripts may provide an insight into the mechanism by which DIS3 contributes to 

myeloma and this would be interesting to follow up in future work.  
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Chapter 5: Characterising DIS3 synthetic lethal 

interactions  

5.1 Introduction 

Although cancer survival rates have continued to improve over recent years, 

current chemotherapies are far from ideal. Standard chemotherapies were initially 

discovered on the basis of their ability to kill rapidly dividing cells, and thus some of 

their common side effects such as hair loss, nausea and immunosuppression, are 

due to the toxicity to rapidly dividing normal tissues. Consequently, the bottleneck 

to the development of safe and effective anticancer drugs does not lie in an 

inability to identify chemicals that will kill cancer cells, but in our inability to identify 

chemicals that will kill cancer cells but will not harm normal cells. With the aim of 

identifying therapies that have greater effectiveness and fewer side effects, cancer 

research is now largely focused on discovering tumour-specific traits that might be 

exploited for selective targeting.  

An anti-cancer drug discovery strategy that is becoming popular to target cancer 

cells, is the use of synthetic lethality. This approach takes its name from classical 

genetic studies that aimed to identify genes that cooperate in the same essential 

process. Initially performed in model organisms such as yeast, when either gene is 

mutated alone, the cell is viable, however if both genes are mutated, lethality 

results (Figure 5.1). Synthetic lethal genetic interactions exist because of the 

mechanisms employed by cells to maintain homeostasis in the face of mutations 

and environmental challenges (Hartman et al., 2001; Masel and Siegal, 2009). Cells 

establish a robust buffering system to ensure that processes do not depend on any 

single component, predominantly by establishing a level of functional redundancy 

between genes (Nijman, 2011). Redundancy can be seen between paralogous genes 

that can still partially perform the same task but is more commonly observed 

between non-homologous genes operating in the same cellular process. This 

redundancy can be exploited for therapeutic advantage using  



Figure 5.1 Synthetic Lethality. In model organisms, synthetic lethality describes 
the genetic interaction between two genes. If either gene is mutated by itself, 
the organism remains viable. The combination of a mutation in both genes is 

incompatible with viability and results in lethality. Taken from Chan et al, 2011. 
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the concept of synthetic lethality. Genes that demonstrate a redundancy with 

tumour-mutated genes, would constitute putative ‘secondary drug targets’ whose 

inactivation would kill cancer cells, whilst leaving healthy cells unaffected.  

The best known example of a cancer therapy based on synthetic lethality, currently 

being tested in clinical trials, is the PARP1 and BRCA1/2 pair (Farmer et al., 2005; 

Bryant et al., 2005; Fong et al., 2010; Fong et al., 2009). Mutations in the breast 

cancer early onset (BRCA1 and BRCA2) genes, normally involved in homologous 

recombination (HR), occur frequently in breast and ovarian cancers. Inhibition of 

Poly (ADP-ribose) Polymerase (PARP), responsible for single-strand break repair, 

leads to synthetic lethality with loss of BRCA1/2 as breaks cannot be repaired by 

HR. In this way, only cells with BRCA1/2 mutations are susceptible to treatment 

with a PARP inhibitor, resulting in remarkably mild side-effects. Exploiting synthetic 

lethality therefore increases selectivity towards killing tumour cells, as well as 

increasing the dose of the drug required for toxic effects. Moreover, as tumour 

progression is a multi-step process and the driving mutations change in the 

different stages of tumour growth, synthetic lethality could target a range of 

temporal mutations that occur along the pathway of tumorigenesis.  

As a result of the increased availability of chemical and genetic tools for perturbing 

gene function in somatic cells, screens for synthetic lethality can be carried out 

using libraries of chemical compounds and chemically synthesised small interfering 

RNA (siRNA). Isogenic cell lines that differ by only one essential cancer gene are 

labelled and mixed together before being treated with a library of RNAi or small-

molecule compounds (Chan and Giaccia, 2011).  Some siRNAs or compounds would 

not be toxic to either cell type; some would be selectively toxic to normal cells or to 

tumour cells; and some would be toxic to both genotypes (Figure 5.2). In small-

molecule screens the result would be the obtainment of candidate compounds for 

treatment of a given cancer genotype. In RNAi screens the result would be two-

fold: revealing unexpected connections that can advance drug development efforts 

as well as enhancing our understanding of the fundamental biology behind 

interactions within cancer cells. 



Figure 5.2. Mammalian synthetic lethality screens for anticancer efficacy.  
(A) Synthetic lethal screens can be used to identify genes or small-molecule 

compounds to specifically target tumour cells while sparing the normal tissue. A 
mutation in the first gene is essential to the development of cancer (for example, a 

loss-of-function mutation in a tumour suppressor gene or a gain-of-function mutation 
in an oncogene). The second gene would be identified either through an RNA 

interference (RNAi) library or it would directly be inhibited by a small-molecule 
compound. Inhibition of this second gene through RNAi or a small molecule alone 

would not interfere with tumour growth. Nonetheless, inhibiting the second gene in a 
tumour of a given genotype would result in selective cytotoxicity of the tumour. (B) 

Isogenic cells that differ by only one essential cancer gene could be fluorescently 
tagged and mixed together in equal numbers. The cells would then be added to a 96-
well plate and treated with a compound/siRNA library. Fluorescence would be read 
over several days. Some compounds/siRNA would not be toxic to either cell type; 
some would be selectively toxic to normal cells or selectively toxic to tumour cells; 

and some would be toxic to both genotypes. Taken from Chan et al, 2011. 
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As multiple myeloma is currently for the most part, treated as a single entity, 

identifying synthetic lethal interactions with DIS3 has the potential to identify genes 

that could be used as tumour-specific targets in DIS3-mutated patients. In addition, 

as the role of DIS3 beyond its function in RNA degradation and processing is 

unknown, synthetic lethality screens may reveal unexpected interactions that may 

advance our understanding of how DIS3 loss-of-function contributes to multiple 

myeloma pathogenesis. For this reason, this chapter aims to use siRNA screens to 

identify potentially synthetic lethal interactions within DIS3 knock-down cells, with 

the aim of identifying genes that could be used as tumour-specific targets for 

therapeutic treatments of myeloma patients.  

5.2 Aims 

The central focus of this chapter is to use siRNA libraries to identify synthetic lethal 

interactions with DIS3, leading to the following aims: 

1. Generate nuclear-fluorescently labelled DIS3-knock down and control cell 

lines  

2. Use a commercially available DNA-Damage Response siRNA library to 

perform a synthetic lethality screen on DIS3 knock-down cells 

3. Validate any potential hits by performing individual RNAi experiments and 

survival assays 

5.3 Generating nuclear-labelled isogenic cell lines 

Before performing the synthetic lethality screen, isogenic cell lines that differ only 

by knock-down of DIS3 needed to be generated. To do this, a stable DIS3 knock-

down and control cell line were generated, similar to that in chapter 3. Three 

shRNA clone vectors were purchased pre-cloned into a pGIPZ vector, with at least 

one guaranteed to induce silencing, each targeting a different region of the DIS3 

transcript. The pGIPZ vectors contain all the elements necessary for stable 

introduction and into the genome as well as visualisation and selection of positive 
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clones (Figure 5.3). The shRNA hairpin consists of a 22nt dsRNA stem, 

complementary to the DIS3 transcript and a 19nt loop from miR-30 as well as 125nt 

of miR-30 flanking sequence on either side of the hairpin, in order to increase 

Drosha and Dicer processing efficiency. Puromycin resistance gene allows for the 

selection of stable cell lines and the long-terminal repeats (LTRs) facilitate insertion 

of the vector into the genome.  

In order for control and knock-down cells to be distinguished at the end stage of 

the screening process, each needed to be labelled with a different fluorescent tag. 

The original pGIPZ vector contains TurboGFP for the visual marking of positive cells 

and without a nuclear localisation signal (NLS), labels the cytoplasm of cells. In 

order for the imaging program to distinguish individual cells during image 

acquisition, cells needed to be nuclear-labelled. Therefore, the CMV:turboGFP 

region from the pGIPZ vector was replaced with either a CMV:AcGFP:NLS for the 

DIS3 shRNA-containing vectors or CMV:mCherry:NLS for the non-targeting shRNA-

containing vectors, both containing nuclear localisation signals. The endonucleases 

XhoI and NotI were used to excise the CMV:turboGFP region from pGIPZ (Figure 

5.3B). The AcGFP-NLS and mCherry-NLS fragments (generated by Grant McGregor) 

which contain a SpeI cut site between the promoter and fluorophore, were then 

ligated with the linearised pGIPZ vectors to create fluorescent tagged vectors with 

nuclear localisation signals. A further diagnostic restriction digest was performed 

with SpeI and NotI to test for successful ligation (data not shown). This process 

resulted in the generation of nuclear RFP-tagged non-targeting shRNA vectors and 

nuclear GFP-tagged DIS3 shRNA vectors for use in the screen. 

U-2OS, an osteosarcoma cell line, was selected as an easily-transfectable, adherent 

cell line in which to create a stable DIS3 knock-down model using these vectors. 

Once the turboGFP had been replaced with a nuclear fluorescent tag, each of the 

three GFP-DIS3 shRNA and the RFP-non-targeting control clones were transfected 

into U-2OS cells. Puromycin was added to the cells after 48 hours and cells were left 

to grow to confluency for at least 4 weeks before knock-down was assessed by 

qPCR (Figure 5.4A) and Western blotting (Figure 5.4B). Efficient knock-down was  



Figure 5.3 Generating a vector for the stable knock-down of DIS3 for use in synthetic 
lethality screens. (A) Features of the pGIPZ vector (Dharmacon). Important elements 
include the hCMV promoter to drive transgene expression, tGFP reporter for visual 
tracking of shRNA expression, 5’ and 3’ LTRs for genome integration and PuroR to 

permit selection and propagation of stable integrants. Other elements include: IRES 
allowing expression of TurboGFP and puromycin resistance genes in a single transcript; 

Ψ - Psi packaging sequence allows viral genome packaging  (not applicable); RRE - ev 
response element enhances titer by increasing packaging efficiency of full-length viral 
genomes (not applicable); WPRE -Woodchuck hepatitis post-transcriptional regulatory 

element enhances transgene expression in the target cells; SV40 ori - allows 
propagation of plasmids within mammalian cells expressing the SV40 Large T antigen 

and pUC ori – to allow replication initiation in bacteria. (B) Generation of a nuclear 
localised fluorescent signal. The CMV:turboGFP region was excised from the pGIPZ 

vector using XhoI and NotI and replaced with a CMV:AcGFP fragment with a nuclear 
localisation signal (NLS) and SpeI cut site.  The same procedure was performed to 

create a red fluorescent non-targeting control vector by replacing CMV:turboGFP with 
mCherry-NLS. 

A 

B 
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Figure 5.4. Generating a stable DIS3 knock-down model using three DIS3 
targeting shRNA vectors  and a non-targeting control in U-2OS cells.  (A) qPCR 

showing efficient knock-down of DIS3 with all three shRNA clones when compared 
to a scrambled control (paired t-tests, p < 0.05). Errors bars represent the SEM 

from four independent experiments. (B) Western blot confirming knock-down of 
DIS3 at the protein level in the three clones, when compared to untransfected and 
scrambled controls. (C) Epifluorescence images showing the nuclear localisation of 
mCherry in non-targeting control U-2OS cells and AcGFP in DIS3 knock-down cells.  
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achieved of both the mRNA and protein with all three shRNA clones. Figure 5.4C 

shows the nuclear localisation of fluorescence in the control (RFP) and DIS3 knock-

down (GFP) cell lines. As DIS3 clone 1 showed the largest fold change, this cell line 

was taken forward for use in the synthetic lethality screen.  

5.4 Generating preliminary data for the synthetic lethality screen 

Before the screen was carried out, some preliminary testing was performed. Firstly, 

the presence of two populations of cells, RFP-labelled DIS3 wild-type and GFP-

labelled DIS3 knock-down cells, was confirmed by immunolabeling with anti-DIS3. 

As there were differences in the GFP intensity in the immunolabeled cells, FACS was 

used to assess each cell individually. The plots in Figure 5.5A demonstrate two 

populations, one of RFP-labelled cells which have a normal level of DIS3 (Cy5 

labelled) and one of GFP-labelled cells which have a lower level of DIS3, 

representing control and knock-down cells respectively. This data corroborates the 

western blot in Figure 5.4. Interestingly, no relationship exists between the level of 

DIS3 and GFP fluorescence intensity (r=-0.136, p<0.001, Figure 5.5B). Given that the 

vector can insert into both heterochromatin and euchromatin regions of the 

genome and that shRNA and GFP are expressed from the same transcript, we may 

expect more of an inverse relationship. However, this data suggests that the DIS3 

shRNA is at maximum function at all observable doses. This finding is reassuring as 

it means that in all GFP-expressing cells, DIS3 is consistently knocked-down to a 

high level and the fold changes seen in Figure 5.4 are representative of all cells, 

rather than representing an average. Therefore, a synthetic lethal interaction will 

be more detectable than if the GFP cell population consisted of a range of DIS3 

expression levels. 

As the two groups of cells will be mixed together and co-cultured for the screen, it 

is important to confirm that one does not have a drastically different growth rate to 

the other. If this was the case, after the 3-day post-transfection incubation period, 

there may be very few cells belonging to one of the groups, leaving a very small 

sample size and making the analysis difficult. In order to test this, GFP and RFP cells  



Figure 5.5. Preliminary data showing the correlation between fluorescence and 
DIS3 expression. (A)  Dot plots illustrating two populations of cells corresponding to 
mCherry-labelled wild-type cells and GFP-labelled DIS3 knock-down cells. Individual 
cells were imaged, analysed and plotted according to their signal intensities in the 
fluorescence channels. Cy5 = DIS3. Gates are placed around positive fluorescently 

labelled cells. (B) GFP levels show a linear relationship with DIS3 levels in cells. 
Immunofluorescence imaging of 160 000 GFP cells. DIS3 signals were averaged 

according to bins of GFP intensity. Each data point represents at least 600 cells and 
error bars represent standard deviation.  
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were mixed according to a range of ratios and the GFP intensity measured after 3 

days (Figure 5.6A). Consistent with the findings in Chapter 3, the two cell lines grew 

at approximately equal rates (Figure 5.7) meaning they can be seeded at a 50:50 

ratio for the screen. 

In order to test the transfection efficiency, differing concentrations of siGFP were 

transfected into knock-down and control cells. The bar graph in Figure 5.6B shows 

efficient reduction in GFP intensity with increasing concentrations of siGFP up to 

5nM. Figure 5.6C shows the distribution of cells at different GFP intensities, 

showing two populations – one with low GFP intensity and one with higher GFP 

intensity representing siGFP-transfected and control cells respectively. As a 

negative control, Figure 5.6D demonstrates that siGFP transfection has no effect on 

RFP intensity.  

5.5 A DNA-damage response screen indicates NABP1 may confer 

synthetic lethality when knocked-down alongside DIS3 

As discussed in chapter 1, the exosome has been implicated in recruiting activation-

induced cytidine deaminase (AID) to chromatin in B-cells (Basu et al., 2011), where 

DIS3 may be functioning specifically in degrading nascent RNA. AID creates 

mutations in the DNA that can lead to double-strand break formation, an important 

process in antibody class switching. As myeloma often results from translocations 

formed from these double strand breaks, if it was discovered that DIS3 had an 

involvement in this process, this may help uncover the role of DIS3 in 

myelomagenesis. Given that genomic instability and defective DNA repair are 

hallmarks of cancer and perturbing these processes further is likely to lead to 

toxicity, this provides rationale for using a DNA damage response (DDR) siRNA 

library for the first synthetic lethality screen. The DDR siRNA library consists of 240 

siRNAs that target genes involved in damage surveillance, damage recognition and 

signalling, signal effector genes, repair genes, and genes involved in dissociation 

and resolution of DNA repair complexes. Each well of a 96-well plate consists of a  
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Figure 5.6. Preliminary growth rate and transfection efficiency experiments 
performed before the DNA-damage response synthetic lethality screen. (A)  

Schematic of an experiment set up in a 96-well plate of cells at a range of RFP:GFP 
ratios to determine a seeding ratio for the screen. (B) Bar chart illustrating GFP 

knock-down using a range of siGFP concentrations, to test transfection efficiency. 
Mean GFP intensity is a measure of the GFP intensity per cell. (C) Graph showing the 
distribution of cells at different GFP (FITC) intensities after transfection with a range 
of siGFP concentrations (see legend). (D) Distribution of cells at different RFP (TRITC) 

intensities after transfection with a range of siGFP concentrations (see legend). 
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pool of 4 individual siRNAs which are guaranteed to silence target gene expression 

by at least 75% at the mRNA level. Figure 5.8 shows the DDR plate layouts.  

Once the control experiments had been carried out, the DDR screen was set up. The 

two cell lines were co-cultured at a 50:50 ratio in each well of three 96 well plates 

and incubated with the siRNAs according to the plate maps in Figure 5.8 for 72 

hours. After 72 hours the plates were imaged using the Olympus Scan R system 

which automatically scans each well and acquires data on the number and intensity 

of GFP and RFP cells.  Figure 5.9 demonstrates there to be no significant difference 

in the proportion of knock-down and control cells in the negative controls across 

the plates, indicating the method alone does not differentially impede the survival 

of one cell line more than the other. The data for each gene was analysed by 

calculating Z-scores which represent how many standard deviations the score is 

away from the plate mean. An example analysis is presented in Figure 5.10. Genes 

with a Z-score of below -2 confer synthetic lethality with DIS3; those with a Z-score 

of above 2 confer a growth advantage to DIS3 knock-down cells compared to 

controls.  Three repeats of the screen were performed and an average Z-score 

plotted for each gene, presented in Figure 5.11 as a waterfall plot. As can be seen, 

the only gene with an average Z-score of less than -2 and thus possibly conferring 

synthetic lethality is FLJ22833, otherwise known as NABP1. Two genes, PRKCG and 

GTF2H3 had average Z-scores of above 2, possibly indicating a synthetic growth 

advantage. However, in order to take account of variability between screens, genes 

were sorted by covariance (Figure 5.12A). Figure 5.12A plots all three Z-scores for 

each gene and shows increasing variability from left to right. It is clear to see that 

those genes to the left-most of the axis which have the lowest variability also 

appear to show the lowest Z-scores. If those genes with an absolute covariance of 

less than 1 are selected (Figure 5.12B), the gene with the largest Z-scores is 

FLJ22833, therefore this gene was selected for further validation.  

FLJ22833, otherwise known as NABP1 (nucleic acid binding protein 1) is a 

component of the heterodimeric sensor of ssDNA (SOSS) complex, a multiprotein 

complex that functions downstream of the MRN (Mre11, Rad50 and Nbs1) complex  



 

Figure 5.8. Plate layouts from the DNA-damage response siRNA library 
(Dharmacon). The library consists of 240 siRNAs spread across three 96-well 

plates. Wells in lanes 2 to 11 of the plate contains a pool of 4 individual siRNAs 
which target a particular gene involved in the DNA-damage response. Lanes 1 

and 12 are reserved for the positive and negative controls. The scrambled siRNA 
provides the baseline for the analysis and the transfection reagent ensures 

treatment does not affect cells. GAPDH acts as a negative control as its knock-
down should not favour the survival of either cell line and siGFP acts as a positive 

control.  

 

DDR Plate 1 

DDR Plate 2 

DDR Plate 3 
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Figure 5.9. The proportion of DIS3 knock-down and control cells does not 
differ in the negative controls of the DNA-damage response siRNA screen. 

Negative controls included the use of a scrambled siRNA, a transfection-
reagent (TR) only and untransfected control. The lack of a difference in the 

number of cells of each cell line in these controls indicates the method alone 
does not impede the survival of one more than the other.   
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GENE 
 

Mean 
GFP % 

Mean RFP 
% 

Ratio 
Green/Red 

Numerical 
Ratio 

Ratio/ 
Scramble 

Average 
scramble 

RAD50 
 

47.6 40.7 47.6:40.7 1.169 1.214 0.963 

MEAN ACROSS PLATE SD Z - Score 

0.99 0.184 1.216 

Figure 5.10. Example analysis of the ratio of RFP to GFP cells for one of the genes 
in the DDR screen. The Olympus Scan R system detects the proportion of red and 

green cells in each well. A ratio is then calculated  for each gene by dividing the 
percentage of red cells by the percentage of green. This ratio is then divided by 
the average ratio of red to green cells in the scrambled wells. These figures are 

used to generate a mean across the plate which should be close to 1 and a 
standard deviation. A Z-score is calculated for each gene by subtracting the mean 

across the plate from the ratio/scrambled, divided by the standard deviation 
across the plate. This score represents how many standard deviations the score 
for each gene is away from the plate mean. Z-scores of 0 suggest the siRNA has 

had no differential effect on the knock-down and control cells. Z-scores of below 0 
indicate there are more control cells than knock-down cells, indicating a possible 

synthetic lethality. Z-scores above 0 indicate there are more knock-down than 
control cells, indicating a possible growth advantage to the former. In this example 

knock-down of RAD50 has generated a Z-score of 1.216, suggesting the DIS3 
knock-down cells have a slight growth advantage. Scores below -2 or above 2 are 

considered potential hits.  
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Figure 5.11. Waterfall plot presenting the average Z-score for each of 240 genes 
involved in the DNA-damage response from three individual siRNA screens. Z-

scores represent how many standard deviations the score is away from the plate 
mean. Genes with a Z-score of below -2 may confer synthetic lethality with DIS3; 

those with a Z-score of above 2 may confer a growth advantage to DIS3 knock-down 
cells compared to controls.  
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Figure 5.12. Graphs showing the Z-scores for genes involved in the DNA-damage 
response from three individual screens, sorted by covariance. (A) The three Z-

scores are presented for each of the 240 genes, sorted by absolute covariance. (B) 
Genes with a covariance of less than 1 are presented as in (A). Variability between 

the Z-scores increases from left to right on the x-axis. Z-scores represent how 
many standard deviations the score is away from the plate mean. Genes with a Z-
score of below -2 may confer synthetic lethality with DIS3; those with a Z-score of 

above 2 may confer a growth advantage to DIS3 knock-down cells compared to 
controls.  
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to promote DNA repair and G2/M checkpoint activation (Huang et al., 2009b). The 

MRN complex plays an important role in the initial processing of double-strand DNA 

breaks (Paull and Lee, 2005), potentially tethering the broken ends, prior to repair 

by homologous recombination or non-homologous end joining. In the SOSS 

complex, NABP1 binds to and acts as a sensor of single-stranded DNA, in particular 

to polypyrimidines (Li et al., 2009). The SOSS complex associates with DNA lesions 

and influences diverse endpoints in the cellular DNA damage response including 

cell-cycle checkpoint activation, recombinational repair and maintenance of 

genomic stability. NABP1 is known to be essential for efficient homologous 

recombination-dependent repair of double-strand breaks (DSBs) and ATM-

dependent signalling pathways. Although only speculative at this stage, given this 

role and its potential synthetic lethal interaction with DIS3, NABP1 may also be 

involved in recruiting the AID enzyme to the open DNA duplex through sensing the 

presence of single-stranded DNA.  

5.6 Validation 

In order to test this potential hit is a true positive and not a result of off-target 

effects, an individual transfection was set up with three new siRNAs. These three 

siRNAs were selected based on their targeting of different regions of the FLJ22833 

(NABP1) transcript to those in pool in the DDR plate. Unfortunately however, this 

individual transfection did not cause any difference in survival rate of the knock-

down and control cells (Figure 5.13), this could possibly mean that the initial 

difference was caused by off-target effects of the siRNAs used in the DDR plate. 

5.7 Discussion 

In an effort to provide more effective therapies with fewer side effects, cancer 

treatments are now focusing on a selective targeting of tumour cells. Nevertheless, 

due to a pharmacological difficulty in restoring the function of tumour suppressors 

the majority of targeted anticancer drugs inhibit mutated oncogenes that display 

increased activity (Kaelin, 2005). DIS3 is a recurrently mutated tumour suppressor  



Figure 5.13. Validation of the synthetic lethal interaction observed between 
DIS3 and NABP1 in the DDR screen. No difference in survival was seen 

between the control and knock-down cells upon transfection with siNABP1. 
Untransfected cells were used as a negative control and siGFP as a positive 
control. % cells represents the percentage of cells compared to a scrambled 

siRNA control. Error bars represent S.E.M obtained from at least 1.6 x 105 cells 
imaged for each treatment.  
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in multiple myeloma and although its role in RNA degradation is well understood, 

little knowledge exists of the process through which mutations contribute to 

pathogenesis. Thus, the loss-of-function mutations in DIS3 coupled with the lack of 

knowledge on its role in myeloma make devising targeted treatments a formidable 

task.  

In recent years, utilising the concept of synthetic lethality as a method to selectively 

target cancer cells with specific mutations is becoming a popular strategy. While it 

is difficult to predict synthetic lethal interactions if little knowledge of a process 

exists, with the discovery of RNAi, unbiased large-scale functional genomic screens 

for the identification of such targets have become possible. RNAi screens provide 

not only a means to discover new drug targets but also a means to enhance our 

understanding of the fundamental biology of interactions within cancer cells (Chan 

and Giaccia, 2011). Therefore, the main aim of this chapter was to use siRNA 

libraries to identify synthetic lethal interactors of DIS3 as a means to understand its 

role in myelomagenesis as well as potentially yielding drug targets for DIS3-mutated 

patients.  

5.7.1 Summary of results 

Due to a previously indicated role of the exosome in recruiting activation-induced 

cytidine deaminase (AID) to chromatin in B-cells which creates double-strand 

breaks (Basu et al., 2011), combined with the knowledge that cancer cells already 

exhibit genomic instability and defective DNA repair, a DNA-damage response 

library was selected for the synthetic lethality screen. Using an arbitrary cut off of 

two standard deviations above or below the mean, one siRNA, NABP1 was found to 

confer synthetic lethality with loss of DIS3 and two, PRKCG and GTF2H3, conferred 

a synthetic growth advantage.  

With a predominant aim of identifying potential drug targets, NABP1 was selected 

to follow up and validate to ensure the observed result was not due chance or off-

target effects.  However, no such difference in survival was observed between 
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control and knock-down populations. Despite using a low concentration of siRNA in 

the original screen, the initial difference in survival may have been due to off-target 

effects of one or more of the siRNA from the pool. Alternatively, as the cells were a 

different passage to those used originally, the lack of reproducibility could be due 

to an inherent change in the cells making them less susceptible to NABP1 knock-

down.  

5.7.2 Reasons for lack of synthetic interactors with DIS3  

Curiously, the remaining 237 genes tested showed no major impact on the survival 

of either DIS3 knock-down or control cells. There may be a number of reasons for 

this. Firstly, although there is a precedent for a role of the exosome in double-

strand break formation which can lead to the translocations observed in multiple 

myeloma, DIS3 itself may not be the candidate exonuclease involved. Instead Rrp6 

which also provides exonucleolytic function to the exosome may be functioning in 

this process. Therefore, it is feasible that no interactions exist between DIS3, 

involved in RNA degradation and genes involved in the DNA-damage response. 

Alternatively, there may be genes in the library that interact with DIS3, however the 

siRNAs may not effectively reduce their levels at the concentration used in this set-

up. Another explanation originates from the fact that shRNA-mediated knock-down 

of DIS3 does not completely remove the protein; in my study about 30% of the 

levels of the control still remained in the knock-down cells. The incomplete removal 

of DIS3, in combination with a potential redundancy with another ribonuclease, 

may be sufficient for normal functioning and therefore reducing the likelihood of 

observing synthetic lethal interactions.  

As well as aberrations affecting intracellular mechanisms, multiple myeloma is 

characterised by alterations to the bone marrow microenvironment. Reciprocal 

interactions exist between the different components of the BM microenvironment 

and malignant plasma cells to promote tumour growth and survival as well as 

immune cells to allow evasion of immune recognition (Fowler et al., 2011). Given 

the lack of an observable phenotype upon DIS3 knock-down as discussed in chapter 
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3, it is feasible that DIS3 may normally function to target bone marrow signalling 

molecules, which become up-regulated when the enzyme is mutated, promoting 

myeloma pathogenesis. Consequently, without culturing DIS3 knock-down cells in a 

bone-marrow microenvironment, synthetic lethal interactions may not be revealed. 

Further work could investigate the interaction of DIS3 with the tumour 

microenvironment using so-called “contextual synthetic lethality” (Chan et al., 

2010). It is also worth pointing out that in the analysis, only Z-scores of less than -2 

or above 2 were considered likely hits. However, this does not mean that other 

genes with lower Z scores should be dismissed as it may be that with further 

investigation, for instance more efficient knock-down, these genes do in fact yield a 

synthetic lethality.  

5.7.3 Advantages of the screening method 

Although this work is in the early stages, it demonstrates how synthetic lethality is a 

valuable concept to understand the functions of genes and has immediate 

relevance for cancer therapy. The strategy described here employs two basic 

components. The first involves the use of paired human cancer cell lines that differ 

only in a single mutant gene that is often altered in the tumour type under study. 

The second involves the introduction of genes encoding different fluorescent 

proteins into each of these lines, thus individually marking them. The two lines are 

then co-cultured, and their relative growth followed using fluorescence 

spectroscopy. SiRNAs were tested against clones that did not express fluorescent 

proteins to ensure that the differential toxicity was not the result of clonal 

variability or confounding effects of the fluorescent proteins. The design of the 

screen has several major advantages of others in common use. The two lines to be 

compared are co-cultured and assayed simultaneously, eliminating a variety of 

errors encountered when screening cell pairs that are maintained in separate 

plates. Whereas, our screen contains internal controls for each well normalising for 

variability of cell numbers, most previously published screens experience 

potentially confounding effects such as differences in proliferation rate and cell-

cycle distribution between cell lines. In co-culturing parental and gene-targeted 
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cells, we have therefore devised a screening strategy allowing precise internal 

calibration of each assay and rapid throughput. Furthermore, assays based on 

engineered fluorescence proteins are highly cost-effective, because no additional 

reagents or pipetting steps are required for analysis of growth.  

5.7.4 Limitations of synthetic lethality screens 

Despite the potential of synthetic lethality screens to aid in cancer therapeutics, 

currently there are some limitations to their success. As can be observed from my 

study, interactions are more accurately described as synthetic sick rather than 

synthetic lethal so the cancer cells would not necessarily be completely eliminated. 

Of previously published screens, there appears to be little overlap in results 

(Nijman, 2011). Some of this may be due to the use of different cell lines as well as 

technical approach; the use of different shRNA libraries that target only partially 

overlapping genes and inhibit gene expression with different efficiencies. A 

weakness of RNAi screens stems from the fact that RNAi typically only results in 70–

90% inhibition of gene expression, potentially explaining why interactions are 

mostly synthetic sick rather than synthetic lethal. Additionally, RNAi screens are 

plagued with off target effects providing an explanation for the common 

observation of false positives. Furthermore, an interaction identified from an RNAi 

screen may not necessarily lead to a therapeutic; that is, a compound to inhibit or 

activate the identified interaction target may not exist (Chan and Giaccia, 2011). 

Moreover, proteins bound to drugs might have effects that are very different from 

those predicted by RNA interference (RNAi) that cause quantitative reductions in 

protein abundance. For example, a drug might interfere with one function of a 

multifunctional protein, or cause a protein to act in a dominant-negative or 

dominant-positive manner (Kaelin, 2005). For this reason, screens for synthetic 

lethality that are carried out using libraries of chemical compounds are likely to be 

complementary to screens that are carried out using genetic tools. Unlike siRNA 

screens, small molecule screens directly provide potential candidates for 

optimisation into lead compounds. 
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Although synthetic lethal interactions may provide handles for novel therapies, 

most of the described genetic interactions in cancer cells do not strictly adhere to 

the definition of synthetic lethality which demands that only the combination of 

two perturbations results in lethality. In an in vitro set-up, isogenic cell lines are 

used that differ only in the mutation of interest, yet in vivo, cancer cells have 

acquired not just one but an array of mutations. Therefore, there is no guarantee 

that in vivo, inhibiting the interactor will have the desired effect of killing the cancer 

cells without causing unwanted side-effects. In addition, there are now many 

examples where different phenotypes have been observed following inactivation of 

a particular tumour suppressor gene in both mice and humans (Kaelin, 2005). These 

observations indicate that synthetic lethal relationships ultimately need to be 

discovered or validated in relevant human cells, and that caution needs to be 

exercised when extrapolating cell-culture results to intact organisms. 

Analogous to the therapeutic window for drugs, i.e., the safe and effective dose 

range, “the synthetic lethality window” of the genetic interaction will be important 

for its potential as a therapy (Nijman, 2011). For example, with the BRCA-PARP 

synthetic lethal interaction, BRCA mutant cells are some two orders of magnitude 

more sensitive to PARP inhibitors than non-mutant cells and this strong 

responsiveness is probably key to its clinical success. It is currently unclear how 

common this type of strong genetic interaction is in human cells. At the same time, 

random mutations and genome plasticity, viewed at the level of a tumour, 

markedly increase the likelihood that rare therapy-resistant subclones will emerge. 

A 1-cm3 tumour already contains >109 cells. So, the likelihood of clinical success will 

increase with early diagnosis (to minimise the number of cells in the pool from 

which resistant cells might arise).  

5.7.5 New approaches 

As well as single-well screens as employed in this study, several groups have 

developed a second screening approach that has some distinct advantages. To 

circumvent the practical limitations of screening individual siRNAs in a single-well, 
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pooled methods are employed to genetically barcode knockout clones so they can 

still be accurately identified even within a mixed population of cells (Silva et al., 

2008; Luo et al., 2008; Schlabach et al., 2008). Cell lines (A and B) are infected with 

shRNA libraries targeting thousands of gene products. Cells are cultured to allow 

the depletion of those containing shRNAs that target essential genes. Genomic DNA 

is isolated and the vectors are quantified using so-called barcode sequences (short 

stretches of DNA) that are unique for each shRNA vector. By comparing the genes 

that are required in one cell line but not the other by custom micro-array or deep 

sequencing, potential synthetic interactions can be identified. Such screens are 

much easier to handle than large-scale single well screens and thus have a higher 

throughput. 

Furthermore, an alternative method to using isogenic lines has been established. A 

confounding factor of using isogenic cell lines is that the single genetic variation 

being studied may not actually be the only difference in ‘isogenic cells’. Rather, 

genetic drift between pairs of isogenic cell lines may result in multiple differences 

that can alter responses to RNAi or drug treatment.  In this strategy, a single human 

cancer cell line that is deficient in a gene of interest is used. Complementation of 

this gene is provided by a low-copy unstable episome expressing this gene (Simons 

et al., 2001b; Simons et al., 2001a). In the context of a drug or RNAi screen, 

retention of this episome is selected under synthetic lethal conditions, thus 

revealing novel interactions. Although isogenic lines often provide a valuable 

avenue for synthetic lethality screens, this work demonstrates that other 

approaches also have distinct advantages.  

5.7.6 Final conclusions 

This chapter has explored how synthetic lethality is likely to be a valuable concept 

to understand the functions of genes, the mechanism of action of drugs, and has 

immediate relevance for cancer therapy. Because such genetic approaches allow an 

alignment of particular molecular defects with specific drugs, there is a high 

probability that the serious side effects associated with many currently used 
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chemotherapeutics will be less problematic. We are clearly poised to move away 

from empirically discovered cytotoxics towards new agents that are based on a 

knowledge of cancer genetics and a more sophisticated view of gene–gene 

interactions.  
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Chapter 6: Characterising the two protein-coding 

isoforms of DIS3 

6.1 Introduction 

Historically the relationship between genes and proteins was described as the ‘one 

gene-one polypeptide’ hypothesis, whereby each gene is responsible for the 

synthesis of a single protein. Clearly an oversimplification, this theory is now known 

to be incorrect. This is attributable to both the presence of genes that code for 

RNAs as end-products and also for genes whose mRNAs undergo alternative 

splicing. Alternative splicing is a regulated post-transcriptional process in which 

particular exons may be included or excluded from the final mRNA to produce 

protein isoforms that contain differences in their amino acid sequence and thus 

often in their biological function (Black, 2003). This process permits a more varied 

proteome from a genome of limited size, helping to partly explain the G-value 

paradox in which organism complexity is not reflected by the number of protein-

coding genes in its genome (Hahn and Wray, 2002).  In humans at least 70% of 

genes are known to be alternatively spliced with each gene giving rise to an average 

of 4 alternatively spliced variants.  This phenomenon allows the genome to direct 

the synthesis of a much larger proteome than would be expected from its 20,000 

protein-coding genes, greatly increasing structural and functional diversity. 

The general mechanism of RNA splicing occurs via an RNA-protein complex called 

the spliceosome composed of multiple small nuclear ribonucleoproteins (snRNPs), 

namely U1, U2, U4, U5 and U6 as well as a large network of auxiliary proteins. A 

typical eukaryotic intron contains consensus sequences such as the 5’ splice site, 

branch point and 3’ acceptor site that are recognised by the spliceosome (Dredge et 

al., 2001). Splicing occurs in a step-wise manner by the association and dissociation 

of different snRNPs within the complex at these consensus sequences (Figure 6.1). 

Different modes of alternative splicing are known to occur, namely exon skipping, 

intron retention, the use of mutually exclusive exons and the use of alternative 

splice donor or acceptor sites (Sammeth et al., 2008) (Figure 6.2). Alternative 

splicing is regulated by different combinations of trans- acting proteins and 



Figure 6.1. The basic mechanism 
of RNA splicing.  Introns contain 

conserved motifs such as a 5’ 
splice site, 3’ splice site and 

adenosine branch point. These 
motifs are initially recognised by 
the snRNPS U1 and U2 leading to 

the recruitment of other 
components of the spliceosome, 
(U4/6 and U5 snRNPs), followed 

by rearrangement in the base 
pairing with RNA and excision of 
the intron. Taken from Dredge et 

al, 2001. 

Figure 6.2. The different modes of 
alternative splicing. Exon skipping: 
an exon may be spliced out of the 

primary transcript or retained. 
Mutually exclusive exons: one of 

the two exons is retained in mRNAs 
after splicing but not both. 
Alternative donor site: an 

alternative 5’ SS is used changing 
the 3’ boundary of the upstream 

exon. Alternative acceptor site: an 
alternative 3’ SS is used, changing 

the 5’ boundary of the 
downstream exon. Intron 

retention: an intron may be spliced 
out or retained.  (Sammeth, 2008)  
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cis-acting regulatory sites on the pre-mRNA that form a ‘splicing code’ governing 

how splicing will occur under different cellular conditions(Wang and Burge, 2008) 

(Barash et al., 2010). Temporal and tissue specific alternative splicing is thought to 

be controlled by the differential expression, concentration and/or activity of these 

splicing factors.  

A number of studies have indicated that many diseases have a splicing component, 

either due to changes in the splicing machinery resulting in mis-splicing of multiple 

transcripts, or due to mutations within the splicing sequences of individual genes. 

Cancer is a prominent example of a disease in which abnormally spliced mRNAs are 

found in high proportions, however it is not clear whether aberrant splicing 

patterns are a cause or consequence of oncogenesis (Skotheim and Nees, 2007). 

Notably, in colorectal and prostate cancer, the number of splicing errors has been 

shown to vary greatly between individuals (Sveen et al., 2011), possibly indicating 

the former. On the other hand, in patients with myelodysplastic syndromes such as 

chronic myelomonocytic leukaemia, the most common mutations are those 

affecting spliceosomal proteins (Yoshida et al., 2011). Recently, mutations affecting 

the splicing factor SRSF2 which is critical for recruiting U1 and U2 snRNPs to the 

pre-mRNA, have been found to alter its recognition of specific splicing motifs, 

causing mis-splicing of key haematopoetic regulators and impairing haematopoetic 

differentiation (Kim et al., 2015). This undoubtedly reflects a causative role of 

splicing mutations in the development of myelodysplastic disorders.  

Due to its importance in the pathogenesis of multiple myeloma, DIS3 is currently a 

gene of great interest to the scientific community, yet no information on whether it 

undergoes alternative splicing is present in the literature. Therefore, this chapter 

seeks to investigate whether protein-coding isoforms of DIS3 exist and whether 

differential expression of these could contribute to disease phenotypes.  
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6.2 Aims 

The central focus of this chapter is to characterise the different alternatively spliced 

isoforms of DIS3 leading to the following aims: 

1. Use publicly available bioinformatics data to identify alternatively spliced 

isoforms of DIS3  

2. Determine whether DIS3 isoforms are translated into protein 

3. Determine whether DIS3 isoforms are differentially expressed in different 

tissue-types and diseases 

4. Determine whether there is a functional difference between the DIS3 

isoforms  

 

6.3 Characterisation of two DIS3 protein-coding isoforms 

Examination of the DIS3 gene in the Genome Browser ENSEMBL reveals five 

different DIS3 transcript annotations (Figure 6.3A). Of the three transcripts listed as 

protein coding, two are annotated by the Consensus CDS project (CCDS) indicating 

consistent, high quality annotation across the different annotation platforms. These 

two transcripts appear to differ in the use of a mutually exclusive exon 2 and the 

length of their 3’ UTR (Figure 6.3B). Figure 6.4A shows the structure of the DIS3 

gene. Notably exon 2α used by DIS3 isoform 1 is longer than exon 2β, used by 

isoform 2. Exon 2 encodes a large region of the endonucleolytic PIN domain (Figure 

6.4B). If isoform 2 is translated, the inclusion of exon 2β would result in a PIN 

domain 30 amino acids shorter than isoform 1 whilst leaving the rest of the protein 

in frame. As the total length of the PIN domain in isoform 1 is 118 amino acids, 

translation of isoform 2 would reduce its size by over 25%.  

Through a combination of techniques, including manual inspection of structures, 

homology modelling according to the recently published structure of S.cerevisiae 

Rrp44 (Makino et al., 2013), using Phyre2 (Kelley and Sternberg, 2009) and the 

webserver ‘Site Directed Mutator’ (SDM), we were able to analyse and make 

predictions about the potential consequences of using exon 2β on the stability of  
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the protein. SDM uses parameters of the local structural environment such as 

conformation, solvent accessibility and hydrogen bonding class, to calculate a 

stability score (pseudo ΔΔG). Figure 6.5 shows the inclusion of exon 2β over exon 

2α to result in the loss of two beta-strands and gain of an alpha-helix, likely to be 

highly destabilising to the PIN domain. This raises the question of whether isoform 

2 contains the essential residues for catalysis as identified in S.cerevisiae. Figure 6.6 

shows the sequence alignment of the PIN domains of four DIS3 homologues, 

illustrating the absence of the critical residue E120 (Lebreton et al., 2008; Schaeffer 

et al., 2009; Schneider et al., 2009), also missing from DIS3L which is known to have 

no PIN function. This finding provides the rationale to investigate these isoforms 

further to determine whether they are both expressed and whether they have a 

differential function.   

6.4 Ribosome profiling data suggests both DIS3 isoforms are translated 

Before pursuing an investigation into the biological significance of the two DIS3 

isoforms, we needed some indication that both transcripts are translated into 

protein and thus functionally relevant. As an initial step in understanding whether 

both DIS3 isoforms are translated, the online tool GWIPS (Genome Wide 

Information on Protein Synthesis) was used to analyse and visualise ribo-seq data 

obtained using the ribosome profiling technique. Using data from all ribosome 

profiling studies, Figure 6.7 demonstrates that although coverage is much lower on 

the shorter exon 2 of isoform 2 (exon 2β), ribosome binding is above background 

level indicating this isoform is translated, but to a lower level than isoform 1. As 

such, it appears that either constitutively or under certain conditions, the cell 

positively selects isoform 2 for expression and translation into protein, thus 

providing rational for further study.  

6.5 Both isoform transcripts are ubiquitously expressed in a range of cell 

types 

To experimentally validate the presence of the two annotated DIS3 isoforms, 

reverse-transcription PCR was employed. Primers were designed to flank the 

variable exon 2 by annealing to exons 1 and 3 common to both isoforms (Figure  



Figure 6.5. Three-dimensional model of the PIN region of the two DIS3 protein 
isoforms. The 3D-model demonstrates the loss of two beta-strands from isoform 2 

and the gain of an alpha-helix, predicted to be highly destabilising. Modelled 
according to the recently solved  S. cerevisiae Rrp44 structure (Makino et al, 2013) 

using Phyre2 (Kelley and Sternberg 2009) and the webserver “Site Directed 
Mutator.  
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                96        106        116        125                 

                |          |          |          |         

  86 HYVVLDTNVV LQAIDLLENP NCFFDVIVPQ IVLDEVRN-K SYPVYTRLRT   134 dis3p    

  64 HYLLPDTNVL LHQIDVLEDP A-IRNVIVLQ TVLQEVRN-R SAPVYKRIRD   111 DIS3 ISO1 

  64 HYLLPDTNVL LHQIVSAWRP G------TWA SVASSLRL-P GS--------   98  DIS3 ISO2 

  57 HYVIPDWKVV QDYLEILEFP E-LKGIIFMQ TACQAVQHQR GRRQYNKLRN   105 DIS3L 

   

 

 

 

 

                145        155        165        175                 

                 |          |          |          |         

  135 LCRDSDDHKR FIVFHNEFSE HTFVERLPNE TINDRNDRAI RKTCQWYSEH   184 dis3p    

  112 VTNNQEKH-- FYTFTNEHHR ETYVEQEQGE NANDRNDRAI RVAAKWYNEH   159 DIS3 ISO1 

  99  ---------- ---------L ETYVEQEQGE NANDRNDRAI RVAAKWYNEH   129 DIS3 ISO2 

  106 LLKDARHD-- CILFANEFQQ CCYLPRERGE SMEKWQTRSI YNAAVWYYHH   153 DIS3L 

 

 

                191        201                 

                 |          |                     

  185 LKPY----DI NVVLVTNDRL NRE   203 dis3p    

  160 LKKMSADNQL QVIFITNDRR NKE   182 DIS3 ISO1 

  130 LKKMSADNQL QVIFITNDRR NKE   152 DIS3 ISO2 

  154 CQ-----DRM PIVMVTEDEE AIQ   171 DIS3L 

 

 

Figure 6.6. Sequence alignment of the PIN domains of four DIS3 homologues. 
Orange region depicts the amino acids coded for by exon 2 of isoform 2. The four 

acidic residues essential for catalysis of S.cerevisiae DIS3 are marked in green. 
S.cerevisiae E120 is absent from DIS3 ISO2. E120 is also absent from DIS3L as well 
as D171. Dis3p = S.cerevisiae. DIS3L2 not shown as does not contain a PIN domain. 
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6.8A), thus amplifying two fragments, each corresponding to the individual isoform 

transcripts. RT-PCR was performed on six cell lines of differing cancer types, 

predominantly AML and myeloma as well as mononuclear cells from 

haematological cancer patients which included six myeloma patients, four AML 

patients and three CMML patients. Figure 6.8 shows the amplification of two bands 

as expected, differing in size by exactly 100bp. The larger fragment corresponds to 

isoform 1 with the intact PIN domain and the smaller fragment to isoform 2 

containing the short PIN domain. These findings illustrate that both isoform 

transcripts are expressed, thus corroborating the bioinformatics data.  Upon initial 

inspection, the intensity of the isoform 1 band appears stronger across most of the 

samples than isoform 2, with the exception of the CMML patients. In at least two of 

the three CMML samples isoform 2 appears more highly expressed than isoform 1 

(Figure 6.8E). This begs the question of whether isoform expression is tissue or 

disease specific, requiring a more quantitative method to test this.  

 

6.6 Isoform 1 is the principal isoform expressed in cell lines  

In order to address the initial observation by RT-PCR of a differential expression 

level of the isoform transcripts across cell types, qPCR was carried out using 

isoform-specific Taqman primer-probes (Figure 6.9A). Before this however, the 

amplification efficiency of the primer probes was first tested using a series of 

dilutions to create a standard curve. This is important as the levels of the two 

targets are being directly compared to each other, therefore if one of the probe 

sets was found to amplify its target less efficiently than the other, i.e. the DNA less 

than doubled for each cycle, then the relative levels of this target would be 

underestimated and the data would be invalid. Figure 6.10 confirms a similar 

amplification efficiency of the two Taqman primer-probe sets.  

Once the amplification efficiency of the probes had been confirmed, isoform-

specific qPCR was carried out. Figure 6.9B shows the levels of the two isoforms 

across thirteen cell lines of different disease origin, relative to GAPDH. Isoform 1 is  



Figure 6.8. RT-PCR demonstrating the ubiquitous expression of the two DIS3 
isoforms in different cell types. (A) Schematic of the two DIS3 isoforms with blue 

arrows showing the position of the primers flanking the variable exon 2 by 
annealing to exons 1 and 3 common to both isoforms. Two bands can be seen 

corresponding to isoform 1 (400bp) and isoform 2 (300bp) in cell lines (B), 
myeloma patients (C), AML patients (D) and CMML patients (E).  GAPDH was used 

as a control. 
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Figure 6.9. qPCR showing the expression levels of the DIS3 isoforms at the 
mRNA level in a range of cell lines. (A) Schematic of the two DIS3 isoform 
transcripts with green arrows showing the position of the isoform-specific 

Taqman primers. (B) Relative expression of the two isoforms in thirteen cell lines 
relative to GAPDH (n=3). Asterisks indicate significance at p < 0.05. (C) Expression 

of the two isoforms as a proportion of total DIS3 expression in the cell lines. 
Proportions represent average of three biological replicates. (D) Total DIS3 

expression relative to GAPDH in thirteen cell lines does not correlate with isoform 
ratio.  
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Figure 6.10 . Standard curves and amplification efficiency of the DIS31 and 
DIS32 primers. (A) DIS3 isoform 1, (B) DIS3 isoform 2. Standard curves were 

generated using a  series of cDNA dilutions (6.25, 12.5, 25, 50ng per 10ul qPCR 
reaction, based on RNA concentrations) and using the standard curve set up on 

the Life Technologies ViiA™ 7 System.  

DIS3 Isoform 1 

DIS3 Isoform 2 
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consistently more highly expressed than isoform 2 in all cell lines. Figure 6.9C 

illustrates the difference in isoform expression as a proportion of total DIS3 

expression. This reveals a fairly consistent pattern across cell lines with isoform 1 

contributing an average of approximately 70% to total DIS3 levels. As isoform 1 

appears to contribute to the majority of the total DIS3 transcripts expressed, an 

intriguing question is whether there is a correlation between the relative level of 

the two isoforms and the total level of DIS3 expressed in these cell lines. 

Nevertheless, Figure 6.9D shows this not to be the case (r=0.143, p = 0.640). This 

may not be surprising however, considering all cell lines show the same higher 

expression of isoform 1.  

To address whether the higher level of the isoform 1 transcript in cell lines 

translates to the protein level, western blotting was carried out using an antibody 

raised to the C-terminal S1 domain of DIS3 (Figure 6.11A), a region common to both 

isoforms. Figure 6.11B and C demonstrate a consistent higher level of the larger 

isoform 1 protein across all cell lines tested, corroborating the qPCR data. However, 

the ratio of isoform 1 to isoform 2 at the mRNA level does not necessarily correlate 

with the ratio at the protein level (Figure 6.11D, r=-0.067, p=0.88). 

6.7 AML and myeloma patients have a higher expression of isoform 1 

whereas CMML patients show a pattern more similar to healthy controls 

To address the preliminary findings from the RT-PCR that CMML patients appeared 

to have a higher expression level of isoform 2, rather than isoform 1 like the other 

disease types, qPCR was employed using isoform-specific Taqman primer probes as 

above (Figure 6.9A). In agreement with the RT-PCR findings, all myeloma and AML 

patients were shown to have a higher expression level of isoform 1 using this 

quantitative method (Figure 6.12, A, B). In contrast five of the ten CMML patients 

tested had higher isoform 2 levels and two were borderline equal (Figure 6.12 C). As 

CMML is a malignancy of monocytes, this begs the question of whether this 

expression pattern is monocyte specific. To test this, PBMCs were isolated from  

 

 



A 

B 

Figure 6.11. Western blot showing the expression levels of the DIS3 isoforms at 
the protein level in a range of cell lines. (A) Schematic of the DIS3 protein 

showing the position of antibody binding in the S1 domain. (B) Western blot in ten 
cell lines showing two bands corresponding to the two isoforms. Tubulin used as a 

loading control. (C) Quantitation of isoform protein levels expressed as a 
proportion of total DIS3 levels. (D) The levels of the two isoforms at the mRNA 
level in ten cell lines does not correlate with the levels at the protein level (r=-

0.067, p=0.88).  
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Figure 6.12. Relative expression of the two DIS3 isoform transcripts in primary cells 
from three different haematological malignancies. (A) Expression levels of isoform 1 

is consistently significantly higher than isoform 2 in myeloma patients (p = 0.0018).  
Isoform 1 and isoform 2 account for approximately 80% and 20% of the total DIS3  
mRNA levels respectively. (B) Isoform 1 is higher than isoform 2 in AML patients, 

contributing approximately 70% of the total DIS3 levels. (C) In CMML patients, levels of 
isoform 1 and 2 are approximately equal when patients are viewed as a whole. Within 

individual patients isoform 2 levels are often higher than isoform 1. 
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healthy individuals before being separated into monocyte and lymphocyte 

fractions. Monocytes were isolated using the adherence method and anti-CD14 

staining was used to test the purity (Figure 6.13A), as well as confirmation of IL-6 

upregulation upon LPS activation (Figure 6.13B). IL-6 is a marker of monocyte 

activation and therefore provides confirmation of a monocyte population. 

Lymphocytes remained in suspension providing an easy and effective method to 

isolate the two cell fractions.   

The qPCR demonstrates that in healthy monocytes, the levels of isoform 1 and 2 are 

more equal, with some individuals having higher levels of isoform 2, and many 

borderline equal levels (Figure 6.13 C, D), paralleling the expression pattern seen in 

CMML patients. Nevertheless, this is not monocyte specific as healthy lymphocytes 

also show the same pattern (Figure 6.13 C, E). This suggests that CMML patients are 

more similar to healthy controls in their expression ratio of the two DIS3 isoforms 

than AML and myeloma patients.  Extending these findings, when the ratio of 

isoform 1 to isoform 2 within the three disease are compared to healthy cells, 

myeloma and AML are significantly different (p = 0.0012 and 0.0002 respectively) 

whereas CMML patients are not (p = 0.703) (Figure 6.14A).  Therefore, in contrast 

to all cell lines, AML and myeloma patients, CMML patients and healthy controls 

appear to have a higher expression of isoform 2 than isoform 1. The significance of 

this to cancer phenotypes can only be speculated at this stage.  

Interestingly unlike the cell lines, there is a significant positive correlation between 

the relative level of the two isoforms and the total level of DIS3 expressed in these 

primary cells (Figure 6.14B, r = 0.941, p = 0.017). Examination of Figure 6.12 shows 

this appears to be due to a reduced relative expression of isoform 1, rather than an 

increase in the level of isoform 2. This raises the question of whether the isoform 

ratios observed are as a result of the cell regulating the expression of isoform 1 

specifically to change the stoichiometry of the two isoforms or as a general means 

of controlling total DIS3 levels. It may be that the higher expression of isoform 2 

than isoform 1 within CMML and healthy individuals is an artefact of reduced total 

DIS3 levels and vice versa in AML and myeloma. However, although this may be the 

case between disease types, this relationship is not present when the data from  
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Figure 6.13. Monocytes and lymphocytes isolated from healthy individuals show 
approximately equal levels of isoform 1 and 2. (A) Anti-CD14 staining of monocytes 

and lymphocytes showing a 52-fold enrichment of monocytes in the monocyte 
fraction and depletion of monocytes from the lymphocyte fraction. (B) Cells 
stimulated with LPS showed upregulation of IL-6, confirming the presence of 

monocytes. (C) qPCR shows that monocytes and lymphocytes isolated from healthy 
individuals show approximately equal levels of isoform 1 and 2. (D,E) Isoform 1 and 2 

contribute approximately equally to total DIS3 levels within individual patients.  
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Figure 6.14. Ratio of isoform expression levels versus total DIS3 levels.  (A) The ratio 
of isoform 1 to isoform 2 is significantly higher between myeloma and healthy 

lymphocytes (p = 0.0012 ) as well as AML and healthy monocytes (p = 0.0002 ) but not 
between CMML and healthy monocytes (p = 0.703). (B) There is a positive correlation 

between ratio iso1:iso2 and total DIS3 levels across the disease types (r = 0.941,  
p = 0.017). (C) Within CMML patients and healthy monocytes (D) there is no correlation 

between ratio iso1:iso2 and total DIS3 levels. 
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within individual disease types is examined (Figures 6.14 C, E), suggesting the 

former is more likely within disease types. 

6.8 Isoform expression ratios correlate with disease severity in CMML 

patients 

Given that we can be fairly confident that within disease types, the ratio of 

expression of the two DIS3 isoforms is unlikely to be an artefact of reduced total 

DIS3 levels, it was of interest to find out whether isoform expression ratios 

correlate with disease severity. This was measured using the clinical parameters of 

blast, plasma cell and monocyte count for AML, myeloma and CMML respectively. 

Although a crude measure of disease severity alone, these cell counts are one of 

the parameters used to diagnose disease. Figure 6.15 shows that although the 

sample sizes are very small, initial data does not demonstrate this to be the case for 

myeloma (r=0.402, p=0.502) and AML (r = 0.122, p= 0.844). CMML however shows 

a significant negative correlation between percentage monocytosis and isoform 

expression (Figure 6.15C). That is, CMML patients with a higher level of isoform 2 

compared to isoform 1, or a smaller iso1:iso2 ratio, have a higher number of 

monocytes in their blood (r= -0.9, p=0.002).  

Given this finding, it was of interest to test which of these CMML patients had the 

common oncogenic mutation in the splicing factor SRSF2. SRSF2 is a member of the 

serine/arginine rich (SR) protein family and contributes to splicing through binding 

to exonic splicing enhancers (ESE) within the pre-mRNA. SRSF2 is mutated in 

approximately 50% of CMML patients and is associated with adverse clinical 

outcome (Kim et al., 2015). The hotspot mutation at P59 has recently been found to 

alter SRSF2 recognition of specific splicing motifs (Figure 6.16). SRSF2 has a 

consensus motif of SSNG where S represents either C or G. In SRSF2 mutant cells, 

exons that were promoted exhibited enrichment for CCNG and depletion for GGNG 

versus exons that were repressed. In other words, mutant SRSF2 appears to 

preferentially bind CCNG and not GGNG. Interestingly, despite being a third of the 

length, exon 2β of isoform 2 contains more of these SRSF2 mutant-enriched motifs 

than exon 2α of isoform 1 (Figure 6.17). This may suggest the SRSF2 mutation  
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Figure 6.15. Correlation between cell count and isoform expression ratio in 
three haematological malignancies.  The ratio of isoform 1 to isoform 2 does 

not correlate with plasma cell or blast count in (A) myeloma (r = 0.402,  
p = 0.502) or (B) AML respectively (r = 0.122, p = 0.844). (C) In CMML however, 
a significant negative correlation exists between ratio iso1:iso2 and monocyte 

count (r = -0.9, p = 0.002). Green dots represent patients with SRSF2 mutations. 
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Mis-
splicing 

 Normal 
splicing 

Figure 6.16 SRSF2 mutations in CMML alter SRSF2’s sequence-specific RNA 
binding activity, leading to mis-splicing of key haematopoeitc regulators. 
Wild-type SRSF2 recognises the consensus motifs GGNG and CCNG within 

exonic splicing enhancers (ESE) leading to normal splicing and normal blood 
production. The P59 mutation, observed frequently in CMML patients, leads to 

altered recognition of splicing motifs by SRSF2. Mutant-SRSF2 preferentially 
binds CCNG over GGNG causing mis-splicing of targets and leading to clinical 
features such as leukopenia, anaemia and morphologic dysplasia. Adapted 

from Kim et al, 2015. 
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Isoform 1 Exon 2α 
 
1     atgttcttga ggaccctgcc atcaggaatg taattgtgct acaaacagtt     50 

51   cttcaagaag tgagaaatcg cagtgccccc gtatataaac gcatccgaga 100 

101 tgtgactaat aaccaagaga agcatttcta tactttcact aatgagcacc    150 

151 atag                                                                                               154 

  
 

Isoform 2 Exon 2β  

 

1    taagtgcctg gaggccgggg acctgggctt ctgtggcctc cagcctgcga  50 

51  ctcccaggca gctt                                                                           64 

SRSF2 mutant 
enriched motifs 

SRSF2 mutant 
depleted motifs 

Isoform 1 3 1 

Isoform 2 7 2 

Figure 6.17. Identification of mutant SRSF2 binding-motifs present in the 
alternatively spliced exon 2 of the two DIS3 isoforms. As discovered by Kim et al 

2012, mutant SRSF2 preferentially binds CCNG and GCNG (enriched motifs) 
rather than GGNG and CGNG (depleted motifs). Exon 2β of isoform 2 possesses 4 

more of these preferential motifs than isoform 1, despite its shorter length. 
Mutant SRSF2 binding motifs (enriched motifs) highlighted in purple.  
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biases for isoform 2 expression. To test this, PCR was performed to amplify this 

region of SRSF2 in all CMML patients (Figure 6.18A) before sending the amplicon off 

for sequencing. Figure 6.18B shows that three patients appear to display the 

hotspot mutation, represented as green dots on the graph in Figure 6.15C. 

Interestingly, two of these patients do have higher levels of isoform 2 and 

concomitantly, the highest level of monocytes in their blood. This begs the question 

of whether SRSF2 mutations select for expression of DIS3 isoform 2 over isoform 1, 

through altered recognition of splicing motifs, which contributes to CMML 

pathogenesis. However, at this stage in the study, with such a small sample size, 

this can only be speculated.   

 

6.9 Biochemical assays indicate reduced endonucleolytic activity of DIS3 

isoform 2 

Bioinformatic data predicts the shortened PIN domain of isoform 2 to have reduced 

activity due to a shortened PIN domain and loss of a critical residue needed for 

catalysis in S. cerevisiae, however this needed to be experimentally validated. 

Expression clones were purchased containing cDNA for each isoform as well as a T7 

promoter, GST tag with Tev cleavage site and ampicillin resistance selection marker 

(Figure 6.19A). The clones were propagated in E.coli and five individual colonies 

were selected before undergoing a diagnostic restriction digest. The online 

resource Restriction Mapper was used to identify restriction enzymes that cut 

either side of the isoform variable exon 2 (Figure 6.19B). The restriction digest 

generated the expected band sizes (Figure 6.19C), therefore PCR was performed to 

generate products for sequencing. The same primer pair that flank exon 2 was used 

to amplify both clones of isoform 1 and 2 generating bands that differed in size by 

100bp (Figure 6.19D), representing the size difference of exon 2α and exon 2β from 

isoform 1 and 2 respectively. One clone of each isoform was sent for sequencing for 

validation and to ensure no missense mutations were present. The sequencing 

results showed that both isoform clones sequenced show an exact match with their 

annotated sequences in ENSEMBL (data not shown). In the next step, the isoform  



A 

B 

Figure 6.18. Sequencing the SRSF2 gene in CMML patients. (A) PCR amplification 
of the region for sequencing in the 10 CMML patients. (B) Base calls for the 

forward and reverse sequencing of the SRSF2 region for the three patients with 
SRSF2 mutations. The triplet code highlighted in blue encodes proline at position 
95, the known hotspot mutation in CMML.  The wild-type triplet code is CCC in 
the forward direction and GGG in the reverse. In three patients, in the forward 

direction a second peak can be seen above base 2 of the triplet code, indicating a 
heterozygous mutation. In the reverse direction, the base either cannot be read 

(patient 219) or is again read as heterozygous (patients 3 and 7).   

M 
(1kb) 

M  
(100b) 

219 220 238 1 2 3 4 5 6 7 
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GACGTTCTTAAAAAAGACCCGGGCGGGCGGCGTGATGAAGATCGTGCGCGAGCACTACCT

GCGAGACGACATCGGCTGCGGTGCGCCCGGGTGCGCAGCGTGTGGAGGGGCGCACGAG

GGGCCGGCCCTGGAGCCGCAGCCCCAGGACCCGGCGAGCAGCGTCTGCCCGCAACCGCA

CTACTTGCTGCCCGACACTAATGTGTTACTGCACCAGATTGATGTTCTTGAGGACCCTGCCA

TCAGGAATGTAATTGTGCTACAAACAGTTCTTCAAGAAGTGAGAAATCGCAGTGCCCCCGT

ATATAAACGCATCCGAGATGTGACTAATAACCAAGAGAAGCATTTCTATACTTTCACTAATG

AGCACCATAGAGAAACCT//TTGCTATTGATGGTTGGCCCAGAAATTCCAGATATCCAAATG 

CCCGGG = XmaI cut site           GATATC = EcoRV cut site     

ACCGCACTACTTG = Variable Exon 2 

ISO 1 (clone 0869) Expected band sizes = 1203bp and 1135bp 

ISO 2 (clone 3667) Expected band sizes = 1103bp and 1035bp (100bp smaller than 
ISO1 bands) 

A 

B 

C D 

Figure 6.19. Generation of recombinant DIS3 isoform 1 and 2. (A) Diagrammatic 
representation of the pReceiver-B03 vector containing a T7 promoter for high 
level expression, GST-tag and Tev cleavage site, ampicillin resistance gene for 

bacterial selection and multiple cloning sites. (B) Restriction enzyme sites were 
mapped onto the DIS3 sequence in order to perform a diagnostic digest after 

proliferation of the vector. (C) Two bands of expected sizes were observed on an 
agarose gel after restriction digest confirming presence of the correct products. 

(D) PCR amplification of the two isoform clones for sequencing.    
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cDNA clones were expressed in the E. coli Rosetta (DE3) strain and protein 

expression induced using IPTG. The GST-tagged recombinant proteins were purified 

by affinity chromatography and half were digested with TEV protease to remove 

the GST-tag (Figure 6.20). After optimisation of the buffer and substrate 

concentration, RNase activity assays were performed with a ϒ32P-labelled 30-mer 

(16-mer + A14) circularised substrate. A circularised substrate was used as the PIN 

domain has endonucleolytic activity which is required for the cleavage of 

circularised substrates, after which the linearised substrate can be degraded 

exonucleolytically by the RNB domain. Four proteins were used: cleaved isoform 1 

and isoform 2 as well as GST-tagged isoform 1 and isoform 2. Figure 6.21 shows the 

results of the assays. After 90 minutes’ incubation, more substrate remained in the 

isoform 2 sample than the isoform 1 sample, indicating a reduced activity of the 

former. In both GST-tagged protein samples there is less disappearance of substrate 

than in their cleaved counterparts, suggesting the large GST tag affects enzyme 

activity. Nevertheless, as with the cleaved samples, after 90 minutes more 

substrate remained in isoform 2 than isoform 1. Thus, whilst degradation products 

can be seen in the isoform 2 sample suggesting the protein has not lost 

endoribonucleolytic activity completely, it does appear to have reduced activity 

compared to isoform 1.  

6.10 The two DIS3 isoforms may undergo differential miRNA-targeting 

According to bioinformatic data, isoform 2 also has a shorter 3’UTR than isoform 1 

(1380bp vs 7626bp) (Figure 6.3B). The 3’UTR regulates many important processes 

involved with the expression, stability and targeting of the mRNA within the cell. 

One of the important functions of the 3’UTR is to regulate the expression level of 

the transcript via miRNA targeting. The extended 3’ UTR of isoform 1 may contain 

additional binding sites for miRNAs which can decrease the expression of the 

mRNA. To investigate this, an online miRNA prediction tool devised by the Segal lab 

of the Weizmann Institute, was used to run the PITA algorithm. PITA scans the 

3’UTR for potential miRNA targets using seed matching tools and scores each site. A 

score of less than -10 is considered a likely miRNA-mRNA interaction site based on a 

target accessibility algorithm in Kertesz et al, 2007 (Kertesz et al., 2007). Using this  



Iso 1 106kDa 
Iso 2-GST 129kDa 
Iso 2 103kDa 

6.20 Coomassie blue-stained PAGE gel of purified DIS3 isoform proteins. 
Lanes 1 and 5 represent purified isoform 1 and 2 respectively containing 

GST tags. Lanes 2 and 6 represent Tev-cleaved isolates to remove the GST-
tag from isoform 1 and 2 respectively. 

Isoform 1 Isoform 2 

Iso 1-GST 132kDa 
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algorithm, isoform 1 was predicted to contain 19 additional likely miRNA target 

sites compared to isoform 2 (Table S1). Considering our findings that isoform 1 is 

usually more highly expressed than isoform 2, these additional miRNA binding sites 

do not appear to be simply acting to decrease the expression level of isoform 1 but 

instead may provide specific temporal and spatial control of translation.  

  

6.11 Discussion 

DIS3 is currently a protein of interest due to its apparent role in the development of 

multiple myeloma, yet no studies exist on the alternative splicing of DIS3. This 

chapter presents novel information on the existence of two protein-coding isoforms 

of DIS3. As we have seen, the two isoforms differ in the size of their PIN domain 

through the use of a mutually exclusive second exon. Structural analysis predicts 

this to be highly destabilising to the catalytic activity of isoform 2. Bioinformatics 

also predicts isoform 2 to have a shorter 3’UTR.   

I have experimentally validated the presence of the two DIS3 isoforms and the 

ubiquitous expression of both in a range of cell types suggests neither are solely 

tissue specific. This does not necessarily mean that the levels of either isoform does 

not change in specific tissues, simply that they are both at least present in the cell 

types I have tested. In all cell lines tested, isoform 1 is expressed at a higher level 

than isoform 2 at both the mRNA and protein level. As isoform 1 contains the intact 

and functional PIN domain, this suggests that for the most part, most cells require 

the endonucleolytic activity of DIS3. Interestingly the level of the isoforms at the 

mRNA level does not necessarily translate to the protein level according to 

quantitation of the western blot. This could be caused by post-transcriptional 

regulation or it could be due to a technical reason such as the difficulty quantifying 

western blots. Alternatively, although the correct size, it may be that the smaller 

band visible on the western blot does not correspond to isoform 2. To confirm this 

antibody needs to be validated using purified proteins.  

Isoform 1 is also the principal transcript in AML and myeloma patients, making up 

approximately 80% of total DIS3 levels. However, in CMML, a malignancy of 
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monocytes, the opposite is observed with the average relative expression of 

isoform 2 higher than that of isoform 1. This pattern was found not to be CMML or 

monocyte specific however, as both healthy monocytes and healthy lymphocytes 

show relatively equal expression levels of the two isoforms.  

The expression level of the two isoforms was found to correlate with total DIS3 

levels across the five disease types, suggesting higher levels of isoform 1 may be an 

artefact of increased total DIS3 levels rather than the cell changing the 

stoichiometry of the two isoforms. However, the same correlation was not seen in 

patients within one disease type, suggesting any difference in the level of the 

isoforms observed within each disease type is a result of the cell modulating their 

stoichiometry. Given this finding, it was observed that the ratio of the two isoforms 

correlates with disease severity in CMML patients. That is, as the level of isoform 2 

increases compared to isoform 1, the level of monocytosis increases. Given that 

CMML is commonly associated with mutations in the splicing factor SRSF2, it was 

interesting to find that the number of SRSF2-mutant recognised motifs was higher 

in isoform 2. In support of this, although the sample size is small, two of three of 

the patients found to have SRSF2 mutations had the highest level of isoform 2 of 

the group. This suggests the mutation of SRSF2 may bias for isoform 2 expression, 

potentially contributing to CMML oncogenesis.  

In the final part of this study, I showed using RNase activity assays that DIS3 isoform 

2 has reduced but not abolished endonucleolytic function. Given that the PIN 

domain is also involved in tethering DIS3 to the exosome scaffold complex, it is 

interesting to speculate why the cell expresses both these isoforms and to different 

levels in different disease types. As tethering to the exosome has been shown to 

dampen DIS3 activity, it may be that the specific expression of isoform 2 provides a 

mechanism by which to enhance enzyme activity.  Reduction in PIN activity may be 

important for processing of particular RNA substrates. 

According to bioinformatic data, isoform 2 also has a shorter 3’UTR. The 3’UTR 

regulates many important processes involved with the expression, stability and 

targeting of the mRNA within the cell. The 3’UTR contains binding sites for miRNAs 

which can decrease expression of the mRNA as well as binding regions for specific 
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proteins that can also affect the stability and the localisation of the transcript. Using 

the PITA algorithm, 19 additional predicted miRNA binding sites are present in the 

3’UTR of isoform 1 compared to isoform 2, indicating that isoform 1 is under more 

regulatory control than isoform 2. Nevertheless, this does not appear to simply 

reduce the expression of the transcript as our data shows the opposite in that 

isoform 1 is usually more abundant than isoform 2. Instead, it is possible that 

isoform 1 undergoes more spatial and temporal regulation through interaction with 

a range of cis and trans factors. Interestingly, a number of reports have provided 

evidence for miRNA-enhanced translation of their targets in certain conditions 

rather than miRNA-mediated repression. Furthermore, some AU-binding proteins 

have also been discovered to enhance mRNA half- life and protein translation. In all, 

a complex interplay between a range of 3’UTR factors on the longer 3’UTR of 

isoform 1 may result in differential stability or localisation of the two isoforms 

under certain conditions. As isoform 2 has a reduced endonucleolytic function and 

potentially tethering to the exosome, this may provide a means for the cell to 

regulate the activity of DIS3 in particular contexts.  
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Chapter 7: Summary and Future Work 

 

7.1 Summary of main findings 

 

At the onset of this study, it was unknown how DIS3 mutations, observed 

recurrently in multiple myeloma, contribute to tumourigenesis nor how to 

therapeutically target the cells harbouring these mutations. Furthermore, there was 

no knowledge on the isoforms of DIS3, nor their differential function or relevance 

to disease. The work presented in this thesis has shed light on the possible 

mechanisms by which DIS3 mutations confer an advantage to cancer cells, as well 

as possible therapeutic targets, in addition to characterising the two DIS3 protein-

coding isoforms.   

7.1.1 DIS3 knock-down does not affect the phenotype of human cells 

 

In chapter 3, prior to generating a DIS3 knock-down model, computational analysis 

was used to characterise DIS3 as a tumour suppressor rather than oncogene in 

multiple myeloma. Subsequently, transient siRNA and stable shRNA knock-down of 

DIS3 were used in myeloma and osteosarcoma cells respectively, in an attempt to 

identify a phenotype which may shed light on the role of DIS3 in myeloma. Based 

on previous findings from DIS3 mutant organisms, many aspects of cell phenotype 

were investigated, however no difference was observed between knock-down and 

controls. This lack of phenotype led to a number of speculations, both biological 

and technical. Hypotheses based on technical limitations included insufficient 

depletion of DIS3, functional compensation by another ribonuclease, as well as the 

limitations of using immortalised cell lines which already possess malignant 

characteristics. Biological hypotheses for a lack of phenotype included the 

possibility that DIS3 promotes pathogenesis by affecting the bone marrow 

microenvironment, something that would not be observed in in vitro experiments. 

Similarly, DIS3 mutations may not drive tumorigenesis on their own but may 

require another cellular pathway to be disrupted, or are only required to maintain 
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the tumour and not initiate it, both of which would not yield a phenotype in vitro. 

Finally, there is a possibility that DIS3 mutations have no role in cancer 

development but have not undergone negative selection because they are not 

deleterious to cancer cells. Therefore, although this chapter was unable to pinpoint 

the exact mechanism of how DIS3 contributes to myeloma, it was successful in 

shedding light on a number of potential possibilities that may not have previously 

been considered. 

7.1.2 RNA-seq identifies histone proteins as potential DIS3 targets 

 

In chapter 4, high-throughput transcriptome profiling was performed using RNA-seq 

in order to identify potential targets of DIS3 that may help reveal its role as a 

tumour suppressor in myeloma. After a stringent filtering process, 207 transcripts 

were identified as confidently upregulated and 190 as confidently downregulated 

by more than 2-fold upon DIS3 knock-down. Gene ontology analysis using the 

online tool DAVID, identified five significantly enriched pathways that may be 

regulated by DIS3 including: translation, small ncRNA processing, RNA splicing, 

chromatin assembly and post-transcriptional gene regulation. As many of these 

genes are involved in RNA processing, their upregulation may indicate a 

compensatory mechanism for loss of DIS3. Eleven of the most upregulated genes 

were selected for validation by qPCR based on fold-change and Taqman assay 

availability. Unfortunately, although the majority changed in the correct direction, 

none of these genes showed a significant differential expression by qPCR. The 

possible reasons for this included: limitations of the transcript quantification 

calculation by CuffDiff; natural or technical variation within the cell line; as well as 

insufficient precision of qPCR to detect low fold-changes using a small sample size. 

Nevertheless, although the changes were not statistically significant due to a small 

sample size, two of the histone genes showed an average fold-change of above 2, 

indicating that with a larger sample size, these genes may be discovered to be real 

targets of DIS3. The enrichment of histone proteins by the GO analysis also 

supported this. This could be an interesting finding as histone expression is tightly 

linked to cell cycle progression and disruption of the mechanisms that maintain 
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histone levels leads to chromosomal instability. In addition to the fact that most 

DIS3 mutants display cell-cycle defects, myeloma is a malignancy characterised by 

chromosomal instability. Therefore, it is feasible to speculate that misregulation of 

histones by an aberrant DIS3 may be a mechanism underlying the recurrence of 

DIS3 mutations in myeloma.  

 

7.1.3 DNA Damage Response genes do not appear to confer synthetic lethality 

alongside DIS3  

 

Chapter 5 sought to identify synthetic lethal interactors of DIS3 with the dual aim of 

shedding light on the role of mutations in myeloma as well as yielding potential 

tumour-specific therapeutic targets. A DNA damage response screen was 

performed using a library of 240 siRNAs. Using an arbitrary cut off of two standard 

deviations above or below the mean, one siRNA, NABP1 was found to confer 

synthetic lethality with loss of DIS3 and two, PRKCG and GTF2H3, conferred a 

synthetic growth advantage. However, upon validation of the NABP1 hit using a 

different set of siRNAs, no such synthetic lethality was observed. This may indicate 

off-target effects of one or more of the siRNAs in the initial pool or may have been 

a result of using a different passage of cells. Nevertheless, this chapter discussed a 

novel synthetic lethality screening strategy whereby control and treatment cells 

labelled with different fluorescent tags and co-cultured and their relative growth 

monitored relative using fluorescence spectroscopy. 

 

7.1.4 DIS3 has two protein-coding isoforms that show differential expression 

and function 

 

The focus of chapter 6 was to characterise the two DIS3 protein-coding isoforms 

and investigate their expression, function and relevance to disease. Both isoforms 

were found to be translated and ubiquitously expressed across a range of cell types 
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demonstrating their biological relevance. Isoform 1 was identified as the principal 

transcript in all cell lines tested, as well as in primary cells from AML and myeloma 

patients. However, isoform 2 was more highly expressed in CMML patients whilst 

healthy controls showed equal levels of the two. The ratio of isoform expression 

was found to correlate with the percentage monocytosis in CMML patients, an 

indicator of disease severity. Given that CMML is commonly associated with 

mutations in the splicing factor SRSF2, it was interesting to find that the number of 

SRSF2-mutant recognised motifs was higher in isoform 2. In support of this, 

although the sample size was small, two of three of the patients found to have 

SRSF2 mutations had the highest level of isoform 2 of the group. This suggested 

that the mutation of SRSF2 may bias for isoform 2 expression, potentially 

contributing to CMML oncogenesis. RNase assays showed that DIS3 isoform 2 has 

reduced endonucleolytic PIN activity and bioinformatics analysis identified 

additional miRNA binding sites within the longer 3’UTR of isoform 1, potentially 

revealing a mechanism of differential regulation of the two isoforms.  

7.2 Future work 

 

The results presented in this thesis indicate a number of leads that can be followed 

to further investigate the function of DIS3 in myeloma as well as the significance of 

the two DIS3 isoforms to disease. 

7.2.1 Investigating the biological function of DIS3 in mammalian cells 

 

In order to further investigate the biological function of DIS3 in mammalian cells, 

DIS3 could be knocked-down alongside Rrp6, the other exosome-associated nuclear 

exoribonuclease, that may otherwise compensate for the loss of DIS3 and be 

responsible for the lack of phenotype observed in this study. Alternatively, in order 

to recapitulate the situation in vivo, a better option would be to generate a DIS3 

mouse mutant which would answer the question of whether DIS3 acts through 

altering the bone marrow microenvironment. If DIS3 knock-out was found to be 

lethal, a conditional-knock-out could be generated to deplete DIS3 only from the 
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haematopoietic lineage. Nevertheless, if mutation of DIS3 is not driving 

tumourigenesis but is instead cooperating with another disrupted pathway, then a 

functional phenotype will be more difficult to observe. More sequencing data will 

be required to identify aberrations that co-occur with mutations in DIS3, in order to 

identify interacting partners. A reverse genetic approach can then be employed 

where both genes are depleted simultaneously, allowing for a more accurate 

emulation of the situation in vivo. 

7.2.2 Identifying DIS3 targets 

 

Chapter 4 identified the importance of experimental design when performing 

transcriptome profiling experiments such as RNA-seq. Due to the difficulties that 

were encountered with performing the RNA-seq experiment in duplicates, future 

work would ideally use triplicates in order for a statistical analysis to be carried out 

and significantly differentially expressed genes identified. Additionally, due to the 

presence of multiple transcripts encoded by single genes in humans, validation of 

RNA-seq data should be restricted to genes whose fold-change is calculated from 

the sum of all the transcript changes rather than individual transcripts. This is 

because CuffLinks generates an estimate of isoform abundance and thus 

calculations of isoform expression can be inaccurate, especially for lowly expressed 

transcripts. This can therefore generate false-positive results which will not validate 

by qPCR. Further biological repeats of the qPCR should be performed in order to 

verify whether the histone proteins identified in this study are true targets of DIS3. 

If this is the case, this may reveal a mechanism by which DIS3 mutations contribute 

to multiple myeloma.   

7.2.3 Identifying synthetic lethal interactors of DIS3 

 

Chapter 5 discussed the results of a preliminary screen to identify genes that confer 

synthetic lethality when knocked-down alongside DIS3 in order to identify potential 

therapeutic targets. According to the cut-off limit, only one gene, NABP1, conferred 

synthetic lethality, however two, PRKCG and GTF2H3, appeared to confer a survival 
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advantage. Although these genes will not lead to a therapeutic target for DIS3 

mutated cells, with further investigation they may reveal useful insights into the 

pathways affected by DIS3 in myeloma. Furthermore, only genes with Z-scores of 

less than -2 or above 2 were considered for validation; however it would also be 

useful to test other genes with lower Z-scores as it may be that with for instance, 

more efficient knock-down, these genes do in fact yield a synthetic lethality. Given 

the lack of an observable phenotype upon DIS3 knock-down as discussed in chapter 

3, it is feasible that DIS3 may normally function to target bone marrow signalling 

molecules, which become up-regulated when the enzyme is mutated, promoting 

myeloma pathogenesis. In order to test whether DIS3 affects the bone marrow 

microenvironment, future work could investigate the interaction of DIS3 with the 

tumour microenvironment using so-called “contextual synthetic lethality” (Chan, 

Pires et al. 2010). Finally, further synthetic lethality screens could be performed 

that target other pathways, in addition to DNA damage, such as RNA processing or 

chromatin regulation as these pathways were identified as upregulated in the GO 

analysis in chapter 4. 

 

7.2.4 Characterising the two isoforms of DIS3 

 

To yield further insight into the role of the two DIS3 isoforms in the cells, it would 

be interesting to test, using the co-immunoprecipitation technique, whether DIS3 

isoform 2 associates with the exosome core. As the exosome is known to reduce 

the activity of DIS3, this may suggest that expression of isoform 2 allows the cell to 

enhance exoribonucleolytic activity. The reduced PIN function may be part of a 

trade-off of dissociation from the exosome, rather than a functional feature in 

itself.  Furthermore, if an antibody could be designed that can distinguish the two 

protein isoforms, it would be interesting to perform immunocytochemistry to 

assess whether any differential cellular localisation exists. It may be that in specific 

locations within the cell, PIN activity is detrimental to the processing of particular 

substrates. Additionally, it may also be of interest to uncover whether either 
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isoform is upregulated in response to stress conditions or different stages of the cell 

cycle. Additionally, the individual recombinant isoforms could be over-expressed 

after depleting endogenous DIS3 and transcriptional profiling could be performed 

to determine whether either isoform has specific targets. 

Further RNase assays should be performed using only the PIN domain to ensure it is 

this domain which has the differential activity, as well as with linear substrates. 

Linear substrates are targeted by exonucleolytic activity and should be degraded 

equally well by both isoforms, providing a positive control. Finally, it would be 

interesting to obtain more CMML patients to genotype for SRSF2 mutations and 

find out whether these correlate with isoform expression. If this is found to be the 

case, it may be that one of the functions of these common mutations within this 

splicing factor is to increase the expression of isoform 2.  

 

7.3 Concluding Remarks 

 

Through a combination of phenotypic investigations and identification of potential 

DIS3 targets, this thesis has helped shed light on the potential mechanisms by 

which DIS3 mutations may contribute to multiple myeloma, as well as identifying 

synthetic lethal interactions that may lead to tumour-specific therapies. Aside from 

investigating the function of DIS3 in myeloma, this work has also characterised two 

novel protein-coding isoforms of DIS3, whose expression may have a relevance to 

CMML pathogenesis. Therefore, the ribonuclease DIS3 may be important in 

multiple types of haematological cancer and only by understanding its fundamental 

biology can we expect to gain insight into its role in human disease.  
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