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Technology Prospects and the Cross-Section of Stock Returns

Abstract

In an economy with time-varying investment opportunities, the changes in technology prospects

affect aggregate consumption and individual firms’ future dividends, and may lead to systematic

risk. We construct a technology factor to track the changes in technology prospects measured by

U.S. aggregate patent shocks. Empirical results show that this factor helps to explain consumption

growth as well as asset pricing models, and results in significant risk premium.

JEL classification: E44; G11; O30
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1 Introduction

The idea that technological innovations can explain stock returns is occupying an increasingly

important role in the asset pricing literature. Some recent studies focus on the role of aggregate,

permanent technology shocks in macroeconomic dynamics and stock returns,1 while other studies

inspect the effects of various technologies on the cross-sectional variation of stock returns.2 No

study, however, has analyzed how investors’ expectation of aggregate technology level (“technol-

ogy prospects,” hereafter) affects stock returns. In this paper, we aim to examine if technology

prospects help to explain stock returns and if the market grants relevant risk premium. This

research question is important because the stock prices are determined not only by current tech-

nology state but also by the investors’ and managers’ anticipation of future technological progress.

In an intertemporal economy, time-variant technology prospects affect periodic optimal con-

sumption and thus enter into the pricing kernel. Based on the permanent income hypothesis

(Friedman, 1957) and aggregate budget constraint (Campbell, 1993), investors’ current consump-

tion depends not only on their current wealth but also on expected future income. Since aggregate

technological growth drives up productivity (Solow, 1957) and has persistent or even permanent

effect on future output, technology prospects should be positively related with aggregate con-

sumption. According to Merton’s (1973) intertemporal capital asset pricing model (ICAPM), all

economic variables related to consumption growth may act as systematic risk factors in the the

stochastic discount factor (SDF) and affect expected asset returns.3 On the other hand, when
1Lettau (2003), Panageas and Yu (2006), and Kaltenbrunner and Lochstoer (2008) model the effect of technology

shocks on market returns and premia. Hsu (2009) finds that technology shocks, measured by patent data and R&D
data, have strong predictive power for market returns and premia. Other relevant studies include Papanikolaou
(2008) and Pastor and Veronesi (2008).

2A partial list of studies on the adjustment costs in production functions includes Gomes, Kogan, and Zhang
(2003), Zhang (2005), and Gala (2006). On the other hand, Pakes (1985) finds that firms’ patents and R&D expenses
have positive impacts on their stock returns using a micro data set composed of 120 firms over an 8-year period.
Apedjinou and Vassalou (2004) find that corporate innovations can explain expected stock returns, especially the
momentum phenomenon.

3Motivated by the ICAPM, Chen, Roll, and Ross (1986) and Chen (1991) inspect if the production growth,
default premium, term premium, short-term interest rate, inflation, and market dividend yield can explain stock
returns as they all affect consumption growth. Recent ICAPM-based studies consider aggregate productivity shocks
(Balvers and Huang, 2007a), real money growth (Balvers and Huang, 2007b), and size premium as well as value
premium (Petkova, 2006; Guo, Savickas, Wang, and Yang, 2007).
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technology prospects change, different firms’ expected productivity and cash flows rise to different

extents, which could give birth to the cross-sectional variation of stock returns.

We empirically test if the changes in technology prospects work as a systematic risk factor

in the SDF and whether this factor is priced. We use U.S. patent shocks constructed by Hsu

(2009) as a proxy for aggregate technological innovations. Then, we use the tracking portfolio

method proposed in Lamont (2001) to construct a technology factor that measures the changes in

technology prospects.4 We project future technological innovations on current excess returns of

base assets and control variables. The coefficient-weighted returns of these base assets constitute

a return-based technology factor that tracks the changes in technology prospects. We find that

the proposed factor is independent of common risk factors as well as recession indicators, and

is able to explain contemporaneous consumption growth. Our findings are consistent with the

consumption-based motivation and hint at the unique role of technology prospects in economy.

We follow Cochrane (1996, 2001) to examine the risk loading of the technology factor in

the SDF and the price of technology risk in the sample period 1981Q4–2007Q3. We find that

the technology factor carries significantly negative loading and significantly positive premium,

suggesting that the technology factor helps to price assets and itself is also priced. The ICAPM

with the technology factor is able to explain over 30% of the cross-sectional variation of Fama-

French (1993) 25 portfolios, 10 momentum portfolios, and 10 R&D intensity portfolios.5 When we

implement a conditional test, the ICAPM is able to explain over 50% of the variation. Even at the

presence of size, book-to-market, and momentum factors, the technology factor still significantly

helps to price these testing assets. The statistic and economic significance of the technology factor

is not superseded by other consumption risk factors such as consumption growth and cay. These
4This approach has been widely used in the construction of risk factors such as news about future gross domestic

product (GDP) growth (Vassalou, 2003) and expected volatility (Ang, Hordrick, Xing, and Zhang, 2006).
5Since Jegadeesh and Titman (1993), it has been well documented that stocks with higher returns in the past

(i.e. high-momentum stocks) outperform stocks with lower returns in the past. On the other hand, recent empirical
studies indicate that firms’ R&D activities increase subsequent stock returns (e.g. Lev and Sougiannis, 1996; Chan,
Lakonishok, and Sougiannis, 2001; Eberhart, Maxwell, and Siddique, 2004; Li, 2007).

2



findings survive several robustness checks, including a test with a longer sample period back to

1963.

We would like to clarify that the technology factor proposed in this study is distinct from the

Solow residual (1957) from several perspectives: First, the technology factor measures the changes

in investor’s expectation of future technological progress, while the Solow residual is about realized

productivity shocks. The Solow residual includes all shocks unexplained by labor and capital, but

those shocks could be temporary and irrelevant to technological development. Basu and Fernald

(2002) argue that productivity shocks and technology shocks are distinct concepts and perform

empirical differences.

This study may contribute to the asset pricing literature from the following perspectives. We

show that technological innovations can affect the asset prices through expectation, in addition

to realization. Moreover, we use the patent data to better measure technological innovations

and, hence, better understand their effect in the cross-section of stock returns. Lastly, we find

that technology risk explains a part of the return spread driven by momentum, R&D intensity,

and investment intensity. Our findings therefore provide a technology-based explanation for the

cross-section of stock returns, yet further investigation is called to show why technology prospects

covariate with stock returns.

The rest of this paper is organized as follows. We motivate technology risk within an ICAPM

framework in Section 2 and construct the technology factor in Section 3. Sections 4 includes the

testing strategy and main empirical results, and Section 5 describes relevant robustness checks.

Section 6 summarizes this paper.

2 Motivation

Solow (1957) suggests that aggregate technology level should play an important role other than la-

bor and capital in aggregate production function, which can be characterized as Yt = At F (nt, kt),
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where the total output Yt at time t is determined by aggregate technology level (At), labor input

(nt), and capital input (kt). The main implication is that, even with fixed labor and capital input,

an economy can still grow and fluctuate due to variant technology condition. When this argu-

ment is connected to the long-term budget constraint as well as permanent income hypothesis,

the investors’ optimal consumption should take account of the expectation of future technology

level. When there happens good news to technology prospects, investors would anticipate a per-

sistent increase in future output, thanks to technological progress. As a result, investors will have

less restricted long-term budget constraints, which raise the consumption today (e.g. Campbell,

1993, 1994) because, unlike most other productivity shocks, technology shocks tend to have more

persistent real effects on the economy.

By assuming a positive relation between aggregate consumption and technology prospects, we

can develop an ICAPM with technology risk. We first let optimal consumption ct be an increasing

function of technology prospects zt at time t. Note that zt is the expectation of future technological

progress, not realized technological progress. Then, ct = C(zt) with ∂C(zt)/∂zt > 0 and the SDF

between time t and t+ 1, mt+1, can be derived as

mt+1 = β
uc(ct+1)
uc(ct)

= β
Vw(wt+1, zt+1)
Vw(wt, zt)

, (1)

where u(·) is the utility function, wt denotes the total wealth at time t, and V (·) denotes the value

function in a Bellman equation. The equation holds as Vw(wt, zt) = uc(ct). Then, based on the

first-order Taylor approximation, we obtain a linear SDF

mt+1 =
βwtVww(wt, zt)
Vw(wt, zt)

∆wt+1 +
βztVwz(wt, zt)
Vw(wt, zt)

∆zt+1, (2)

where ∆wt+1 = (wt+1 − wt)/wt as the market wealth growth and ∆zt+1 = (zt+1 − zt)/zt as the

changes (news) in technology prospects. The above derivations clearly show that the changes

in technology prospects enter into the SDF as a systematic risk, i.e. technology risk, other than

market risk. Moreover, for risk-averse investors, the factor loading βztVwz(wt, zt)/Vw(wt, zt) should

be negative as ∂C(zt)/∂zt > 0.

4



This proposition is consistent with the consumption risk literature. Campbell (1993) and Chen

(2003) argue that, due to long-term aggregate budget constraints, news about the future prospects

or volatility of the market wealth has to affect current consumption. Therefore, an economic state

variable can earn a risk premium by conveying news regarding changes in the expectation of future

market returns. In a broader scope, Bansal and Yaron (2004) show that time-varying prospects

of long-run economic growth lead to long-run consumption risk and can explain many stylized

features of asset returns.

Although so far our argument is based on consumption risk, we recognize that technology

shocks could enter into asset pricing models more directly. For example, Cochrane (1991), Balvers

and Huang (2007a), and Belo (2009) have demonstrated that the production side dynamics in-

cluding productivity/technology shocks can enter into the pricing kernel without resorting to

consumption dynamics. Their studies provide pure production-based motivations for this paper.

3 A Return-based Technology Factor

In this section, we construct a technology factor (Rtech) that serves as an empirical proxy of

the changes in technology prospects (∆z) and allows us to inspect the influence of technology

uncertainty on consumption and stock returns. This measurable, return-based factor is found

distinct from conventional risk factors and positively correlated with consumption growth.

3.1 The construction

We use U.S. patent shocks proposed in Hsu (2009), available from 1977Q1 to 2007Q4, as the

proxy of future technological innovations. This innovation measure gives us a larger sample size

than most other technology measures.6 All data considered in our empirical analysis are on a
6In the Compustat database, firms’ quarterly and annual R&D expenses are available since 1989 and 1950,

respectively. Some other annual technology statistics, such as NSF R&D data, are available back to the early 1950s.
Alexopoulos’ (2006) new measure, based on numbers of books, is also available in annual frequency since 1955.
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quarterly basis. We employ Lamont’s (2001) tracking portfolio approach, which enables us to

measure the market’s expectation of future technological innovations, i.e. technology prospects.

We regress one-quarter ahead patent shocks (Techt+1) on current base assets’ excess returns and

lagged control variables using a 20-quarter window:

Techt+1 = a0,t + a1,t Bt + a2,t Ct−1 + εt+1, (3)

where a0,t is the intercept term, a1,t denotes a vector of coefficients (i.e. projection loadings or

weights, for the excess returns of base assets Bt), and a2,t denotes a vector of coefficients for lagged

control variables Ct−1. As suggested in Lamont (2001) and Vassalou (2003), we have to include

control variables to “filter” known information, so as to measure the “news” related to future

economic states. The residual term εt+1 describes technological innovations irrelevant to financial

markets. Then, we generate the technology factor as the series of base assets’ excess returns

multiplied by time-variant projection weights, i.e. Rtech
t = a1,t Bt, which serves as a return-based

technology factor tracking the changes in technology prospects. The positive Rtech
t implies that

technology prospects at time t are brighter than the past period. In the following context, we will

use the technology factor and Rtech interchangeably.

Twelve base assets are considered: Six Fama-French portfolios (Fama and French, 1993), five

industry portfolios, and the market portfolio, all available from Kenneth French’s website. The

first group is sorted by size and book-to-market value, and the second group includes Consumer,

Manufacturing, High-tech, Health, and Others. The excess returns (in excess of one-month T-bill

returns) of these base assets form Bt, which is a “zero-cost” portfolio at each period. Four control

variables are considered: Term spread, default spread, cay by Lettau and Ludvigson (2001a), and

the industrial production growth for the past year.7

Some facets of our empirical strategy are worth mentioning. First, the five-year window has
7Term spread is 10-year treasury constant maturity rate (GS10) minus 1-year treasury constant maturity rate

(GS1) and default spread is Moody’s Baa corporate bond rate minus Aaa corporate bond rate, all from Federal
Reserve Economic Data (FRED). cay is from Martin Lettau’s website. ndustrial production growthis the growth
rate of the seasonally adjusted industrial production index (INDPRO), also from FRED.
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been widely adopted in the literature (e.g. Chen, Roll, and Ross, 1986; Chan, Karceski, and

Lakonishok, 1998). Second, we use five industry portfolios other than Fama-French six portfolios

because industry portfolios could be very sensitive to technology changes as they are sorted on

production characteristics. Third, the rolling regression estimation is used to (1) avoid the looking-

forward bias, (2) capture the time-varying dynamics between individual base assets and technology

prospects because technological innovations are industry-specific and much more volatile than

other macroeconomic variables, such as GDP, and (3) better measure the rise and fall among

industries due to technological revolutions. Fourth, the control variables we use are selected

from a group of variables used in Lamont (2001) and Vassalou (2003) as they perform predictive

ability for the base assets’ excess returns. Lastly, directly bringing patent shocks into the cross-

sectional testing is empirically feasible but may not be very efficient for two reasons: (1) The

estimate of technology risk premium becomes hard to explain because technological innovations

are not monetary; (2) as mentioned in the literature (e.g. Cochrane, 2001, p.167; Vassalou,

2003), economic variables that are not in return format could contain noises irrelevant to financial

markets, which lower the power of the asset pricing test.

The time series of Rtech is plotted in Figure 1, which shows three peaks: the first one in

1984, the second one in 1999, and the last one in 2002, reflecting the prevailing optimism in those

years. Note that the sample period starts in 1981Q4 and ends in 2007Q3, as Tech in the first 20

quarters (1977Q1-1981Q4) are used to construct the first point of the technology factor (1981Q4).

The shaded parts denote the NBER recession periods. It appears that the the business recession

does not correlate with the technology factor, suggesting that the technology factor is not simply

a proxy of business cycles. The time-variant projection loadings of base assets are provided in

Figure 2. We observe that the loadings of big growth stock (BL), small value stock (SH), hi-tech

stock, and the market portfolio are most volatile among twelve base assets.
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3.2 Summary statistics and correlations

Table 1 reports the summary statistics of Rtech, Tech, other systematic risk factors (MKT, SMB,

HML, and UMD), and the consumption growth.8 The sample period for Tech starts in 1977Q1,

and all other variables start in 1981Q4. The time series average of Rtech is 0.51% per quarter

with a t-statistic of 2.56, indicating significant technology risk premia that deserve further exam-

ination. We also note that both Rtech and Tech are autocorrelated, which are consistent with

persistent technology shocks suggested in the macroeconomics literature. Panel B shows that the

correlation between Rtech
t and Techt+1 amounts to 29.7% with p-value less than 1%. Since we

adopt a rolling approach to track the anticipation of future technology innovations, an almost

30% correlation coefficient is convincingly high. Pearson’s correlation test indicates that Rtech is

not statistically correlated with other common risk factors (MKT, SMB, HML, and UMD) at 5%

level. In unreported tables, we regress Rtech on these risk factors and find the estimate for the

intercept remains in a similar magnitude of significance (0.6% with t-statistic 2.51). Therefore, it

is fair for us to believe that the technology factor is a distinct risk factor, not simply a linear com-

bination of existent ones. Panel B also indicates that the technology factor is strongly correlated

with consumption growth (25.4% with p-value around 1%).

In Panel C of the same table, we regress consumption growth and the long-term consumption

growth, i.e. the growth of the consumption trend based on Hodrick and Prescott’s (1997) method,

on the technology factor and market returns. Rtech is found to significantly explain contempora-

neous consumption growth. The technology factor explains over 5% of consumption growth and

11.4% of long-term consumption growth. On the other hand, it is noteworthy that market returns

have only limited explanatory power for long-term consumption growth. In unreported tables,

we obtain similar results by including other risk factors or running conditional regressions with
8MKT, SMB, HML, and UMD are available from Kenneth French’s website. MKT denotes the market premium

(CRSP value-weighted return minus one-month T-bill return), SMB denotes the return spread between small stocks
and big stocks (SMB), HML denotes the return spread between value stocks and growth stocks, and UMD denotes
the return spread between high-momentum stocks and low-momentum stocks. The consumption growth is obtained
from Martin Lettu’s cay data set.
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instrumental variables. All these findings corroborate the ICAPM motivation: The changes in

technology prospects affect consumption growth and marginal utility, and therefore could enter

into the SDF as a systematic risk source.

4 Empirical Testing

4.1 Testable hypotheses and testing methodology

To empirically justify if the technology factor enters into the SDF, we employ Cochrane’s (1996,

2001) procedure of cross-sectional testing. Based on Equation (2), we consider the following three

linear SDF models:

mt = b0 + bmMKTt + btechR
tech
t (4)

mt = b0 + bmMKTt + bsmbSMBt + bhmlHMLt + btechR
tech
t (5)

mt = b0 + bmMKTt + bsmbSMBt + bhmlHMLt + bumdUMDt + btechR
tech
t , (6)

where b0 is a free parameter, and bm, bsmb, bhml, bumd, and btech are the loadings of MKT, SMB,

HML, UMD, and Rtech, respectively. The risk premia associated with all factors including λm

for MKT, λsmb for SMB, λhml for HML, λumd for UMD, and λtech for Rtech, can be derived

accordingly.

Equation (4) is equivalent to Merton’s ICAPM with the technology factor. Equation (5)

extends the ICAPM by considering SMB and HML proposed by Fama and French (1993) based

on Arbitrage Pricing Theory (APT) of Ross (1976). Equation (6) further includes UMD proposed

by Carhart (1997) in the linear structure. When we remove the technology factor from the above

three models, they represent the capital asset pricing model (CAPM), Fama-French three-factor

(FF3) model (Fama and French, 1993), and Carhart four-factor model (FF3 plus UMD, Carhart,

1997), respectively. These three models serve as benchmark models in our testing. However, we

shall use UMD in our analysis with caution, since the momentum effect exists in the covariance
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structure, and there is very little theoretical basis to justify the existence of such a factor in the

SDF.

The linear factor setting allows us to examine and interpret the effect of technology risk in

asset returns in a standard, straightforward way. Since our goal is to justify the existence of a new

systematic risk, we prefer such a standard approach. The significance of btech can be interpreted as

the changes in technology prospects help to price assets, and the significance of λtech indicates that

the technology risk is priced in assets. As argued in the motivation section, we suspect negative

btech and positive λtech because technology prospects are positively correlated with consumption

growth.

Based on Equations (4) to (6), we set the pricing errors gj = ET [mt+1R
e
j,t+1] and search for b̂

(a vector including all bs in a SDF model) that minimizes the average of squared pricing errors.

Following Cochrane (2001), we implement one stage Generalized Method of Moments (GMM)

estimation because we focus on the economically more interesting combination of assets by giving

the same weight to all testing assets. Multil-stage GMM estimation usually delivers a poorly

estimated variance-covariance matrix when the cross section is large, which happens to be our

case. Newey-West (1987a) lag is set to be the observation size to the power of one third. The

GMM t-statistics for bs are used for statistical inferences. The t-statistics for λs are inferred via

delta method.

We recognize the potential bias of generated regressors, since we conduct the cross-sectional

testing with a factor based on pre-specified tracking portfolios. The GMM standard errors we

reported have not been corrected for that bias. One solution would be to use GMM to estimate

the fixed weights of base assets and all SDF parameters simultaneously, such as Vassalou (2003).

However, we prefer a rolling estimation approach for an empirical reason: we want to capture

the time-varying dynamics between individual base assets and technology prospects, as some

industries have higher technology loadings than others at some specific periods. Since dealing
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with the bias of generated regressors deviates from our empirical interest, we leave it to future

research.

4.2 Testing assets

Our testing asset set is composed of the following 45 portfolios: FF25 portfolios, ten momentum

portfolios, and ten R&D portfolios (“FF35 plus R&D10” hereafter). These testing assets are

considered for three reasons: (1) We are mainly concerned about the connection between firms’

technology-related characteristics and their stock returns; (2) technology risk may help to explain

the momentum spread;9 and (3) the introduction of new testing assets can relax the strong factor

structure of FF25 portfolios mentioned by Lewellen, Nagel, and Shanken (2008) and Daniel and

Titman (2006). We do consider other testing asset sets, such as FF25 portfolios, and obtain

conceivably similar results reported in the robustness check section.

We construct ten R&D portfolios by sorting all firms into ten groups based on R&D intensity,

which is defined as each firm’s annual R&D expenses relative to its annual sales. At the end of

each June from 1976 to 2007, we sort all non-financial stocks in the CRSP and Compustat data

that report positive R&D expenditures into deciles based on R&D intensity. Then, we track the

value-weighted returns of stocks in these deciles in the following four quarters as the returns of

ten R&D portfolios.

4.3 Testing results

Table 2 reports our main results. In Panel A, when we compare the ICAPM with the technology

factor (]1) to the CAPM (]2), we find that the technology factor significantly helps pricing asset

returns as btech is found to be −49.56 with t-statistic −2.29. Then, we find that technology risk is
9Since technological innovations consistently drive up production growth, they may explain the momentum

phenomenon. Apedjinou and Vassalou (2004) find that corporate innovations can explain firm-level momentum
phenomenon. Liu and Zhang (2008) show that the growth rate of industrial production is a risk factor and explains
a large portion of the momentum phenomenon.
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significantly priced as the estimated risk premium λtech is 2.11% per quarter with t-statistic 3.06.

The existence of the technology factor greatly improves the cross-sectional fitting of asset returns

by increasing the R-square from 2.9% to 32.7%. This magnitude suggests that, as a single factor,

the technology factor explains about 30% of the cross-sectional variation of stock returns. This

finding is formally confirmed with the result of the JT difference test (Newey and West, 1987b)

in the rightmost column. It rejects the null hypothesis that the addition of the technology factor

does not improve the explanation of asset returns. In Panel B, we add SMB, HML, and UMD into

the SDF testing and estimate btech and λtech to be −31.75 and 1.22%, with t-statistics −2.81 and

3.13, respectively. While comparing the results in ]3 to ]4, we find that the technology factor still

effectively improves the model fitting by increasing the R-square by almost 8% (50.3% to 58.1%).

The JT difference test also indicates such incremental improvement to be statistically substantial.

As a result, the technology factor improves upon the performance of the CAPM and Fama-French

three-factor model in pricing assets.

There are some more findings worth mentioning. First, we note that the estimated technology

λs are larger than the time series average of the technology factor reported in Table 1. This

finding is driven by the composition of base assets. Since we include Fama-French six portfolios

in the base assets in constructing the technology factor, testing the technology factor using FF25

portfolios may result in inflated risk price of the technology factor. Lower price of technology risk

is obtained when we use other testing assets in the robustness check section. Second, we note that

all loadings and risk premia of MKT and SMB are insignificant in Table 2. This observation is

consistent with the literature that the market factor can not price FF25 portfolios, and the size

effect is disappearing in most recent decades. Third, the HML marginally helps to price assets

but its premium is not significant. Fourth, the JT test (Hansen, 1982) rejects all models in this

table. The rejection of JT tests indicates a lack of fit in an over-identification procedure, which

is commonly observed in unconditional cross-sectional tests (e.g. Vassalou, 2003; Balvers and
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Huang, 2007a). Later, we will consider a conditional test that alleviates this issue.

Figure 3 illustrates the advantage of considering the technology factor in the cross-sectional

prediction. In the upper left panel, we find that, without the technology factor and the UMD,

the distribution of all returns looks almost like a horizontal line, indicating a poor fitting. On

the upper right panel, we observe the ICAPM with the technology factor shows an upward trend

with R-square of 32.7%. Even at the presence of the UMD, we still find that the existence of the

technology factor helps the cross-sectional fitting, as shown in the two lower panels.

In Figure 4, we plot the time series of two SDFs. The blue line is based on FF3 plus UMD,

and the red line is based on FF3 plus UMD and Tech. The vertical difference between these

two lines can be regarded as the impact of technology prospects. We observe that the major

impacts of technology prospects coincide with the internet bubble. The red line spikes in 1997,

and then plummets in 1999. The deep drop of the SDF during 1997-1999 reflects the market’s

over-optimism in technology prospects and the prevailing impatience. The slump also suggests the

rising expected returns on all assets, which is consistent with the surge of stock markets in that

period. Since 1999, the SDF pulls back to another peak in 2001, which suggests that dimming

technology prospects cause investors to be more cautious, consistent with the market crash in that

period.

We then inspect testing assets’ exposure to technology risk in Table 3, which reports each

testing asset’s technology betas and corresponding Newey-West (1987a) t-statistics in the ICAPM

and FF3 plus UMD and Rtech. To simplify the description, we focus on Panel A, which is based on

the ICAPM. Among FF25 portfolios, we find that small and growth firms carry positive technology

betas, while big and value firms carry negative technology betas. This finding suggests that the

returns of small growth stocks are more sensitive to the changes of technology prospects, which

is intuitive as the demand of small growth stocks should depend on the technology prospects to

a larger degree. On the other hand, the negative technology betas occurring in big value stocks
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may look somewhat puzzling, but could be attributed to the hedge demand. Since firms in this

category are financially solid and have deep pockets for technology investment, investors can use

these stocks as vehicles to hedge against technology risk.

The technology betas of momentum portfolios and R&D portfolios are discussed together.

Among ten momentum portfolios, we note that the highest momentum portfolio carries positive

technology beta (0.593) and all five low momentum portfolios carry negative technology betas.

This observation agrees with our earlier finding that the technology factor seems to explain a

part of the momentum phenomenon. One explanation is that the industry-specific momentum

(Moskowitz and Grinblatt, 1999) occurs as technology prospects may create momentums within

different industries to various extents. Among ten R&D portfolios, we find that the highest R&D-

intensive portfolio carries the highest technology beta (2.03) and lower R&D-intensive portfolios

carry negative technology betas. These two findings coincide as each firm’s R&D intensity (or

technology sensitivity) is a persistent characteristic.

The rightmost column of the same table reports the results of two F -tests. The first one

inspects if all technology betas are jointly significant (from zero) following Petkova (2006), and

the second one examines if all technology betas are the same. Both tests strongly reject the null

hypotheses and suggest various exposures of different assets to technology risk. We recognize

that only a few technology betas deliver extremely high or low t-statistics. Since the proposed

technology factor is motivated by aggregate consumption growth instead of statistical arbitrage,

it does not have to significantly explain the time series variation of each asset’s return series (e.g.

Lettau and Ludvigson, 2001b; Balvers and Huang, 2007a). As mentioned in Cochrane (p. 183,

2001), the factor pricing (i.e. m = bf) does not require a factor structure (r = a+βf) and strong

covariance among returns. Moreover, since Table 3 reports the estimates only based on the whole

sample period, it does not fully reveal each portfolio’s time-varying risk exposure to technology

risk.
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4.4 Conditional tests

We then consider a conditional test based on the “scaled factor” approach proposed by Cochrane

(1996). We assume that the factor j’s bj is now time-varying in a format bj,t = bj,0+
∑

i=1,...,I bj,iZi,t,

where Zi,t denotes an instrumental variable i at time t. We aim to test if the unconditional technol-

ogy risk loading btech,0 and premium λtech,0 are significant and if any other instrumental variable

i significantly affects the technology loading, i.e. btech,i 6= 0. The three instrumental variables

we consider are term spread, cay, and one-year industrial production growth. We find that the

unconditional technology loading and premium remain significant and the instrumental variables

affect only the price of technology risk. In Panel A of Table 4, we consider a conditional ICAPM

with the technology factor and find that the unconditional technology risk loading btech,0 and pre-

mium λtech,0 are estimated to be −107.87 and 2.35%, with t-statistics −2.82 and 3.05, respectively.

The R-square of ]1 is as high as 53.9%, while the R-square of ]2 is only 11.0%. Note that the

difference in R-square between the ICAPM and CAPM model amounts to 42.9%, which is much

larger than the R-square difference of 29.8% in Table 2. Such a gap suggests that accounting for

conditional information further strengthens the explanatory power of the technology factor. We

also note that, unlike ]2, the JT test does not reject the SDF model in ]1. This finding justifies

the empirical success of the proposed ICAPM with the technology factor.

In Panel B, we add three other factors (SMB, HML, and UMD) and associated scaled factors,

and find very similar, albeit weaker, results. The unconditional technology risk loading btech,0

and premium λtech,0 are estimated to be −90.85 and 1.45%, with t-statistics −1.72 and 2.49,

respectively. The existence of the technology factor and associated scaled factors increase R-

square from 85.2% to 92.0%, which is commensurate to the improvement in Panel B of Table 2.

Overall, our results so far strongly support the claim that the technology factor plays a substantial

role in asset pricing models and significantly helps to price stock returns.
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4.5 Comparison with consumption growth and cay

In Table 5, we compare the technology factor to the three consumption factors proposed in Lettau

and Ludvigson (2001b). We find that, when cay, consumption growth (∆C), and their interaction

term (∆C · cay) appear in the linear SDF model, the technology factor’s loading and premium

remains significant. Panel A shows that, without the technology factor, the market factor and three

consumption factors explain only 22.0% of the cross-sectional variation. When the technology

factor is included in the SDF, 36.1% of stock returns can be explained. The JT difference test

supports such substantial improvement. Moreover, the t-statistics for btech and λtech are −1.86

and 2.73, respectively. Panel B reports that, when three other factors (SMB, HML, and UMD)

are considered in the SDF, the technology factor is still priced and helps to price the assets,

as the t-statistics for btech and λtech are −2.93 and 2.86, respectively. We also notice that the

estimates of btech and λtech in Table 5 are commensurate to those in Table 2. So, although Rtech

is a consumption-motivated factor, it is able to provide extra information beyond conventional

consumption factors.

5 Robustness checks

For the first robustness check, we test the SDF model using FF25 portfolios only. Table 6 shows

that, when we test the ICAPM with the technology factor in pricing FF25 portfolios (]1), we find

that Rtech delivers (marginally) significant btech and λtech with R-square 47.6%. In comparison

with the CAPM (]2), the technology factor increases R-square by 12.5%, rejecting the JT difference

test. Then, we consider SMB and HML in testing model ]3 and observe that the technology risk

loading btech becomes insignificant and the technology premium λtech becomes only marginally

significant. Nevertheless, they remain the right signs. On the other hand, the Fama-French three-

factor model provides 67.6% R-square in ]4. Although this table shows the underperformance

of the technology ICAPM against Fama-French three-factor model, it is noteworthy that the
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technology ICAPM performs remarkably well in explaining the return spread from size and book-

to-market effects with R-square close to 50%.

Next, we test the technology factor with 25 portfolios sorted on market betas and technology

betas. At the end of each second quarter, we regress each stock’s excess returns on MKT and

one-quarter ahead patent shocks (Tech) over the past five years. Then, we assign all stocks

into five-by-five squared quintiles based on their market betas and technology betas (separately).

Lastly, the value-weighted returns of these 25 portfolios form the test portfolios. As reported

in Table 7, we find that Rtech significantly helps pricing asset returns as btech = −16.53 with

t-statistic −2.18, and the technology risk is priced as 0.7% per quarter with t-statistic 1.82. When

we compare ]1 to ]2, we note that the existence of the technology factor increases the R-square

from 2.7% to 28.5%. Similar results are found when the other three factors are included in the

SDF model. Note that our design is not an APT experiment as the technology factor is not formed

on the return spread of the attribute portfolios, so a very high R-square is not granted.

We also consider a longer sample period back to 1963 by anchoring portfolio weights. We

estimate the average weights of all base assets using the whole sample period 1977Q1-2007Q3,

and then use those weights for all periods before 1981Q4. As reported in Table 8, the technology

factor is of marginal significance in pricing assets and being priced in both test asset sets (FF35

plus R&D10 and FF25). Moreover, the JT difference tests suggest that the existence of the

extended technology factor significantly helps to improve the asset pricing model. We note that

the effect of the technology factor is not as strong as in more recent sample periods (Table 2),

which may be attributed to two reasons: First, the patent data could be a less precise proxy

for aggregate technological development prior to the 1980s for historical reasons. According to

Hall (2004), firms became more active in filing patents for their technological innovations since

the establishment of a patent-specialized court (the Court of Appeals for the Federal Circuit,

CAFC) in 1982 and a few highly publicized patent infringement cases in the mid-1980s. Second,
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the U.S. economy has experienced some radical changes in technologies and industries since the

1980s. Thus, using fixed loadings or fixed industry portfolios may not be the most effective way

to capture technology risk.

In a recent study, Chen and Zhang (2009) find that stocks with different production charac-

teristics, such as investment intensity and profitability, provide different returns. They argue that

such a cross-sectional variation is due to the changes in productivity and investment cost. Since

technological innovations are an important determinant of future productivity and investment

opportunity, the technology factor may be able to explain their finding to a certain extent. We

test the SDF models in ten investment-to-asset portfolios and ten profitability portfolios (sepa-

rately) in Table 9. Testing these two classes separately helps us better understand the relation

between technology prospects and the productivity effect or the investment effect. In Panel A of

Table 9, we find that the technology factor helps to price ten investment-to-asset portfolios with

statistical significance. The loading and unit risk price of the technology factor are −60.10 and

1.50%, with t-statistics −2.06 and 2.25, respectively. This finding is intuitive as it reflects that a

(major) part of time-varying investment opportunities is driven by technological innovations. In

Panel B, we find that the technology factor does not help to price ten profitability portfolios. This

finding could be due to the formation methodology of these portfolios. They are sorted on past

profitability, so do not necessarily reflect the future prospects of firms adopting new technologies.

We conduct the cross-sectional testing using a different set of testing assets including ten

industry portfolios and the market portfolio. As reported in Table 10, the ICAPM with the

technology factor in the pricing model (]1) delivers significant btech and λtech with R-square 25.0%.

In comparison with the CAPM (]2), the technology factor largely increases R-square by 22.1%

and rejects the JT difference test. The significant existence of technology risk remains even when

SMB, HML, and UMD are included in the testing model (]3). Thus, our findings are reasonably

robust to the specification of base assets.
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Lastly, we test the SDF model using all individual stocks as suggested in Ang, Liu, and Schwarz

(2008). We implement the two-pass procedure of Fama and MacBeth (1973) with all available

returns of individual stocks in the CRSP data set, and obtain the estimates of the price of risk

associated with the technology factor to be 0.07% with t-statistic 2.10 in ICAPM, and 0.04%

with t-statistic 1.56 in Carhart four-factor model plus the technology factor. We suspect that

these relatively insignificant findings could be attributed to power and sensitivity issues. Using all

individual stocks as testing assets aims to improve efficiency, not power. In addition, we are not

sure if the majority of individual stocks carry substantial technology risk loadings. The earlier

argument about technology betas may apply here as well.

6 Concluding remarks

Fluctuating technological progress is a determinant of future productivity and aggregate wealth.

In an intertemporal economy, optimal consumption should be positively related with technology

prospects, as better future technologies imply higher productivity and permanent income. Using

a standard ICAPM framework, we argue that the changes in technology prospects work as a

systematic risk factor in the pricing kernel and, thus, affect asset prices. This proposition is

supported by our empirical study based on U.S. data of patents and stocks. We use tracking

portfolios to project future technological innovations into current asset returns to form a tradable

factor as a proxy of the changes in technology prospects. Consistent with the motivation, this

factor positively correlates with consumption growth. Moreover, it effectively helps to explain the

pricing models and is significantly priced. Lastly, the technology factor also explains the variation

in stock returns driven by momentum, R&D intensity, and investment intensity to a certain extent.
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Table 1. Basic statistics 

Panel A reports the descriptive statistics of all variables, and Panel B reports the correlation 
between the technology factor (Rtech) and other variables at time t (patent shocks at time t+1). 
Sample periods include 1977Q1-2007Q4 for patent shocks (Tech), and 1981Q4-2007Q3 for all the 
others (because we need 20 quarters to construct the technology factor). t statistic is used to test 
whether the means of considered variables are different from zero. “Con” denotes the simple 
consumption growth from Lettu’s cay dataset. In Panel B, we inspect the pariwise correlation 
between all variables and report Pearson’s p-values in parentheses. In Panel C, we regress 
consumption growth on a constant term, market return (MKT), and the technology factor. We 
consider two definitions of consumption growth: the simple growth and the trend growth based on 
the Hodrick-Prescott (1997) filter, and the latter is used to capture the long-term consumption 
changes without temporary noises. Numbers in parentheses are the t-statistics based on the 
Newey-West’s estimator (1987), based on four lags. 

Panel A: Descriptive statistics 

 Rtech Tech MKT SMB HML UMD Con 

Mean 0.51% 12.38% 2.02% 0.40% 0.93% 2.36% 0.47% 

Median 0.37% -0.19% 3.13% 0.02% 0.80% 2.01% 0.44% 

Max 0.067 3.039 0.206 0.191 0.206 0.260 0.012 

Min -0.059 -2.425 -0.243 -0.108 -0.320 -0.201 -0.007 

Std. dev. 0.020 1.027 0.083 0.053 0.067 0.071 0.003 

t statistic 2.562 1.229 2.487 0.772 1.425 3.399 14.362

Autocorr.  
(1st order) 

0.566 0.589 -0.054 0.011 0.190 0.027 0.350

 
Panel B: Correlations 

 Rtech Tech MKT SMB HML UMD Con 

Rtech  0.297 -0.101 0.062 -0.156 0.179 0.254 

  (0.002) (0.307) (0.532) (0.111) (0.068) (0.012) 

 
Panel C: Consumption and technology prospects 

Consumption Const. Rtech MKT Adj. R2   

Simple growth 0.004 0.042 0.004 0.050   

 (10.78) (2.84) (0.85)  

HP-trend growth 0.005 0.022 0.002 0.114   

 (18.47) (2.56) (1.30)  
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Table 2. Testing results: FF25, momentum 10, and R&D10  

This table reports the testing results of Cochrane’s procedure based on the GMM t-statistics. The testing assets 
considered include FF 25 portfolios, ten momentum portfolios, and ten R&D portfolios. In Panel A, we test the 
SDF model that includes MKT and Rtech. In Panel B, we test the SDF model that includes FF3, UMD, and Rtech. 
t-statistics are reported in parentheses. We conduct the JT test to examine if the SDF model is rejected, and the 
JT difference test to examine if the existence of Rtech improves the explanation of stock returns. Sample period: 
1981Q4-2007Q3. 

#  Constant MKT SMB HML UMD Rtech R2 JT test JT diff

Panel A 

1 b 1.118 3.698    -49.557 32.7% 87.12 105.65

 t-stat (b) (6.50) (1.32) (-2.29)  (0.001) (0.000)

 λ (%) 5.989 -3.397 2.112  

 t-stat (λ) (3.61) (-2.15) (3.06)  

2 b 0.956 0.684 2.9% 196.20

 t-stat (b) (17.25) (0.32)  (0.000)

 λ (%) 2.864 -0.495  

 t-stat (λ) (2.20) (-0.36)  

Panel B 

3 b 1.330 -1.036 -1.284 -4.975 -5.434 -31.747 58.1% 114.08 37.39

 t-stat (b) (6.96) (-0.32) (-0.40) (-1.63) (-0.21) (-2.81)  (0.000) (0.000)

 λ (%) 2.641 -0.285 0.026 1.062 2.145 1.222  

 t-stat (λ) (2.51) (-0.23) (0.05) (1.58) (3.04) (3.13)  

4 b 1.235 -1.696 -2.709 -4.582 -7.092 50.3% 140.08

 t-stat (b) (8.99) (-0.63) (-0.92) (-1.82) (-3.38)  (0.000)

 λ (%) 1.093 1.175 0.122 0.778 2.019  

 t-stat (λ) (0.97) (0.87) (0.24) (1.04) (2.88)  
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Table 3. Technology betas of testing assets: FF35 plus R&D10 

We run time series regressions by regressing each testing asset’s (FF25, ten momentum, and ten R&D portfolios) excess returns on pre-specified risk factors, 
and report their technology betas (technology risk loadings) in this table. In Panel A, the risk factors we consider include MKT and Rtech. In Panel B, the risk 
factors we consider include FF3, UMD, and Rtech. t-statistics are computed based on the Newey-West’s estimator to four lags. The F-statistics indicate the joint 
significance of technology betas in an SUR system (1 for all zero technology betas and 2 for the equality of all technology betas). 

Panel A Technology betas  t-statistics of technology betas F-stat 1 F-stat 2 

FF25     Small 2 3 4 Big      Small 2 3 4 Big  2.074 82.33 

 Growth 0.641 0.137 0.144 0.512 -0.185  Growth 0.94 0.41 0.57 1.19 -1.33 (0.00) (0.00) 

 2 0.442 0.068 0.139 -0.135 -0.251  2 1.01 0.24 0.63 -0.46 -1.40  

 3 0.326 -0.036 -0.270 -0.170 -0.109  3 1.00 -0.11 -0.82 -0.59 -0.53  

 4 0.106 -0.317 -0.431 -0.268 -0.549  4 0.30 -0.74 -1.07 -1.13 -1.64  

 Value 0.130 -0.099 -0.318 -0.161 -0.703  Value 0.31 -0.22 -0.87 -0.47 -1.75  

Momentum Low to 5 -0.094 -0.140 -0.468 -0.492 -0.436  Low to 5 -0.20 -0.46 -1.23 -1.33 -1.61  

 6 to High -0.205 -0.218 -0.206 -0.158 0.593  6 to High -0.87 -0.83 -1.82 -0.86 1.65  

R&D Low to 5 0.076 -0.663 -0.152 -0.086 0.220  Low to 5 0.53 -2.12 -0.58 -0.41 0.96  

 6 to High -0.142 0.009 0.577 0.900 2.030  6 to High -0.57 0.02 0.80 1.40 1.34  

Panel B Technology betas  t-statistics of technology betas F-stat 1 F-stat 2 

FF25     Small 2 3 4 Big      Small 2 3 4 Big 2.314 99.25 

 Growth 0.033 -0.250 -0.244 0.164 -0.231  Growth 0.10 -1.95 -1.86 0.89 -3.45 (0.00) (0.00) 

 2 0.048 -0.136 0.027 -0.104 -0.118  2 0.23 -1.16 0.19 -0.69 -1.02  

 3 0.001 -0.125 -0.216 -0.079 0.095  3 0.01 -1.15 -1.88 -1.00 0.75  

 4 -0.196 -0.317 -0.303 -0.134 -0.276  4 -1.75 -1.97 -2.25 -0.99 -2.74  

 Value -0.049 -0.034 -0.158 0.040 -0.299  Value -0.39 -0.40 -1.12 0.23 -1.53  

Momentum Low to 5 0.210 0.143 -0.181 -0.226 -0.271  Low to 5 1.07 1.25 -1.08 -1.39 -1.81  

 6 to High -0.158 -0.174 -0.277 -0.311 0.063  6 to High -0.96 -1.11 -2.50 -1.96 0.51  

R&D Low to 5 0.225 -0.400 -0.089 0.017 0.219  Low to 5 1.29 -1.90 -0.58 0.11 1.35  

 6 to High -0.185 -0.079 0.216 0.552 1.241  6 to High -0.95 -0.36 0.57 1.32 1.46  
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Table 4. Testing results conditioning on instrumental variables   

This table reports the testing results of Cochrane’s procedure based on the GMM t-statistics. The testing assets considered include FF 25 portfolios, ten momentum 
portfolios, and ten R&D portfolios. In Panel A, we consider a linear SDF model based on scaling factors, as all linear combinations between one risk factor (FF3, 
UMD, and Rtech) and one instrumental variable (10-year to 1-year T-bond term spread, one year industrial production growth, or cay). Moreover, the intercept term 
and three instrumental variables are also considered in the model. Due to the large size of parameters, we only report selected important estimates. Numbers in 
parentheses indicate the p-values. 

 

#  Constant MKT SMB HML UMD Rtech Rtech *Term Rtech *Ind Rtech *cay Term Ind cay R2 JT test 

1 b 0.98 11.11  -107.87 592.58 475.04 -585.01 4.86 6.93 -34.79 53.9% 31.02 

 t-stat (b) (1.54) (1.53)  (-2.82) (0.83) (0.76) (-0.41) (0.35) (0.58) (-0.81) (0.566) 

 λ (%) 6.11 -3.48  2.35 0.08 0.07 0.00 1.03 -0.20 0.44  

 t-stat (λ) (4.54) (-2.88)  (3.05) (2.39) (1.74) (0.46) (0.89) (-0.19) (0.44)  

2 b -0.16 6.97  16.45 17.45 12.22 11.0% 107.96 

 t-stat (b) (-0.31) (1.33)  (1.36) (2.05) (0.60) (0.000) 

 λ (%) 2.69 -0.14  -0.88 -1.13 -0.24  

 t-stat (λ) (2.56) (-0.12)  (-0.92) (-1.28) (-0.45)  

3 b 1.77 -4.99 -2.41 1.02 -5.61 -90.85 557.09 1025.71 -2148.84 7.36 -28.14 -61.75 92.0% 13.25 

 t-stat (b) (1.23) (-0.34) (-0.11) (0.05) (-0.36) (-1.72) (0.57) (1.23) (-0.93) (0.28) (1.22) (-1.44) (0.899) 

 λ (%) 6.64 -4.05 0.35 1.40 2.33 1.45 0.05 0.03 0.01 1.05 1.03 0.23  

 t-stat (λ) (3.36) (-1.93) (0.65) (2.08) (3.15) (2.49) (2.20) (0.83) (0.90) (0.85) (0.76) (0.34)  

4 b 2.04 -11.21 15.74 -12.17 0.30 6.40 -37.43 -44.82 85.2% 22.11 

 t-stat (b) (1.54) (-0.62) (0.59) (-0.64) (0.02) (0.24) (-1.54) (-0.98) (0.629) 

 λ (%) 6.31 -3.70 0.21 1.27 2.02 0.51 1.34 -0.09  

 t-stat (λ) (3.43) (-1.82) (2.05) (2.05) (3.17) (0.44) (0.91) (-0.15)  

 



 29

 

Table 5. Testing results: When consumption growth and cay are considered 

This table reports the testing results of Cochrane’s procedure based on the GMM t-statistics. The testing assets considered include FF 25 portfolios, ten 
momentum portfolios, and ten R&D portfolios. In Panel A, we consider a linear SDF model including FF3, UMD, cay, ΔC, ΔC·cay, and Rtech. In Panel B, 
we consider a linear SDF model including MKT, cay, ΔC, ΔC·cay, and Rtech. ΔC denotes consumption growth. We conduct the JT test to examine if the 
SDF model is rejected and the JT difference test to examine if the existence of Rtech improves the explanation of stock returns. Numbers in parentheses 
indicate the p-values. 

#  Constant MKT SMB HML UMD cay ΔC ΔC·cay Rtech JT test R2 JT diff 

Panel A 

1 b 0.823 3.128 12.976 66.863 -331.723 -57.476 70.73 36.1% 61.76 

 t-stat (b) 0.94 1.37 0.24 0.43 -0.35 -1.86 (0.001) (0.000) 

 λ (%) 6.002 -3.513 -0.754 0.042 -0.002 2.300  

 t-stat (λ) 3.02 -1.92 -0.71 0.26 -0.65 2.73  

2 b 0.724 2.836 10.436 21.334 800.125 107.31 22.0%  

 t-stat (b) 1.12 1.34 0.23 0.26 1.19 (0.000)  

 λ (%) 4.252 -1.892 -1.078 -0.056 -0.007  

 t-stat (λ) 3.47 -1.52 -1.66 -0.41 -0.30  

Panel B 

3 b 2.045 0.035 -3.036 -5.859 -6.156 -23.081 -117.110 168.123 -36.14 88.86 58.9% 24.37 

 t-stat (b) 2.41 0.01 -0.85 -1.40 -1.93 -0.70 -0.89 0.03 -2.93 (0.000) (0.000) 

 λ (%) 2.697 -0.301 0.060 1.115 2.167 -0.199 0.162 0.000 1.373  

 t-stat (λ) 2.38 -0.23 0.12 1.72 3.23 -0.424 1.00 0.06 2.86  

4 b 2.192 2.076 -4.583 -4.761 -6.974 -14.759 -185.873 449.029 111.23 55.7%  

 t-stat (b) 2.72 0.73 -1.33 -1.48 -2.57 -0.54 -1.47 1.13 (0.000)  

 λ (%) 2.083 0.252 -0.005 1.097 2.105 -0.447 0.157 -0.002  

 t-stat (λ) 1.95 0.19 -0.01 1.72 3.22 -0.93 0.98 -0.75  
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Table 6. Testing results: FF25  

This table reports the testing results of Cochrane’s procedure based on the GMM t-statistics. The 
testing assets considered include FF 25 portfolios, ten momentum portfolios, and ten R&D portfolios. 
In Panel A, we test the SDF model that includes MKT and Rtech. In Panel B, we test the SDF model 
that includes FF3, UMD, and Rtech. t-statistics are reported in parentheses. We conduct the JT test to 
examine if the SDF model is rejected and the JT difference test to examine if the existence of Rtech 
improves the explanation of stock returns. Sample period is 1981Q4-2007Q3. 

#  Constant MKT SMB HML Rtech R2 JT test  JT diff 

Panel A 

1 b 1.044 4.663   -40.550 47.6% 45.92 29.70

 t-stat (b) (5.72) (2.00) (-1.88)  (0.002) (0.000)

 λ (%) 6.852 -3.688 1.735   

 t-stat (λ) (3.88) (-2.52) (2.41)   

2 b 0.889 2.987 35.1% 93.81 

 t-stat (b) (16.26) (1.47)  (0.000) 

 λ (%) 4.840 -1.877   

 t-stat (λ) (3.82) (-1.48)   

Panel B 

3 b 0.814 8.962 -5.472 1.545 -12.832 69.2% 56.65 1.59

 t-stat (b) (3.40) (2.00) (-1.74) (0.46) (-0.88)  (0.000) (0.207)

 λ (%) 6.784 -2.846 0.086 1.373 0.885   

 t-stat (λ) (3.12) (-2.12) (0.16) (1.90) (1.74)   

4 b 0.990 3.498 -5.091 -2.497 67.6% 65.33 

 t-stat (b) (11.55) (1.25) (-2.08) (-1.01)  (0.000) 

 λ (%) 6.836 -4.370 0.134 1.310   

 t-stat (λ) (3.54) (-2.48) (0.24) (1.74)   
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Table 7. Testing results: Market-technology 25 

This table reports the testing results of Cochrane’s procedure based on the GMM t-statistics. The testing assets 
are 25 portfolios based on market betas and technology betas that are formed ex ante. In each June, we regress 
all stocks’ returns on market returns and one-quarterly ahead patent shocks, as technology prospects, using the 
past 60 months. Then, we rank all stocks based on the market betas and technology betas, respectively, and 
record the market quintile and technology quintile of each stock. Lastly, we form 25 portfolios (independently) 
based on each stock’s market quintiles and technology quintiles based on past 60 months and hold these 
portfolios over the following year. In Panel A, we test the SDF model that includes MKT and Rtech. In Panel B, 
we test the SDF model that includes FF3, UMD, and Rtech. t-statistics are reported in parentheses. We conduct 
the JT test to examine if the SDF model is rejected and the JT difference test to examine if the existence of Rtech 
improves the explanation of stock returns. Sample period is 1981Q4-2007Q3. 

#  Constant MKT SMB HML UMD Rtech R2 JT test JT diff

Panel A 

1 b 1.044 0.323    -16.53 28.5% 20.80 13.38

 t-stat (b) (12.33) (0.19) (-2.18)  (0.533) (0.000)

 λ (%) 3.190 -0.521 0.702  

 t-stat (λ) (3.37) (-0.50) (1.82)  

2 b 0.984 -0.331 2.7% 25.41

 t-stat (b) (18.70) (-0.17)  (0.329)

 λ (%) 2.458 0.199  

 t-stat (λ) (2.38) (0.16)  

Panel B 

3 b 0.854 2.718 3.307 4.335 3.436 -18.385 38.0% 18.06 11.62

 t-stat (b) (3.89) (0.78) (0.61) (0.75) (1.086) (-1.72)  (0.519) (0.001)

 λ (%) 3.906 -1.172 -0.566 -0.435 -0.468 0.742  

 t-stat (λ) (3.36) (-0.94) (0.52) (-0.38) (-0.34) (1.76)  

4 b 0.754 3.868 1.205 5.898 2.103 11.5% 22.13

 t-stat (b) (4.57) (1.17) (0.20) (1.09) (0.74)  (0.334)

 λ (%) 3.620 -0.882 -0.365 -0.825 -0.247  

 t-stat (λ) (3.27) (-0.70) (-0.33) (-0.75) (-0.20)  
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Table 8. Testing results over 1963Q1-2007Q3  

We extend the technology factor back to 1963Q1 using constant loadings for base assets. This table reports the 
testing results of Cochrane’s procedure based on the GMM t-statistics. In Panel A, the testing assets considered 
include FF 25 portfolios, ten momentum portfolios, and ten R&D portfolios. In Panel B, the testing assets are 
FF25 portfolios. t-statistics are reported in parentheses. We conduct the JT test to examine if the SDF model is 
rejected and the JT difference test to examine if the existence of Rtech improves the explanation of stock returns.  

#  Constant MKT SMB HML UMD Rtech R2 JT test JT diff

Panel A: FF 25 portfolios, ten momentum portfolios, and ten R&D portfolios 

1 b 1.206 -4.458 -5.098 -7.372 -6.389 -78.221 77.3% 77.67 4.29

 t-stat (b) (14.62) (-1.78) (-1.78) (-4.00) (-4.61) (-1.59)  (0.000) (0.038)

 λ (%) 0.195 1.639 0.689 0.969 2.168 0.068  

 t-stat (λ) (0.17) (1.43) (1.37) (1.90) (4.31) (1.38)  

2 b 1.320 -3.907 -2.661 -6.447 -6.563 74.7% 88.52  

 t-stat (b) (16.45) (-1.61) (-1.14) (-3.91) (-5.41)  (0.000)

 λ (%) 0.195 1.610 0.677 0.944 2.280  

 t-stat (λ) (0.18) (1.44) (1.36) (1.78) (4.49)  

Panel B: FF25 portfolios 

3 b 0.928 -2.223 -6.017 -6.332 -118.207 82.8% 38.32 6.17

 t-stat (b) (9.05) (-0.61) (-1.77) (-2.25) (-1.82)  (0.008) (0.013)

 λ (%) 0.042 1.577 0.837 1.265 0.202  

 t-stat (λ) (0.03) (1.00) (1.72) (2.66) (1.89)  

4 b 0.990 3.498 -5.091 -2.497 80.3% 58.02

 t-stat (b) (11.55) (1.25) (-2.08) (-1.01)  (0.000)

 λ (%) 2.930 -1.351 0.780 1.414  

 t-stat (λ) (2.24) (-1.07) (1.59) (2.80)  
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Table 9. Testing results: 10 I/A portfolios and 10 profitability portfolios  

This table reports the testing results of Cochrane’s procedure based on the GMM t-statistics. We test 
the SDF model using 10 investment-to-asset portfolios in Panel A and using 10 profitability (ROA) 
portfolios in Panel B. t-statistics are reported in parentheses. We conduct the JT test to examine if the 
SDF model is rejected and the JT difference test to examine if the existence of Rtech improves the 
explanation of stock returns. Sample period is 1981Q4-2007Q3. 

#  Constant MKT SMB HML Rtech R2 JT test  JT diff 

Panel A: 10 investment-to-asset portfolios 

1 b 1.361 -0.130 -0.215 -11.702 -60.104 81.7% 2.00 8.00

 t-stat (b) (3.41) (-0.02) (-0.03) (-1.56) (-2.06)  (0.845) (0.004)

 λ (%) 3.857 -1.760 -0.574 2.787 1.499   

 t-stat (λ) (1.74) (-0.80) (-0.67) (2.05) (2.25)   

2 b 0.978 0.508 0.270 -2.431 41.7% 12.28 

 t-stat (b) (7.59) (0.11) (0.05) (-0.59)  (0.056) 

 λ (%) 1.517 0.545 -0.749 1.141   

 t-stat (λ) (0.99) (0.34) (-1.00) (1.10)   

Panel B: 10 profitability portfolios 

3 b 0.890 2.800 8.200 2.577 -9.764 97.1% 2.20 0.06

 t-stat (b) (5.22) (0.47) (0.84) (0.88) (-0.68)  (0.820) (0.801)

 λ (%) 4.095 -3.352 -2.711 -0.191 0.469   

 t-stat (λ) (2.10) (-1.40) (-1.70) (-0.22) (0.65)   

4 b 0.793 5.081 4.604 3.722 95.9% 2.55 

 t-stat (b) (5.43) (0.78) (0.42) (1.22)  (0.863) 

 λ (%) 4.464 -3.778 -2.166 -0.161   

 t-stat (λ) (2.24) (-1.57) (-1.17) (-0.19)   
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Table 10. Testing results: using 10 industry portfolios and the market portfolio as base assets 

This table reports the testing results of Cochrane’s procedure based on the GMM t-statistics. Note that, we use 
10 industry portfolios and the market portfolio as the base assets in constructing the tracking factor. The testing 
assets considered include FF 25 portfolios, ten momentum portfolios, and ten R&D portfolios. In Panel A, we 
test the SDF model that includes MKT and Rtech. In Panel B, we test the SDF model that includes FF3, UMD, 
and Rtech. t-statistics are reported in parentheses. We conduct the JT test to examine if the SDF model is rejected, 
and the JT difference test to examine if the existence of Rtech improves the explanation of stock returns. Sample 
period: 1981Q4-2007Q3. 

#  Constant MKT SMB HML UMD Rtech R2 JT test JT diff

Panel A 

1 b 1.121 -0.059    -82.742 25.0% 103.09 118.57

 t-stat (b) (7.36) (-0.03) (-3.00)  (0.000) (0.000)

 λ (%) 3.480 -1.269 0.949  

 t-stat (λ) (3.10) (-1.09) (3.36)  

2 b 0.956 0.684 2.9% 196.20

 t-stat (b) (17.25) (0.32)  (0.000)

 λ (%) 2.864 -0.495  

 t-stat (λ) (2.20) (-0.36)  

Panel B 

3 b 1.383 -3.441 -1.905 -5.324 -6.645 -62.77 56.6% 107.45 41.49

 t-stat (b) (7.14) (-0.91) (-0.40) (-1.87) (-2.47) (-2.48)  (0.000) (0.000)

 λ (%) 1.867 0.302 0.169 0.057 2.085 0.728  

 t-stat (λ) (1.41) (0.20) (0.28) (0.47) (2.79) (3.25)  

4 b 1.235 -1.696 -2.709 -4.582 -7.092 50.3% 140.08

 t-stat (b) (8.99) (-0.63) (-0.92) (-1.82) (-3.38)  (0.000)

 λ (%) 1.093 1.175 0.122 0.778 2.019  

 t-stat (λ) (0.97) (0.87) (0.24) (1.04) (2.88)  
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Figure 1. The time series of the technology factor 

We plot the technology factor (Rtech) with a solid line. The shaded periods denote NBER contraction 
periods (from one peak to its following trough).  

(Year) 
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 SL S2 SH BL B2 BH Cnsmr Manuf HiTec Hlth Other MKT 

Mean 0.040  0.093  0.378  0.307  -0.058 -0.008 -0.377 -0.301 -0.419  -0.207 -0.285 0.040 
St. dev. 0.233  0.194  0.656  0.789  0.537 0.263 0.686 0.760 0.684  0.330 0.488 0.233 

 
Figure 2. The projection loadings (a1,t) of 12 base asset portfolios in constructing the technology factor 

In this figure, we plot the time series of base asset portfolios’ projection loadings (a1,t) in constructing the technology factor. 
The table below the figure provides the means and standard deviations of the projection loadings. Note that the loadings of 
MKT over 1997Q3-1998Q1 are over three, so they are not plotted (10.27, 10.88, and 10.68, respectively). 
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Figure 3. Actual returns and predicted returns implied by the SDF models considered 

This figure demonstrates how well a model explains the cross-sectional variation of the excess returns of FF35 plus 
R&D10 portfolios. The title of each figure indicates the factors included in the SDF models. FF3 denotes MKT, SMB, 
and HML. FF4 denotes MKT, SMB, HML, and UMD. Tech denotes the technology factor. All dots are labeled in 
two-digit. In FF25 portfolios, the first digit indicates the size (1-smallest and 5-biggest) and the second digit indicates 
the book-to-market ratio (1-lowest or “growth” and 5-highest or “value”). For example, the dot labeled 15 denotes the 
portfolio composed of firms with sizes in the smallest decile and book-to-market ratios in the highest decile. For ten 
momentum portfolios, we use “m” before numbers 1 (the lowest momentum) to 10 (the highest momentum). For ten 
R&D portfolios, we use “r” before numbers 1 (the lowest R&D intensity) to 10 (the highest R&D intensity). Dots 
located exactly on the diagonal line suggest that the excess returns of these portfolios are perfectly predicted by 
corresponding SDF models. 

R2=4.5% 

R2=50.3% 

R2=32.7% 

R2=58.1% 
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Figure 4. The time series of the stochastic discount factor (SDF) 

The red line denotes the time series of the SDF based on FF4 (MKT, SMB, HML, and UMD) plus Rtech 
(#3 of Table 2). The blue line denotes the time series of the SDF based on FF4 (MKT, SMB, HML, and 
UMD) (#4 of Table 2). Therefore, the horizontal difference between these two lines can be used as a 
measure of the influence of technology prospects on the SDF. The shaded periods denote NBER 
contraction periods (from one peak to its following trough).  
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σ(blue) = 0.39 
σ(red) = 0.73


