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Design of Multi-Plet Perfect Reconstruction
Filter Banks Using Frequency-Response

Masking Technique
K. M. Tsui, S. C. Chan, Member, IEEE, and Yong Ching Lim, Fellow, IEEE

Abstract—This paper proposes a new design method for a class
of two-channel perfect reconstruction (PR) filter banks (FBs)
called multi-plet FBs with very sharp cutoff using frequency-
response masking (FRM) technique. The multi-plet FBs are PR
FBs and their frequency characteristics are controlled by a single
subfilter. By recognizing the close relationship between the sub-
filter and the FRM-based halfband filter, very sharp cutoff PR
multi-plet FBs can be realized with reduced implementation com-
plexity. The design procedure is very general and it can be applied
to both linear-phase and low-delay PR FBs. Design examples are
given to demonstrate the usefulness of the proposed method.

Index Terms—Frequency-response masking, lifting structure,
low-delay, multi-plet, perfect reconstruction filter banks.

I. INTRODUCTION

P ERFECT reconstruction (PR) filter banks (FBs) have
important applications in digital signal processing and

communications. Due to the nonlinear PR conditions, designing
general PR FBs is considered to be a difficult problem, espe-
cially for FBs with tight frequency specifications such as sharp
cutoff, high stopband attenuation and large number of channels.
Therefore, FBs that structurally satisfies the PR conditions have
received considerable attention recently. An efficient structure
of two-channel biorthogonal FIR/IIR FBs, which satisfies this
property, is the structural PR FB proposed in [1]. In a related PR
FB called triplet FB [2]–[4], a generalization of the structure
in [1], more design freedom is available and it is possible to
achieve a more symmetric frequency response. More recently,
the structural PR FBs [1] and the triplet FBs [2]–[4], which
respectively involve two and three lifting steps [5], are extended
to so-called multi-plet FBs with multiple lifting steps [6], [7].
Moreover, the concept of frequency transformation of digital
filters previously studied in [8] can be applied directly to the
lifting structure to obtain another PR FB with same number of
lifting steps and similar frequency characteristics but a narrower
transition bandwidth. The multi-plet FBs can also be viewed as
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an extension of the work in [9] for frequency transformation of
PR FBs.

Recently, frequency-response masking (FRM) technique has
been shown to be an efficient method for reducing the arithmetic
complexity of implementing digital filters with very sharp cutoff
[10]. Subsequently, it has also been applied to the realization of
single-rate fast filter banks [11], [12]. Although there is consid-
erable interest in employing FRM technique to design nearly PR
cosine-modulated FBs (transmultiplexers) [13], the possibility
of constructing multirate PR FBs using FRM technique is still
an open problem.

In this paper, we study the design of sharp cutoff multi-plet
PR FBs using FRM technique. However, directly synthesizing
the subfilter in the multi-plet FBs using FRM technique may
not be so effective because the subfilter, which controls the fre-
quency characteristics of the multi-plet FBs, has a constant mag-
nitude response except that it drops to zero at . Since it
does not contain a well-defined stopband, there is little freedom
in designing the masking filters in the FRM structure. Fortu-
nately, it is shown that, with appropriate scaling, the subfilter
is indeed one of the polyphase components of a halfband filter
(HBF) (the one which is not a pure delay term). Consequently,
by using the results of FRM-based HBFs previously proposed in
[14] and [15], very sharp cutoff subfilters and hence multi-plet
PR FBs with low arithmetic complexity can be obtained. The
concept is similar to the work in [16] and [17], which were
concerned with the synthesis of linear-phase FIR Hilbert trans-
formers using FRM technique.

In [7], it was also shown that multi-plet FBs with reduced
delay can be obtained by employing low-delay FIR/IIR subfil-
ters instead of linear-phase FIR subfilters. Motivated by this re-
sult, we further propose to extend the linear-phase FIR FRM-
based HBFs to the low-delay case so that approximately pass-
band linear-phase FIR FRM-based subfilter with lower group
delay can be obtained. To further reduce the arithmetic com-
plexity, multi-level FRM-based subfilters is also studied. De-
sign results show that the proposed approach offers significantly
lower arithmetic complexity than conventional multi-plet FBs
at the expense of slight increase in system delay. The proposed
FRM-based multi-plet FBs are attractive in high-speed multirate
applications requiring high frequency selectivity where arith-
metic complexity is of an important concern. For instance, the
proposed FBs can be applied to the frequency excisers, which
are used to suppress narrowband interference in direct-sequence
spread spectrum (DSSS) systems [18]–[21]. Usually, the per-
formance of frequency excisers will improve with higher fre-

1549-8328/$25.00 © 2008 IEEE
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Fig. 1. Structure of the multi-plet FBs: (a) Analysis bank. (b) Synthesis bank.

quency selectivity because of the reduction of interband spectral
leakage. The paper is organized as follows. The principle of the
multi-plet FBs is briefly reviewed in Section II. Their relations to
the FRM-based HBFs and problem formulation of the proposed
FRM-based subfilters are discussed respectively in Sections III
and IV. Finally, the conclusion is presented in Section V.

II. MULTI-PLET TWO-CHANNEL STRUCTURAL PR FBS

The general structure of the multi-plet two-channel FBs is
shown in Fig. 1. It is parameterized by subfilters ,
delay parameters , lifting coefficients , and two scaling
constants and for . It can be seen from
Fig. 1 that the z-transforms of the analysis and synthesis filters
in the lifting structure are given by

(2-1)

for . We shall consider a special case of
lifting where the subfilters are identical:

(2-2)

Note that for a certain scaling is a halfband filter (HBF)
with one of the polyphase components equal to a signal delay
and the other equal to the subfilter . For causal implemen-
tation, the delay parameters should be

(2-3)

where is the passband group delay of . As a result, the
group delays of the analysis filter pair, and , are
respectively given by

(2-4)

When the identical subfilter has the form of , the re-
sulting FB is referred to as the prototype lifting structured FB.
This prototype FB can be transformed to a new FB with nar-
rower transition bandwidth using the following substitution of
variable:

(2-5)

where and is the zero-phase response
of for some positive integer . To avoid possible confu-
sion, all the symbols associated with the prototype FB before
transformation are augmented by the symbol “ ”. For instance,
the -transform variable and its associated variable as men-
tioned in (2-5) for the prototype FB are now denoted by and ,
respectively. For filters and FBs after transformation, and other
common parameters such as , , and , the conven-
tional notations without the symbol “ ” will be employed. Sim-
ilarly, the digital frequencies before and after transformation are
related by , where and

are respectively the digital radian frequencies of the prototype
and transformed FBs. Since the transformed FB is obtained by
using the substitution in (2-5), it can also be implemented by
the same number of lifting steps as the prototype filter. Fig. 2 il-
lustrates the effect of the transformation and shows the relations
of the prototype FB, the subfilter and the transformed multi-plet
FB. Interested readers are referred to [7] for more details.

As a result, if the subfilter , which is one of the polyphase
components of the HBF, can be implemented using FRM tech-
nique, then very sharp cutoff multi-plet FBs with low arith-
metic complexity can be realized. Details will be discussed in
Section III.

III. FREQUENCY-RESPONSE MASKING BASED SUBFILTER

A. Relations Between Subfilter and Halfband Filter

From the discussion in Section II, the ideal zero-phase re-
sponse of the subfilter can be summarized as follows:

(3-1)
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Fig. 2. General relations and specifications of the prototype FB, the subfilter and the transformed multi-plet FB.

where and are respectively the passband cutoff frequen-
cies of the prototype and the transformed FBs as shown in the
top left and bottom right figures of Fig. 2. Alternatively, by in-
troducing a delay term into (3-1), the desired causal re-
sponse of the subfilter can be rewritten as

(3-2)

with the maximum allowable error

(3-3)

where . Therefore, the subfilter can
be realized as an even-length linear-phase FIR filter with a sym-
metric impulse response satisfying the specification in (3-1). In
this case, it is observed that is related to a linear-phase FIR
HBF as

(3-4)

with identical passband and stopband ripples. To satisfy the
given specifications in (3-2) and (3-3), we have

(3-5)

where and are respectively the passband cutoff fre-
quency and the maximum design error of . Therefore, the
Kaiser’s formula [22] can be used to estimate the length of

as follows:

(3-6)

Hence, we have

(3-7)

where is the length of .

B. Realization of Subfilter Using FRM Technique

In the general FRM technique [10], a digital filter can be ex-
pressed as

(3-8)

where is called the model filter with a group delay of
samples, and are called the masking filters, and
is an integer. Since the subfilter can be derived from an HBF,
it is interesting to examine the structure of a FRM-based HBF.
More precisely, if is the FRM-based HBF, then we have
[14], [15]

(3-9a)

(3-9b)

(3-9c)

where is the group delay of . Since an HBF in gen-
eral has odd sample delay, and are respectively odd and
even positive integers. Let be the
polyphase decomposition of , then (3-9b) can be rewritten
as . Using this result and
substituting (3-9) into (3-8), we can express as the fol-
lowing polyphase representation:

(3-10)

Comparing (3-4) and (3-10), one finds the desired FRM-based
subfilter as follows:

(3-11)

The corresponding structure is shown in Fig. 3.
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Fig. 3. Structure of FRM-based subfilter.

C. Selection of Filters’ Lengths and

Given the value of , there are two possible cases for
and to satisfy the specifications of in (3-5) [14], [15].
In case 1, we have

(3-12)

whereas in case 2, we have

(3-13)

where is a positive integer; is the passband cutoff fre-
quency of ; and are respectively the passband
and stopband cutoff frequencies of ; and are respec-
tively the maximum allowable errors of and . Using
these results, the filter lengths of and can again be
estimated respectively using the Kaiser’s formula as follows:

(3-14)

where . Therefore, the
total number of nonzero coefficients of and is ap-
proximately given by

(3-15)

Since is a convex function for , the optimal value
of can be determined by setting the derivative of to
zero and it gives

(3-16)

Note that should be chosen as the odd nearest integer to
for practical implementation. Similar derivation can be found
in [17], where the lengths of and in (3-10) are
considered separately.

IV. PROBLEM FORMULATION

It was shown in [7] that the transformation method in
Section II also works well for approximately passband
linear-phase subfilters. More precisely, in (2-5) is now
transformed to , which is a complex quantity. This
is similar to the low-delay triplet PR FB in [4], where the
subfilters are chosen as low-delay (approximately passband
linear-phase), instead of linear-phase, FIR filters. The advan-
tage over their linear-phase counterparts is that the overall
system delay of the transformed FBs can be reduced. As seem
from (3-10), the passband group delay of the FRM-based
is given by . To further reduce the group delay of the
FRM-based subfilter, it is desirable to design model filter
and masking filter with low passband group delay. In this
paper, we propose to separately design and in turn
using second order cone programming (SOCP) [23] so that it is
not necessary to determine the “don’t care” bands of due
to the images of stopband of . An advantage of using
SOCP is that the formulations of designing and pro-
vided below are applicable to both linear-phase and low-delay
cases. Alternatively, one may also employ the method in [24] to
simultaneously design and , which requires iterative
optimization. Note that for the same specifications, designing

and simultaneously should in principle offer better
performance than designing them separately. However, if the
problem is very complex as in the case of multi-level FRM
technique (to be discussed in Section V), it may not be easy
to arrive at the global minimum when all filters are designed
simultaneously. On the other hand, the proposed approach
has advantages of simplicity, reliability and good performance
because each individual problem is just a simple and convex
FIR filter design problem.

A. Design of Model Filter

Consider the frequency response of the HBF

(4-1)

where , and are
chosen to be odd positive integers. On the other hand, the HBF
is a lowpass filter and its desired frequency response can be
written as

.
(4-2)

Note that may be less than so that low-delay
HBFs can be obtained. Instead of directly approximating ,
we shall consider the following equivalent problem in the min-
imax sense:

(4-3)

where is the desired response of , which is
given by

.
(4-4)
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To formulate the minimization problem in (4-3) as a SOCP
problem, is first expressed in terms of the design vari-
ables as

(4-5)

where and , for
; denotes the th entry of the column

vector inside the square bracket. Hence, (4-3) can be rewritten
as

(4-6)

where is an auxiliary variable,
, ,

and and denote respectively the real and imaginary
parts of the elements inside the square bracket. Discretizing
the frequency variable over a dense set of frequencies

in the frequency of interest, the inequality
constraints in (4-6) becomes
for . Finally, by defining the augmented variable

, (4-6) can be cast to the following standard
SOCP problem:

(4-7)

where ;

; and ;

; denotes the Euclidean norm; and
is a zero vector.

B. Design of Masking Filter

Suppose that the frequency response of is given by

(4-8)

the impulse response can be determined similarly by ap-
proximating the desired response of (i.e., in the
passband and zero in the stopband; is even). However, one
should have to know the locations of the “don’t care” bands due
to the images of stopband of in order to reduce the im-
plementation complexity of [10]. Instead, we propose to
solve the following minimization problem directly:

(4-9)

where can be expressed in terms of given
, is the desired frequency response of

in the frequency of interest like the one in (4-2) with the
subscript replaced with . As such, the desired specification
of can be simplified, because the “don’t care” bands

TABLE I
LIFTING COEFFICIENTS AND SCALING CONSTANTS

OF THE PR PROTOTYPE FBS

are handled automatically. More precisely, the minimization
problem in (4-9) can be reformulated as

(4-10)

where ,
, ,

,
, , , and

.
After discretizing the frequency variable , (4-10) can be
written as the following SOCP problem

(4-11)

where ; ; and

.

C. Example: Two-Channel PR FBs

In this example and the subsequent one in Section V, the fre-
quency variable in the band of interest was uniformly dis-
cretized into evenly spaced samples. The SOCP op-
timization was carried out using the SeDuMi Matlab Toolbox
[25] and it took less than a few seconds to obtain the solution
on a Pentium4 3.2 GHz personal computer.

As an illustration, the prototype FB used in the triplet FB
[3], [4] is considered. The corresponding lifting coefficients and
scaling constants are listed in the second column of Table I and
the frequency response is shown in Fig. 4(a). The target specifi-
cations are: 0.015 dB passband deviation, 30 dB stopband at-
tenuation and . From Fig. 4(a), should be chosen
as (and hence ) so as to satisfy the prescribed
passband and stopband ripples. In order for a linear-phase FIR
subfilter to satisfy (3-1), its filter length is chosen to be 104
according to (3-7). The frequency response of the transformed
FB using linear-phase FIR subfilter is shown in Fig. 4(b).

For purpose of comparison, a linear-phase FIR FRM-based
subfilter is also designed. To satisfy the given specifications
mentioned previously, the passband cutoff frequency and the
maximum ripple error of the FRM-based HBF are respec-
tively chosen as and 0.00785. The upsampling factor
and the lengths of and are determined to be 5, 43, and
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Fig. 4. Frequency responses of (a) prototype FB used in triplet FB [3], [4] and
(b) multi-plet FB using linear-phase FIR subfilter.

21, respectively. Note that the linear-phase FIR FRM-based sub-
filter has slightly higher group delay, but considerably lower im-
plementation complexity than its conventional counterpart de-
signed above. Fig. 5(a) shows the frequency response of the cor-
responding multi-plet FB.

To reduce the system delay, the model filter is chosen as a
low-delay FIR HBF with a group delay of 13 samples. The
corresponding frequency response is shown in Fig. 5(b). The
overall group delay of the FRM-based subfilter is now reduced
from 57.5 samples to 37.5 samples. Therefore, the system de-
lays of the analysis lowpass and highpass filters becomes respec-
tively 150 and 225 samples, as compared with 230 and 345 sam-
ples in the linear-phase case. It can also be seen from Fig. 5(c)
that the low-delay multi-plet FB is approximately linear-phase
in the passband with peak group delay errors of 0.48 samples
for , and 0.35 samples for . Table II summarizes
the design parameters and results of the example.

It should be noted that the arithmetic complexity of the low-
delay subfilters can further be reduced by employing FRM-based
allpass filters [15] and IIR filters [26]. Moreover, it is possible to
construct wavelet bases by imposing -regularity conditions to
FRM-based multi-plet FBs. These conditions are indeed equiv-
alent to imposing flatness constraints to the subfilter under the
SOCP framework. However, details are omitted due to page lim-
itation. Interested readers are referred to [7] for more details.

V. MULTI-LEVEL FRM-BASED SUBFILTER

For extremely narrow transition bandwidth, it is possible to
decompose in (3-10) to further reduce the implementa-

Fig. 5. (a) Frequency response of multi-plet FB using linear-phase FRM-based
subfilter. (b) Frequency and (c) group delay responses of multi-plet FB using
low-delay FRM-based subfilter.

tion complexity [17]. More precisely, (3-10) can be generalized
to

(5-1)

where the superscript implies the th level of FRM structure,
and is the number of decomposition. Given

the specifications of , the specifications of
and can be determined using (3-12) or (3-13). Similar
to the discussion in Section III, the total number of nonzero
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TABLE II
SUMMARY OF THE DESIGN EXAMPLE

� : Group delay of � ���.
� : Passband group delay error of � ���� � � �� �.
LP: Linear phase.
LD: Low delay.
* Effective length of FRM-based subfilter.

coefficients can be approximated as

(5-2)

and the optimal value of is given by

(5-3)

From (5-1), a -level FRM-based subfilter composes of
filters, namely and for . Here, we
propose to design the target filter starting from
followed by , , so that the design ap-
proach mentioned in Section IV can be similarly extended to
this case. For instance when , and are
first designed. Then is constructed using (5-1), and fi-
nally is designed given .

A. Example: 8-Channel PR FB

In this example, we shall consider the design of a
multi-channel uniform FB using the tree structure and the
proposed FRM-based multi-plet FB. Fig. 6 shows a two-stage
tree-structured analysis filter bank. One advantage of using
tree-structured FBs is that it avoids nonlinear constrained
optimizations with large number of variables. In addition, the
PR condition is structurally imposed to the final multi-channel
FB if the component two-channel FBs are PR FBs. Therefore,
the tree-structured FB serves as an attractive alternative for
designing uniform PR FBs with very large number of channels.
In this case, the savings of arithmetic complexity using FRM
technique would be more pronounced owing to less spacing
between consecutive channels. To obtain a regular transition
bandwidth in each channel, the transition bandwidth of
the two-channel FB at each stage should satisfy the following
conditions [27]:

(5-4)

where is the transition bandwidth of the analysis filter pair
at the th stage. As the transition bandwidth increases with the

Fig. 6. Two-stage tree-structured analysis FB.

Fig. 7. Frequency responses of prototype FB with symmetric response.

stage of the tree structure, the arithmetic complexity of the com-
ponent two-channel FBs decreases as the stage increases. There-
fore, FRM or multi-level FRM techniques are expected to be
very useful to the implementation of the component FBs at the
initial stages of the tree-structured FB. The overall increase in
system delay is also reasonable as their downsampling factors
are much smaller than those at the final stages.

For illustrative purpose, an 8-channel uniform FB is designed
by cascading three stages of two-channel multi-plet FBs. The
target passband derivation and stopband attenuation are

and 50 dB, respectively. The target transition band-
width is and therefore the required cutoff frequencies for
the three stages are respectively , and . As
discussed in [7], different combinations of prototype FBs and
subfilters can be employed to satisfy the given specification.
Fig. 7 shows another prototype FB, which is obtained from ex-
ample 1 in [7]. Table I summarizes the corresponding lifting
coefficients and scaling constants. The multi-plet FBs in the
first and second stages are realized using two-level FRM tech-
nique with , whereas the last one is realized
using one-level FRM technique with . The specifica-
tions and parameters of the subfilters at all stages are summa-
rized in Table III. Note that the number of levels and parameters
are chosen such that the lowest implementation complexity is
achieved at the expense of increased delay. Also, other design
options exist to satisfy the same specifications. The frequency
responses of the analysis filter pairs at the three stages and the
resulting 8-channel FB are shown in Fig. 8. The total number
of nonzero coefficients of the resulting 8-channel FB is 344,
which is about 45% of that designed without employing FRM
technique. Note that due to the narrow transition band of the
first analysis filter pair, more stages can be cascaded to realize
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Fig. 8. Design results of the 8-channel FRM-based FB. (a), (b), and (c) Frequency responses of the analysis filter pair at stages 1, 2, and 3, respectively. (d) Fre-
quency response of the 8-channel FB.

TABLE III
DESIGN PARAMETERS OF FRM-BASED SUBFILTERS IN THE 8-CHANNEL FB

� Effective length of FRM-based subfilter.

FBs with more number of channels. The above result suggests
that the proposed FRM-based approach is very effective in re-
ducing the arithmetic complexity of the sharp cutoff multi-plet

FBs. They are attractive in high-speed multirate applications in-
volving high frequency selectivity, such as the frequency ex-
cisers in DSSS systems [18]–[21], where arithmetic complexity
is an important concern.

VI. CONCLUSION

The design of two-channel multi-plet PR FBs using FRM
techniques is presented. By employing the subfilter derived by
FRM-based HBF in the lifting structure, very sharp cutoff PR
FBs can be realized with low implementation complexity. The
use of low-delay FIR FRM-based subfilters is also proposed to
further reduce the system delay of the sharp cutoff multi-plet
FBs.
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