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Time-dependent density-functional theory/localized density matrix method �TDDFT/LDM� was
developed to calculate the excited state energy, absorption spectrum and dynamic polarizability. In
the present work we generalize it to calculate the dynamic hyperpolarizabilities in both time and
frequency domains. We show that in the frequency domain the 2n+1 rule can be derived readily and
the dynamic hyperpolarizabilities are thus calculated efficiently. Although the time-domain TDDFT/
LDM is time consuming, its implementation is straightforward because the evaluation of the
derivatives of exchange-correlation potential with respect to electron density is avoided. Moreover,
the time-domain method can be used to simulate higher order response which is very difficult to be
calculated with the frequency-domain method. © 2007 American Institute of Physics.
�DOI: 10.1063/1.2746034�

I. INTRODUCTION

The nonlinear optical effects of molecules have impor-
tant application in optical-electronic devices. Some nonlinear
optical effects, such as the second harmonic generation
�SHG� or frequency doubling, the optical rectification �OR�,
and the electro-optic Pöckels effect �EOPE�, are the second-
order response of a molecule due to external electric fields
and are characterized by dynamic first hyperpolarizabilities.
In addition, many other properties such as the two-photon
absorption cross sections and the properties of the excited
states can also be determined through the poles of the dy-
namic first hyperpolarizabilities. Several theoretical methods
have been developed to calculate the dynamic
hyperpolarizabilities.1–5 Recently, time-dependent density-
functional theory6 �TDDFT� is formulated to calculate the
dynamic hyperpolarizability.7–13 TDDFT with local density
approximation14,15 �LDA� usually overestimates the absolute
value of hyperpolarizabilities,8,10 and this error increases
with the system size. However, with some specially devel-
oped exchange-correlation �XC� potentials such as the SAOP
potential,16 the exact-exchange potential,17 as well as the hy-
brid potential with long range correction,18 TDDFT yields
more accurate values for hyperpolarizabilities. Taking into
account the efficiency of DFT, this makes TDDFT an appeal-
ing method in the calculation of dynamic hyperpolarizabili-
ties. Up to now, all TDDFT calculations for the dynamic
hyperpolarizabilities are performed in frequency domain.

Localized density matrix �LDM� method is an O�N� den-
sity matrix based method19–21 and was developed to calculate
the excited state properties of very large systems. It has been
implemented at TDDFT level, and the resulting TDDFT/
LDM method was used to calculate the absorption spectra
and excited state energies.22–24 In the present work we gen-
eralize the TDDFT/LDM method to calculate dynamic hy-

perpolarizabilities. Two approaches are adopted. We may in-
tegrate the density matrix based time-dependent Kohn-Sham
�TDKS� equation in real time domain. This is a highly intui-
tive way to calculate the dynamic hyperpolarizabilities and is
easy to implement. In addition, higher order nonlinear re-
sponse can also be calculated in this way. Since the calcula-
tion of the derivative of XC potential with respect to the
electron potential is avoided, it allows the use of complicated
forms of XC potential such as orbital-dependent XC
functions25 and optimized effective potentials.26–28 Alterna-
tively we may start with the density matrix based time-
dependent Kohn-Sham equation and calculate dynamic hy-
perpolarizabilities in frequency domain following the works
of Furche,29 Tretiak and Mukamel,30 and Tretiak and
Chernyak.31 With this approach we show that it is straight-
forward to derive the 2n+1 rule32 which is used to calculate
the hyperpolarizabilites by avoiding the calculation of the
density matrix of the same order. The paper is organized as
follows. In Sec. II A we discuss the density matrix based
TDDFT in real time domain and the approaches to integrate
the equation of motion. The formulation for the second-order
density matrix in frequency domain with density matrix
based TDDFT as well as the 2n+1 rule to calculate the dy-
namic hyperpolarizabilities are discussed in Sec. II B. In Sec.
III, calculations for the dynamic hyperpolarizabilities of
some small molecules are reported for both approaches, and
the results are presented.

II. THEORY

A. Density matrix based TDDFT in real time domain

For a system initially at its ground state and perturbed by
a time-dependent external potential, the reduced single-
electron density matrix of this system within TDDFT satis-
fies the TDKS equation,6
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iṖ�t� = �F�t�,P�t�� , �1�

with initial condition P�t=0�= P0, where P�t� and F�t� are
density matrix and Fock matrix, respectively. Various meth-
ods have been proposed to solve this equation of motion.
Here we present only the most efficient methods according to
our experience: the exponential midpoint method
�EMM�,33,34 the Magnus method,34,35 and the Runge-Kutta
method in the interaction representation.36,37

In EMM P�t+�t� is calculated with the following equa-
tion:

P�t + �t� = e−iF�t+�t/2��tP�t�eiF�t+�t/2��t. �2�

To calculate F�t+�t /2�, the density matrix at t+�t /2 is de-
termined by

P�t + �t/2� = e−iF�t��t/2P�t�eiF�t��t/2. �3�

This is different from that proposed in Ref. 33. According to
our experience, this formulation is more stable. It can be seen
from Eqs. �2� and �3� that the Fock matrix has to be con-
structed twice in each time step, and the construction of the
Fock matrix is the most time-consuming part of computation.
e−iF�t can be calculated by diagonalizing the Fock matrix if
its dimension is not too large. Other methods have been
proposed34 to calculate e−iF�t efficiently without diagonaliz-
ing F.

In the Magnus method P�t+�t� is calculated based on

P�t + �t� = e−i��F�t1�+F�t2�/2+i��3�/12��t�F�t1�,F�t2���

�P�t�ei��F�t1�+F�t2�/2+i��3�/12��t�F�t1�,F�t2���, �4�

where t1,2= t+ �1/2��3/6��t. P�t1� and P�t2�, which are
needed to calculate F�t1� and F�t2�, are determined with the
following equation:

P�t1� = e−iF�t��t1−t�P�t�eiF�t��t1−t�,

�5�
P�t2� = e−iF�t1��t2−t1�P�t1�eiF�t1��t2−t1�.

It can be seen from Eqs. �4� and �5� that the Fock matrix
needs to be constructed three times in each time step.

To integrate Eq. �1� with the Runge-Kutta method, the
time step is decided by the largest absolute eigenvalue of the
Fock matrix. A much larger time step can be used by trans-
forming Eq. �1� to the interaction representation

iṖI�t� = �FI�t� − F0,PI�t�� , �6�

where PI�t�=e−iF0tP�t�e−iF0t, FI�t�=e−iF0tF�t�e−iF0t. F0 is usu-
ally chosen as the ground state Fock matrix. In addition, the
fifth-order Runge-Kutta method with adaptive time steps by
Cash and Karp can also be applied to solve Eq. �6�.36 Unlike
the EMM and the Magnus method, the idempotency condi-
tion of the density matrix is not assured automatically and
usually a small time step is required. The Fock matrix needs
to be built four times each step with the fourth-order Runge-
Kutta method and six times in the fifth-order Runge-Kutta
method. An advantage using the fourth-order Runge-Kutta
method in the interaction representation is that the exponen-
tial of the Fock matrix only needs to be calculated once due
to the even time step, while it has to be calculated at each

step in EMM and the Magnus method. This makes the
fourth-order Runge-Kutta method in the interaction represen-
tation a better candidate for large systems. However, if the
external field is very strong, the largest absolute eigenvalue
of FI�t�−F0 could still be very large and a small time step
has to be used to assure stable simulation. In this case, higher
efficiency may be achieved by choosing F0 properly.

The efficiency and accuracy of these three methods are
comparable because the most time-consuming step is the
construction of the Fock matrix. These methods are all low
order methods and very small time step has to be used to
obtain highly accurate solution of Eq. �1�. High order meth-
ods such as Chebyshev38 and Legendre39 methods can lead to
much higher accuracy and are more efficient if high accuracy
is required. However, if relatively low accuracy is desired,
these high order methods are too expensive.

The time-dependent first-order and second-order density
matrices can be obtained through a perturbation expansion of
Eq. �1�,

iṖ�1� = �F0,P�1�� + �h�1�,P0� , �7�

iṖ�2� = �F0,P�2�� + �h�2�,P0� + �h�1�,P�1�� , �8�

where h�1� and P�1� are the first-order Fock matrix and den-
sity matrix, respectively, and h�2� and P�2� are the second-
order Fock matrix and density matrix, respectively. The so-
lution for Eq. �7� has been discussed in our previous
work22–24 and the Chebyshev expansion method24,40,41 is
shown to be highly efficient and accurate to solve Eq. �7�
when the external perturbation is a � function in time. In
addition, dynamic polarizabilities at a large energy range can
be determined at the same time through the solution of Eq.
�7�. On the other hand, it is more expensive to evaluate hy-
perpolarizabilities via Eqs. �7� and �8� than via Eq. �1�.

The dynamic hyperpolarizabilities can be calculated via
Eq. �1� in the following way. When an electric field with a
certain frequency is turned on at t=0, the corresponding
time-dependent density matrix can be obtained by integrating
Eq. �1�, and the time-dependent dipole moment is thus deter-
mined. The dipole moment component with frequency that is
twice the input frequency corresponds to the first dynamic
hyperpolarizabilities. The dynamic hyperpolarizabilities due
to two different frequencies such as two wave mixing can
also be determined in a similar way. It should be noted that
the strength of the external field can be neither too weak to
discern the second-order response nor too strong to induce
higher order response. In addition, when the electric field is
turned on suddenly, nonadiabatic response could arise. To
avoid this, the electric field has to be turned on slowly. Fur-
thermore, it is not straightforward to extract the values of
individual spatial components of higher order hyperpolariz-
abilities with this time-domain method. To extract the
second-order response embedded in the time-dependent di-
pole moment, we adopt the filter diagonalization
method,42–44 which has been shown to be highly accurate in
spectral analysis.
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B. Density matrix based quadratic response TDDFT
in frequency domain

Following Ref. 29, the first-order and second-order
changes of the density matrix due to a perturbation with a
certain frequency satisfy

P0P�a� + P�a�P0 = P�a�, �9�

�aP�a� = �F0,P�a�� + �h�a�,P0� , �10�

P0P�ab� + P�ab�P0 + P�a�P�b� + P�b�P�a� = P�ab�, �11�

��a + �b�P�ab� = �F0,P�ab�� + �hab
�2�,P0� + �ha

�1�,P�b��

+ �hb
�1�,P�a�� , �12�

where �a ��b� is the frequency of external perturbation a �b�,
P0 and F0 are the ground state density matrix and Fock ma-
trix, respectively, P�a� and h�a� are the first-order change of
the density matrix and Fock matrix due to external perturba-
tion a, respectively, and P�ab� and h�ab� are the second-order
change of the density matrix and Fock matrix due to external
perturbations a and b, respectively. Equations �9� and �11�
are idempotency conditions for the first- and second-order
density matrices, respectively. The first-order Fock matrix
h�a� depends on P�a� and satisfies

h�a� = F�1��P�a�� + fa, �13�

where fa is the matrix of the external perturbation a, and
F�1��P� is the first-order change of the Fock matrix with re-
spect to density matrix change P and is calculated as follows:

�F�1��P��pq =� � �p�r1��q�r1�	 1


r1 − r2


+ � �Vxc�r1�
���r2�

�
�=�0

���r2�dr1dr2, �14�

where p ,q are indices for basis functions, �p and �q are basis
functions, VXC is the XC potential, �0 is the ground state
density, and ��r2� is the electron density corresponding to
density matrix P. Note that the adiabatic approximation6 for
the XC potential has been applied in Eq. �14�. The second-
order Fock matrix h�ab� can be determined by

h�ab� = F�1��P�ab�� + F�2��P�a�,P�b�� , �15�

where F�2��P1 , P2� is the second-order change of the Fock
matrix with respect to two density matrices P1 and P2 and it
reads

�F�2��P1,P2��pq

=� � � �p�r1��q�r1�

�� �2Vxc�r1�
���r2����r3�

�
�=�0

�1�r2��2�r3�dr1dr2dr3, �16�

where �1 and �2 are electron densities corresponding to den-
sity matrices P1 and P2, respectively. If P1 and P2 are the
same, there is a prefactor of 1 /2 in Eq. �16�. The above
equations are formulated in any orthogonormalized basis set

and we only deal with the canonical molecular orbital basis
in the following. P0 and F0 are diagonal in canonical mo-
lecular orbital basis. The occupied-occupied and virtual-
virtual parts of P�a� are zero according to Eq. �9� and the
virtual-occupied and occupied-virtual part of P�a� is decided
by Eq. �10�. Using Eq. �13�, Eq. �10� can be further written
as

�aP�a� − �F0,P�a�� − �F�1��P�a��,P0� = �fa,P0� . �17�

The linear response equation used to determine the first-
order change of density matrix in TDDFT can thus be ex-
pressed as

A B

B A
� PVO

�a�

�POV
�a� �+ � − �a1 0

0 − 1
� PVO

�a�

�POV
�a� �+ �

= −  fVO
a

�fOV
a �+ � . �18�

The matrices A and B are

Aai,bj = �ai,bj + Bai,bj, �ai,bj = ��a − �i��ab�ij , �19�

Bai,bj =� � �a�r1��i�r1�	 1


r1 − r2


+ � �Vxc�r1�
���r2�

�
�=�0

��b�r2�� j�r2�dr1dr2, �20�

where nonhybrid XC functionals are adopted. The excitation
energies can be determined by the poles of the first-order
density matrix as45,46

A B

B A
�Xn

Yn
� = �n1 0

0 − 1
�Xn

Yn
� , �21�

where Xn and �Yn�+ are the virtual-occupied and occupied-
virtual part of the transition density matrix for the excited
state n. Equation �18� is a set of linear equation and one can
use either the sum-over-state method by solving all the exci-
tation energies and transition density matrices in Eq. �21� or
an iteration method to solve it. In the sum-over-state expres-
sion, PVO

�a� and POV
�a� satisfy29

 PVO
�a�

�POV
�a� �+ � = �

n

Tr�fOV
a �Xn + Yn��
�a − �n

Xn

Yn
� , �22�

where the fact that fa is Hermitian has been used. In the
iteration method, the following iteration scheme is proved to
be very efficient:47,48

�PVO
�a� + �POV

�a� �+� = −
�

�2 − �a
2 �2fVO

a + 2B�PVO
�a� + �POV

�a� �+�� ,

�23�

where PVO
�a� and POV

�a� can be decided together with the follow-
ing relation:

PVO
�a� − �POV

�a� �+ = �a�−1�PVO
�a� + �POV

�a� �+� . �24�

When the first-order changes of density matrices P�a� and
P�b� are decided, the second-order change of density matrix
P�ab� can be determined by Eqs. �11� and �12�. The occupied-
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occupied and virtual-virtual part of P�ab� can be decided di-
rectly from the idempotency condition in Eq. �11�,

�P�ab��OO = − �P�a�P�b� + P�b�P�a��OO,

�25�
�P�ab��VV = �P�a�P�b� + P�b�P�a��VV.

The virtual-occupied and occupied-virtual part of P�ab� can
be decided by Eq. �12�. Using the fact that F�1��P� depends
linearly on P, we have the following equation:

��a + �b�POV
�ab� − �F0,POV

�ab��OV − �F�1��POV
�ab� + PVO

�ab��,P0�OV

= ��ha,P�b�� + �hb,P�a�� + �F�2��P�a�,P�b��,P0�

+ �F�1��POO
�ab� + PVV

�ab��,P0��OV, �26�

for the occupied-virtual part of P�ab�, and the virtual-
occupied part satisfies a similar equation. One can see that
Eq. �26� has exactly the same structure as Eq. �17� for
PVO,OV

�ab� , and it can be written in the form of Eq. �18� as

A B

B A
� PVO

�ab�

�POV
�ab��+ � − ��a + �b�1 0

0 − 1
� PVO

�ab�

�POV
�ab��+ �

=  − QVO

�QOV�+ � , �27�

where QVO and QOV are virtual-occupied and occupied-
virtual parts of the right hand side of Eq. �26�. Similar to the
linear response equation, POV

�ab� or PVO
�ab� can be decided either

through the sum-over-state method or through the iteration
method. In the sum-over-state method, we have

 PVO
�ab�

�POV
�ab��+ � = �

n

�Tr�QVO
+ Xn − QOVYn��

��a + �b� − �n
Xn

Yn
� . �28�

Within the iteration method, we have the following scheme:

�PVO
ab + �POV

ab �+� = −
�

�2 − ��a + �b�2��QVO − QOV
+ �

+ 2B�X�a� + Y�a�� +
��a + �b�

�

��QVO + QOV
+ �� , �29�

where PVO
�ab� and POV

�ab� can be decided together with

�PVO
ab − �POV

ab �+� =
�a + �b

�
�PVO

ab + �POV
ab �+�

−
1

�
�QVO + QOV

+ � . �30�

The dynamic polarizabilities and hyperpolarizabilities
can be calculated when the first-order and second-order den-
sity matrices due to external electric field are determined.
The dynamic polarizability 	ba�−�a ;�a� can be calculated
through the first-order density matrix,

	ba�− �a;�a� = Tr�
bP�a�� = Tr�
OV
b �PVO

�a� + �POV
a �+�� ,

�31�

where 
b is the dipole moment matrix along the b direction,
and P�a� is the first-order density matrix due to an electric
field along the a direction with frequency �a. Similarly, the
dynamic hyperpolarizabilities can be calculated through the
second-order density matrix,

�cab�− ��a + �b�;�a,�b�

= Tr�
cP�ab��

= Tr�
OV
c �PVO

�ab� + �POV
ab �+�� + Tr�
OO

c POO
�ab��

�+ Tr�
VV
c PVV

�ab�� . �32�

Using Eq. �28�, we have the following equation for the first
term on the right hand side of Eq. �32�:

Tr�
OV
c �PVO

�ab� + �POV
ab �+��

= �
n

Tr�QVO
+ Xn − QOVYn�Tr�
OV

c Xn + 
VO
c Yn�

��a + �b� − �n

= Tr�QVO
+ PVO

�c� − QOV�POV
�c� �+� , �33�

where the sum-over-state expression for P�c� due to an exter-
nal field along the c direction with frequency �a+�b has
been used. It can be seen that with Eq. �33�, the second-order
change of density matrix is actually not needed to calculate
dynamic hyperpolarizabilities. This is the dynamic hyperpo-
larizability expression with the 2n+1 rule. Using Eqs. �25�,
�26�, �32�, and �33�, we can reach the following expression
for the dynamic hyperpolarizability based on the 2n+1 rule:

�abc��a;�b,�c� = Tr	 �
permutation

over a,b,c

POV
�a� hVV

b PVO
�c� �

− Tr	 �
permutation

over a,b,c

PVO
�a� hOO

b POV
�c� �

+ gXC���a�,��b�,��c�� , �34�

where gXC satisfy

gXC���a�,��b�,��c�� =� � � ��a��r1���b��r2���c��r3�

�
�3EXC

���r1����r2����r3�
dr1dr2dr3,

�35�

where ��a�, ��b�, and ��c� are the first-order change of electron
density, and �a, �b, and �a satisfy �a+�b+�c=0. To obtain
Eq. �34�, the following relations have been used:

P�a���a� = �P�a��− �a��+,

�36�
F�1��P�a���a�� = F�1��P�a��− �a�� ,

Tr��PVO
�a� �+FVO

�1� �POO
�bc�� + �POV

�a� �+FOV
�1� �POO

�bc���

= Tr�POO
�bc�FOO

�1� �P�a��� , �37�
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Tr��PVO
�a� �+FVO

�1� �PVV
�bc�� + �POV

�a� �+FOV
�1� �PVV

�bc���

= Tr�PVV
�bc�FVV

�1��P�a��� . �38�

Using Eqs. �22� and �34�, a sum-over-state expression for the
dynamic hyperpolarizabilities similar to that in Ref. 31 can
be also reached.

It can be seen that the above derivation is much simple
than proposed before.7,32 Similar strategy can be used to ob-
tain the 2n+1 expression for third-order response properties.
It is worth noting that the second-order change of the density
matrix itself cannot be obtained through the 2n+1 rule, in-
stead, only the second-order response properties can be
achieved through the 2n+1 rule. The two-photon absorption
�TPA� cross section can be determined by the poles of dy-
namic hyperpolarizability49,50 as

lim
2�→�n

�2� − �n��abc�− 2�;�,�� = − �bc��n��n

a
0� ,

�39�

and the TPA cross section can be obtained based on Eq. �34�
as the following relation:

�ab��n� = − Tr�POV
�a� �hVV

b Yn + hVV
n PVO

�b� � + POV
�b� �hVV

a Yn

+ hVV
n PVO

�a� � + Xn
+�hVV

a PVO
�b� + hVV

b PVO
�a� �� + Tr�PVO

�a�

��hOO
b Xn

+ + hOO
n POV

�b� � + PVO
�b� �hOO

a Xn
+ + hOO

n POV
�a� �

+ Yn�hOO
a POV

�b� + hOO
b POV

�a� �� − gXC���a�,��b�,�n� ,

�40�

where the frequency for a and b is �n /2, hn=F�1��P�n��, and
P�n� and �n are the transition density matrix and transition
density for the state n. The dipole transition between two
excited states m and n can also be decided by the poles of the
dynamic hyperpolarizability:

lim
�b→−�m

lim
�c→�n

��b + �m���c − �n��abc�− ��a + �b�;�b,�c�

= − �m

a − da
n��n

c
0��0

b
m� . �41�

The transition dipole between two excited states thus reads

�m

a − da
n� = − Tr�POV
�a� �hVV

m Xn + hVV
n Ym� + Yn

+�hVV
a Ym

+ hVV
m PVO

�a� � + Xm
+ �hVV

a Xn + hVV
n PVO

�a� ��

+ Tr�PVO
�a� �hOO

m Yn + hOO
n Xm� + Xn�hOO

a Xm
+

+ hOO
m POV

�a� � + Ym�hOO
a Yn

+ + hVV
n PVO

�a� ��

− gXC���a�,�m,�n� , �42�

where the frequency for a is �m−�n, and da is the ground
state dipole moment of the a direction. In fact, the matrix
element of any one-electron operator between two different
excited states can also be calculated with the second-order
density matrix using Eqs. �25� and �26� with the following
ingredients:

PVO
�a� = Ym, POV

�a� = Xm
+ , PVO

�b� = Xn, POV
�b� = Yn

+,

�43�
ha = F�1��P�a��, hb = F�1��P�b�� ,

�m
Â
n� = Tr�P�ab�A� . �44�

A particularly interesting case is the nonadiabatic �NA� cou-

pling terms, where Â is the derivative of Hamiltonian with
respect to nuclei coordinate. The NA terms between excited
state and the ground state have been proposed in Refs. 37
and 51. Here the NA terms among excited states can also be
decided using the above formula. When the basis functions
do not depend on the nuclei coordinates, Eq. �44� can be
used directly to decide the NA terms. On the other hand,
additional terms that are related to the derivatives of basis
functions with respect to nuclear coordinates arise. When m
and n are the same state, this second-order density matrix is
just the difference between the excited state density matrix
and the ground state density matrix, and excited state prop-
erties such as excited state dipole moment can thus be cal-
culated from this excited state density matrix.52

III. COMPUTATIONAL DETAILS AND RESULTS

The solution of Eq. �1� using EMM, Magnus, fourth-
order Runge-Kutta, or Runge-Kutta method with adaptive
time steps in the interaction representation as well as the
calculation of dynamic polarizabilities and hyperpolarizabili-
ties using the above mentioned approaches are implemented
in LODESTAR program package.53 In the following calcula-
tions, fourth-order Runge-Kutta method is used to solve Eq.
�1� unless mentioned explicitly. LDA and adiabatic local
density approximation are used for ground state and time-
dependent exchange-correlation potentials.

A. Time-dependent dipole moment and dynamic
polarizabilities for C2H4

We calculate the time-dependent dipole moment along
the C–C direction for C2H4 due to an external electric field
along the same direction, and the external field is a � func-
tion in the time domain. When the external electric field is
very weak, the time-dependent dipole moment should agree
very well with the linear response results based on Eq. �7�,
which is determined using the Chebyshev method with high
accuracy. 6-13G basis set and a time step of 0.01 fs are
adopted in the calculation. The time-dependent dipole mo-
ments due to the external fields of 0.05 and 0.5 eV/bohr by
Eqs. �1� and �7� are plotted in Fig. 1. It can be seen that the
time-dependent dipole moment calculated by Eq. �1� agrees
very well with that calculated by Eq. �7� for the weak field
case. For the strong field case, significant difference arises
due to high order effects, as shown in Fig. 1. With Eq. �1� or
�7�, it is possible to calculate the dynamic polarizabilities
over large energy range by taking Fourier transformation of
the induced dipole moment. To obtain the dynamic polariz-
abilities from the time-dependent dipole moment, a total
propagation time of 70 fs is applied for solving Eq. �7� and a
dephasing of 0.1 eV is adopted in the Fourier transformation.
This dephasing corresponds to an imaginary part of 0.1 eV in
the frequency. In addition, the error of the dynamic polariz-
abilities according to the time-domain method is of order
e−T, where  is the dephasing factor and T is the total
propagation time. The calculated real and imaginary parts of

244102-5 TDDF for dynamic hyperpolarizability J. Chem. Phys. 126, 244102 �2007�

Downloaded 13 Oct 2008 to 147.8.17.95. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



the dynamic polarizabilities through time-domain and fre-
quency domain TDDFTs are plotted in Fig. 2. It can be seen
from this figure that dynamic polarizabilities from time-
domain and frequency-domain TDDFTs agrees very well
with each other. Time-domain TDDFT is more efficient in
the calculation of dynamic polarizabilities than the
frequency-domain TDDFT. This is because in the frequency
domain, the dynamic polarizabilities have to be calculated
one frequency at each time, while all the frequencies in an
energy range can be calculated at the same time within the
time-domain TDDFT.

B. Dynamic hyperpolarizabilities

To calculate dynamic hyperpolarizabilities using time-
domain TDDFT, we have to calculate them one frequency at
a time. In the calculations, a time-dependent electric field is
applied as in Ref. 54 in the following form:

E�t� = 	�Er�t sin �t�/�2n�� , 0 � t � 2n�/�

Er sin �t , t � 2n�/� .
� �45�

From Eq. �45�, the electric field is fully turned on at the end
of the nth cycle. This is to reduce the nonadiabatic effect. In
the calculations for dynamic hyperpolarizabilities, n is set to

1. An electric field of 0.1 eV/bohr is applied to calculate the
dynamic hyperpolarizabilities. The time-dependent dipole
moment of C2H4 along the C–C direction due to this electric
field described by Eq. �45� and the electric field with a sud-
den switch on is plotted in Fig. 3 together with the external
field. It can be seen clearly from this figure that significant
nonadiabatic effects arise if the electric field is turned on
abruptly due to the excitation of the electron to excited
states. On the other hand, the time-dependent dipole moment
follows closely with the external field if the external field is
turned on slowly as in Eq. �45�. The external field contains
both � and −� frequency components and the hyperpolariz-
abilities by definition should correspond to the strength of
the components with frequency 2� and zero embedded in the
time-dependent dipole moment. The strength of the 2� is
related to the SHG and the strength of zero frequency is
related to the OR parameters. Another dynamic second hy-
perpolarizability, the EOPE, is actually the same as the OR
parameters according to Eq. �34�. It can be seen from the
above analysis that the dynamic hyperpolarizabilities �abb

can be calculated through time-domain TDDFT by applying
an electric field along the b direction. To calculate �abc, we

FIG. 1. The time-dependent dipole moment of C2H4 due to external electric
field �dashed line: results due to time-domain TDDFT; solid line: results
based on linear response time-domain TDDFT�. �a� Field strength of
0.05 eV/bohr and �b� field strength 0.5 eV/bohr. FIG. 2. The real and imaginary parts of the dynamic polarizabilities of C2H4

�dashed line: results due to time-domain TDDFT; solid line: results based on
frequency-domain TDDFT�.
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need to apply two electric fields, one along the b direction
and the other along the c direction. The strength of the com-
ponent with frequency 2� in the time-dependent dipole mo-
ment along the a direction is thus the summation of �abb,
�acc, and �abc, and �abc can thus be determined. In the fol-
lowing we calculate the SHG and OR of CO, HF, HCl, and

LiF with time-domain TDDFT and frequency-domain TD-
DFT based on Eq. �34�. In the calculations, d-aug-ccpVTZ
basis55,56 is used. To achieve high accuracy for dynamic hy-
perpolarizabilities in time-domain TDDFT, a time-step of
0.001 fs and a total propagation time of 35 fs are used. The
bond length used for these atoms is taken from Ref. 57:

FIG. 3. The time-dependent dipole moment of C2H4 as well as the external electric field. �a� and �c� are the external electric fields, and �b� and �d� are
corresponding time-dependent dipole moments.
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1.1283 Å for CO, 1.563 86 Å for LiF, 0.917 Å for HF, and
1.2746 Å for HCl. The dynamic hyperpolarizabilities are cal-
culated at the frequencies of 1.1653, 1.785, and 1.9593 eV.
The calculated dynamic SHGs are listed in Table I and ORs
are listed in Table II. It can be seen from the table that the
dynamic hyperpolarizabilities calculated with time-domain
TDDFT and frequency-domain TDDFT agree quite well with

each other in most cases. The accuracy of the time-domain
method relies also on the error of the spectra analysis. The
difference is a little larger for LiF than for other molecules.
This is because the hyperpolarizabilities of LiF are pretty
large so that higher order effects have some contributions to
the second-order signal. To achieve better results, a weaker
electric field should be applied. The difference between the

TABLE I. The dynamic SHGs for CO, HF, HCl, and LiF �unit: a.u.�.

�=1.1653 eV �=1.785 eV �=1.9593 eV

Time
domain

Freq.
domain

Ref.
57

Time
domain

Freq.
domain

Ref.
57

Time
domain

Freq.
domain

Ref.
57

CO
�zzz 36.04 35.98 35.99 39.74 39.64 39.65 41.21 41.10 41.09
�zxx 9.63 9.61 9.79 11.32 11.30 11.50 12.02 11.99 12.20
�xzx 9.30 9.23 9.41 10.45 10.34 10.55 10.93 10.81 11.02

HF
�zzz −11.01 −11.00 −11.15 −11.75 −11.74 −11.88 −12.03 −12.02 −12.16
�zxx −2.204 −2.200 −2.41 −2.369 −2.364 −2.58 −2.433 −2.426 −2.65
�xzx −2.385 −2.371 −2.56 −2.870 −2.849 −3.03 −3.079 −3.053 −3.23

HCl
�zzz −15.08 −15.04 −16.67 −16.73 −16.67 −18.46 −17.39 −17.32 −19.17
�zxx −2.349 −2.336 −2.31 −2.740 −2.716 −2.65 −2.919 −2.876 −2.80
�xzx −2.824 −2.773 −2.76 −4.222 −4.132 −4.10 −4.990 −4.813 −4.78

LiF
�zzz −55.67 −55.38 −57.36 −73.07 −72.81 −75.11 −82.91 −81.66 −84.07
�zxx −70.51 −69.93 −69.07 −94.31 −95.34 −94.32 −108.5 −108.2 −107.06
�xzx −82.85 −79.80 −78.85 −144.9 −147.3 −145.6 −108.5 −200.0 −197.3

TABLE II. The dynamic ORs for CO, HF, HCl, and LiF �unit: a.u.�.

�=1.1653 eV �=1.785 eV �=1.9593 eV

Time
domain

Freq.
domain

Time
domain

Freq.
domain

Ref.
8

Time
domain

Freq.
domain

CO
�zzz 34.39 34.36 35.47 35.43 35.85 35.83
�zxx 8.74 8.72 8.98 8.97 9.09 9.06
�xzx 8.89 8.84 9.36 9.27 9.46 9.43
�� 31.24 31.18 32.36 32.29 32.3 32.71 32.67

HF
�zzz −10.66 −10.66 −10.89 −10.89 −10.98 −10.97
�zxx −2.20 −2.19 −2.35 −2.35 −2.42 −2.41
�xzx −2.14 −2.14 −2.24 −2.22 −2.27 −2.25
�� −8.99 −8.98 −9.27 −9.25 −9.68 −9.37 −9.35

HCl
�zzz −14.28 −14.32 −14.77 −14.80 −14.90 −14.98
�zxx −2.34 −2.35 −2.67 −2.72 −2.81 −2.87
�xzx −2.48 −2.22 −2.40 −2.39 −2.48 −2.46
�� −11.49 −11.31 −11.85 −11.88 −12.05 −12.10

LiF
�zzz −49.31 −49.22 −53.67 −53.23 −55.30 −54.80
�zxx −64.64 −64.28 −77.04 −76.15 −83.96 −81.25
�xzx −63.01 −61.85 −71.43 −69.06 −75.36 −71.97
�� −105.8 −104.7 −120.2 −117.6 −127.1 −123.0
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present results and those of Ref. 57 is mainly due to the
differences in the basis set, implementations, and computa-
tional details.

The computational effort of time-domain TDDFT is
much larger than that of frequency-domain TDDFT for the
calculation of dynamic hyperpolarizabilities. However, the
time-domain TDDFT is much easier in implementation than
the frequency-domain TDDFT because the calculation of the
derivatives of XC potential with respect to the electron den-
sity is not required. The time-domain TDDFT can be used to
calibrate the implementation of the frequency-domain TD-
DFT. Furthermore, higher order dynamic hyperpolarizabili-
ties can also be obtained using the time-domain TDDFT. To
show this, we solve Eq. �1� for Be atom with a DZVP
basis.58 The electric field has a strength of 10 eV/bohr and a
frequency of 0.5 eV. To avoid the nonadiabatic effects, the
external field is fully turned on at the end of the third cycle.
To achieve high accuracy, Eq. �1� is solved using the fifth-
order Runge-Kutta method with a time step of 0.5�10−3 fs
and a total propagation propagation time of 100 fs. The Fou-
rier transformation on the time-dependent dipole moment
with a 0.04 eV dephasing is plotted in Fig. 4. The peaks at
1.5 2.5, 3.5, and 4.5 eV are significant from this figure.
These peaks correspond to the third, fifth, seventh, and ninth
harmonic generations, respectively. It is very difficult to es-
timate higher harmonic generations than the third in fre-
quency domain using perturbation method. However, with
time-domain TDDFT this can be done readily. Recently,
similar techniques were used to calculate the high harmonic
generations in real time domain.59–61

IV. CONCLUSION

In the present work we developed density matrix based
TDDFT method in both real time domain and frequency do-
main to calculate the dynamic hyperpolarizabilities. In real
time domain, the TDKS equation is solved for the time-
dependent density matrix. If the external field is weak, the
dynamic polarizabilities in the entire frequency range can

readily be obtained. With a time-dependent external electric
field oscillating at a certain frequency �, the dynamic first
hyperpolarizability correspond to the 2� component of time-
dependent dipole moment. Dynamic hyperpolarizabilities
due to two different frequencies can be calculated similarly.
To obtain accurate dynamic hyperpolarizabilities, we find
that the strength of the external field should be neither too
strong for it results in significant higher order effects nor too
weak for the resulting signals are too weak to be identified.
Furthermore, this external field should be turned on slowly to
prevent the nonadiabatic effects. The expression for the cal-
culation of dynamic hyperpolarizabilities in frequency do-
main is proposed within the density matrix based TDDFT,
and the 2n+1 rule for the first hyperpolarizability is easily
derived. Similar strategy can also be applied to derive the
expression for the higher hyperpolarizabilities. The expres-
sions for the TPA cross section and the transition dipole mo-
ment between excited states based on the 2n+1 rule are also
presented.

The calculated dynamic hyperpolarizabilities based on
these two methods are shown to agree very well with each
other. The time-domain calculation is more time consuming
and not straightforward in the calculation of individual spa-
tial components of higher order hyperpolarizabilities. The
frequency-domain method is thus recommended for routine
calculations of dynamic hyperpolarizabilities. On the other
hand, the time-domain method is easy to implement and can
be used to calibrate the implementation of the frequency-
domain method. Besides the second-order properties, the
time-domain TDDFT method can be easily adopted to calcu-
late much higher order properties which are very difficult to
calculate in the frequency domain. The derivatives of the XC
potential with respect to electron density are not evaluated
explicitly in the time-domain method, and this facilitates its
application to much more complicated forms of the XC po-
tential. Furthermore, the calculation of hyperpolarizabilities
in frequency domain relies on a perturbation expansion due
to external perturbation and this expansion fails at resonant
frequencies. On the other hand, the time-domain formulation
is free from such difficulties. It is worth noting that the
present method can also be applied to calculate dynamic hy-
perpolarizabilities within TDHF in both real time domain
and frequency domain except that Eqs. �23� and �29� cannot
be used since the matrices A and B in Eqs. �18� and �27� do
not have the simple relation such as Eq. �19�. In addition, for
TDHF the high order derivatives of the exchange potential
are not needed, and this facilitates its implementation in fre-
quency domain.
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