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Adaptive Packet Scheduling in Cellular CDMA

Lei Zhuge
Department of Mathematics
Untversity of Southern California
Los Angeles. CA 90089
Email: lzhuge(@usc.edu

Yaxin Cao

Abstraci— An adaptive packet scheduling algorithm for cellu-
lar CDMA systems is proposed. The algorithm guarantees packet
deadline and average data rate under the assumption of perfect
power control. Channel condition is also considered to reduce
the transmission power.

[. INTRODUCTION

Packet data services have been proposed for next generation
mobile communication systems [1]. Some people have even
mentioned all-IP wireless networks [2]. A typical problem
used to be studied in wired networks — packet scheduling
— has thus drawn much attention from wireless network
researchers [3]. Compared with wired networks, wireless
networks have several exclusive characteristics such as error-
prone channel {with possibly bursty errors), varying channel
capacity. and user mobility, etc. These issues must be handled
properly when we design wireless packet scheduling algo-
rithms.

Besides general wireless system characteristics, direct se-
quence code division multiple access (DS-CDMA) has a few
specialties for the packet scheduling problem. Since in such
systems several channels can be scheduled for simultaneous
wransmission, those packet scheduling algorithms designed for
THMA-based single-server systems (e. g. [4], [5]) are gener-
ally not applicable. On the other hand, varable service rates
pravided by multi-code CDMA [6] can be used to increase
fexibility in packet scheduling. Furthermore, the fast closed-
loop power control cnables the base station to gather fairly
good estimates of the channel condition, which facilitates the
design of packet scheduling algorithms with channel status
AWAICNICSS.

In existing work on CDMA packet scheduling, [7] and (8]
both designed slot-based algorithms, where a CDMA frame is
divided into multiple slots for transmitting data and control
packets to/from different users. While slotted-CDMA may
achieve higher capacity from reducing intra-cell interference,
it requires smart slot assignment aigorithm (which is usually
very difficult to design} and fundamental meodifications of
frame structure and media access control (MAC) protocol from
the existing CDMA proposals.

In (9] packets are scheduled according to their calculated
prioritics and the system resource constraints. The priority of
a packet is defined as inversely proportional to the remaining
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time before the packet expires. Cur algorithm being proposed
has a similar strategy to'{9] in the sense that the CDMA frame
structure and MAC protocol are maintained, and priority-based
scheduling is performed. However. our packet scheduling
algorithm is adaptive to not only the packet delay deadline
required by the application, but also the deviation of data rate
from its target value and the channel status variations. In the
CDMA scenario the channel status is more coupled with power
consumption than packet loss, unlike TDMA, which is not yet
considered by any of the CDMA packet scheduling methods.
In addition, our algorithm works with realistic channel model
instead of the simple two-state model used in the majority of
TDMA packet scheduling methods (if at all they consider the
issue). We will discuss the relations between packet scheduling
and flow admission control as well.

In the next section we review the capacity constraints and
packet transmission scenarios in cellular CDMA  systems,
including a few assumptions, for the following discussions an
packet scheduling. The adaptive packet scheduling algorithm
is presented in section 111, where the relations between flow
admission and packet scheduling are also discussed. We give
some numerical examples of our algorithm in section 1V, and
conclude the paper in section V.

It. CDMA SYSTEM RELATED [SSUES

A. Capacity Constraints

In CDMA all streaming service {e. g. voice) and packet
data service users share the same spectrum. In this paper we
assume streaming services always have the highest priority and
are one hundred percent guaranteed (i. €. no loss), and thus we
have variable amount of remaining resource to be allocated by
the packet scheduling algorithm for packet data users. (Note
that our algorithm can be applied to all-packet-data systems as
well.) The uplink (from mobile user to basc station) capacity
of a CDMA system is limited by the total interference power in
the system, while in the downlink (from base station to mobile
user) it is the maximum base station power that limits the
system capacity. For convenience i this paper we consider a
single-cell system (i. e. other-cell interference is not inctuded).

For either uplink or downlink, we have found a capacity
constraint relating the data rate R; and the received bit encrgy
to interference density ratio (BIR) v = 25 of all user i
to the system channel bandwidth W, where 'S I;, and R; are
received signal power, interference power, and data rate of user
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r. respectively, The BIR v, is a quality of service index and
determined by the bit error rate requirement.

Specifically [10], [11], for the uplink of a single-cell system,
the capacity constraint is

N
Y G Wl - (1)
i=1

where & is the number of users in the cell, » 1s the noise to

interference density ratio (a quantity for the intclrfercnce limit),

and O = Ryv;, or C; = ;ﬁ + WTLTH)] 15 called the
virnal bandwidith consumed by user i. The difference between
the two cxpressions of C; is: The simpler expression is an
approximation where the total received signal power from all
users is counted as the interference power, while the more
complicuted expression has excluded the desired user signal
power from the interference power.

The capacity constraint for the downlink of a single-cell

CDMA system 15
N

, Wi -5
;Cv' < W’ (2)

where 3 is the fraction of the maximum base station power
reserved for control purposes (synchronization, paging, pilot,
cte.), f, or the orthogonality fictor is the fraction of interfer-
ence (at the user side) cancelled by the downlir;k orthogonal
w| - The reason
for our having two cxpressions for C, is exactly the same as
in the uplink.

Since the different C; expressions only slightly change the
capacity calculation, but do not affect the packet scheduling
algorithm, for simplicity we just usc the simpler version C; =
Ry~ in this paper for both uplink and downlimk.

codes. and C; = Ry, or C; = [R—l{ + 2

B, Pucker Transmission Scenarios

In the existing CDMA proposals data packets are transmit-
ted in fixed-length frames (e. g. 10 ms). In general cases user
transmission rates are variable, and thus the packet scheduling
problem becomes transmission rate assignment problem (in
the fixed-length frames) for the users requiring data services.
Variable transmission rates can be realized by the multi-code
CDMA scheme [6]. where multiple packets from a user are
transmitted at the same time on associated code channets.

In order for the base station to perform the packet schedul-
Ing or transmission rate assignment, the users need to send
requests before data transmission. Sending the request for
each data packet is inefficient. However (as in [7]), it is
reasonablc to assume that packets arrive in batches (bursts),
and all the packets in a batch have the same delay deadtine.
Note that thc packet delay deadlinc in this paper is not
directly assoctated with the data rvate, but is determined by
the application requirement. A user sends to the base station
a burst trunsmission request for all the packets in the burst.
This request should include the amount of data (e. g. number
of bits} m the burst and the delay deadline of the burst.

The base station needs to maintain 2 request queue for
each user who has sent a burst transmission request. Prior to
cach frame time, the base station performs packet scheduling
algorithm for the head-of-line burst transmission requests of
all request queues, and assigns the data rare of transmission
from each user in the next frame. From section 11-A we know
that when the required receiving BIR -y, is given for each user,
the cell capacity is actually a constraint on the transmission
data vate R; from each user, and thus it is a rate assignment
problem.

Besides the issues of packet delay deadline and cell capacity,
the packet scheduling algorithm may also need to control the
average data rate from the user, and consider the channel
status of each user {to avoid two much transmission power
from the user with a bad channel). In the next section we
propose a packet scheduling algorithm taking all these issues
into consideration.

The downlink scenario is a little simpler since the base
station has all the knowledge of the data to be transmitted.
However, the base station may ask a user to report the
pilot strength measurement before transmitting data to it in
order for the base station to estimate the channel status and
determine the transmission power. Assume the base station
knows the delay allowed for transmitting each packet on this
last hop to the receiver (from the delay information tagged
on the packet, for example). The downlink packet scheduling
algorithm should be very simtilar to the uplink one.

[{I. ADAPTIVE PACKET SCHEDULING ALGORITHM

Since the uplink and downlink have similar capacity expres-
sions (eq. (1) and (2)) and packet scheduling procedures, we
use uplink in presenting our packet scheduling algorithm.

Here is the overview of the algorithm: First a priority is
calcutated for the packets in the head-of-hine bursts of each
request queue according to their delay deadline and the data
rate lag (will be defined) of each user. Then based on its
channel status, the cell capacity, and also the data rate lag,
a transmission rate for the next frame is assigned to each user
following the order of their packet priorities.

A. Priority Calculation

The priority of each packet consists of two parts: delay
guarantee priority and lug adjustment priority.

A packet with closer deadline should have a higher priority
of transmission to avoid its toss due to expiration. Let ¢ be
the current time, a be the packet arrival time, and d be the
maximum delay of the packet before expiration, the time-fo-
live of the packet is defined to be

b atdot 3)
Ty
where T’y is the frame time. In the request queue at the base
station, the packet arrival time is approximated by the arrival
time of the request so the time of generating and transmitting
the request is ignored. (In the downlink we can have accurate
packet arrival time.)
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By its definition ¢ is actually the remaining time of the
packet in the unit of frame time. The defay guarantee priority
is thus chosen to be inversely propostional to #;.

On the other hand. a user with larger lag on the avcrage
data rate should have higher transmission priority, so that it
can cventually reach the target data rate. Assume that the
target dara rate and BIR have been agresd on between the
user and the base station during the flow admission phase at
the beginning of their communication (see section I1-C for
details). The data rate lag is defined as the difference between
the target data rate R* and the average data rate R from the
beginning of the flow until the current time, or AR = R*— R,

If AR < 0 which means the user has received more service
than it needs up to now, its priority in the lag adjustment part
should have negative value so that it gives the transmission
opportunity to users with positive lags. Also the lag adjustment
priority should be related to the normalized lag with respect
to the target data rate.

We design the lag adjnstment priority as {far each user)

AR
Briag = [,!-R* — !A]:”:

where i 1§ the maximum allowed deviation of the average data
rate from the target valuc. Note that p, ., has the same sign
as AR, and i1s absolute value increases faster when the data
ratc deviation |AR| gets closer to its limit 4 R* (can be seen
from the first derivative of p,_ja0). In case |AR| > ul¥*, just
set ARl = uR* in the calculation so that p, g, goes to oo
or —=¢ depending on the sign of AR. (In implementation we
need to specify a big but finite number for co.)

Lag adjustment is also the way to achieving fairness among
the users. We regard a user as fairly serviced if its target data
ratc and quality of service (BIR) are guaranteed on the average.
If assuming perfect power control or the average received BIR
is kepl at its target value, fairness is achieved when the average
data rate of each user reaches its target data rate.

Combining the delay guarantee priority and lag adjustment
prionty. the averall packet transmission priority is calculated
ay

AR < pR ()

— 3 +f—l — A__aé._H— + _j—-f__.
P = U ay = ,LlR;‘ — EARE a+d ¢’ (5)
AR € uR°

where the coefficient o is configured to achieve a compromise
between the lag adjustment and delay guarantee, or user
fairness and data loss. Note that at a certain time all the packets
in a head-of-line burst must have the same priority, since the
delay deadline and data rate deviation are the same for all of
them. so they can be all transmitted at a time if enough data
rate is assigned 1o the corresponding user.

B. Transmission Rate Assignment

Duc to power control, the transmission power from a
user is proportional to the channel degradation, or inversely
proportional to the fading-times-shadowing envelope given the
path loss. When channel status is unfavorabie, the user needs

large transmission power to combat fading and shadowing. If
even the maximum power in the user device can not satisfy
the transmission requirement, the transmitted packet will be
received at a low BIR and thus a high probability of error, The
packet scheduling algorithm, therefore, should take the channel
status into consideration, and lower the user transmission
power as much as possible.

For simplicity, in this paper we assume perfect power
control which means the received BIR +y; averaged over every
frame is kept at the required value for cach user. In our
scheduling algorithm, when the channel degradation of a user
is too scrious {exceeding a predefined threshoid), the user
will not be allowed to transmut in the next frame, and the
opportunity is given to other users with better channels. In
this way the average transmission power from a user and the
total transmission power from all uscrs can both be reduced.
The channel degradation threshold should be set such that it
takes effect before the maximum power in the user device
is reached. After all thesc considerations we can assume that
packets are always received with the desired quality.

The user transmission power, which is proportional to the
channel degradation, is ecqual to the transmission bit cnergy
times the data rate. Therefore, to avoid large transmission
power when channel degradation is serious, we should assign
data rate as inversely proportional to channel degradation.
In practice the base station can estimate the channel status
from the user’s unit-rate transmission power defined as the
transmission power divided by the data rate (so that the data
rate factor in the transmission power is eliminated and only the
channel status effect is left). Since the basc station issues all
the power control commands instructing the uscr to increase
or decrease transmission power, it should be able to track the
change of the transmission power from the user. Suppose the
initial unit-rate transmission power from a user is sg when
the flow starts {so may be unknown to the basc station in the
uplink'). Let s; = g5 be the current unit-rate ransmission
power from the user, and § = gsp be its average unit-rate
transmission power sincc the flow starts. The base station
knows ¢, and § because the power control commands aciually
specify relative power changes (e. g. increase | dB from
the previous value). The ratie s;/5 = g:/§ is used in our
algorithm as an index of the channe} status (smaller 5,/5 or
6:/§ corresponds to better channel). We use this ratio over the
average value in order to decouple the channel path loss from
the transmission rate assignment as both s; and § contain the
same path loss component. Otherwise users closer to the base
station tend to receive more services since their path losses
are smaller, which is not a rcasonable assignment scheme.
Transmission rate is thus assigned to be inversely proportional
to s¢/5or 0/

However, the current value s, or g; may not be a good
estimate of the channel status for data transmissien in the next
frame, if we consider the fast channel variations (may be much

Uin the downlink the base station obviously has full knowledge of the
transmission power.
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faster than the frame rate). A better estimate, as suggested in
[12]. is the *local average” of the channel envelope which is
the average value over a few frames. Therefore, the s; or g;
used in our algorithm is actually a value averaged over a time
window io,, which covers a fixed number of frames up to
the current time. Note that if a user has no transmission in a
frame. this frame time should net be counted in the caleulation
of the local average s, or .

On the other hand, the assighed transmission rate should
be proportional to the target value. In order to let the average
data rate converge to the target value more quickly, the lag ad-
justment is also included in our transmission rate assignment.
The final assigned transmission rate is (for each user)

R, = (R + AR) (%)Ll = (R' 1 AR) (3) :

] 7 (ea)
g
when = 2§
453
where £ is the channel status threshold such that
q
R =0 when <L <¢ (6b)
18
In addition, we put a lower limit Ry on Ry
7]
R, > R when 2 z¢ (6¢)
Gt

because if a user has enough priority and the channel degrada-
trion is below the threshold it should be allowed to transmit a
certain amount of backlogged data. R,,,;, also corresponds to
the rate of the “fundamental channel” in multi-code CDOMA.
A user is allowed to send all the packets of a hcad-of-line
burst in the next frame if a large enough R, is assigned by
(ba).

C. Relations to Flow Admission

Like streaming services. packet data flows need to be admit-
ted as well before requesting burst transmissions. In the flow
admission phase users tell the base station about their target
data rates and quality of services requirements (BIR). The base
station admits flows based on its estimation on the resource
required by cach flow. The estimation may be characterized
by the mean and variance of the resource consumption by
cach flow. Under the assumption of perfect power control and
no other-cell interference. the only variation of the resource
consumption (the virtual bandwidth I2;;) comes from the data
rate. The totai virtual bandwidth C = Zi\:l C; in this case can
usually be approximated by a Gaussian random variable. Given
the vutage probability ¢ in the uplink, which is the probability
of the total interference power exceeding the acceptable level,
or equivalently the probability of {C > W {1 — )} (eq. ().
the flow admission criterion for the uplink is {10]

e 4+ Tyfie < W (1 —n) N
where 7 = Q7 '(8) with Q(z) = —ﬁ [ 7 dt being the tail

G _
probability function of a (0, 1) Gaussian random variable, and

N N
ve = VRV (8)

e = E MR, Vi

i=1 i=1

TABLE 1
SIMULATION PARAMETERS {UPLINK)

Item Symbol  Value
System bandwidth W 2.5 MHz
Noise to interference ratio n 0.1
Rayleigh fading parameter O 0.5
Shadowing deviation T 6 dB

Lag adjustment priority coefficient e 1
Maximum lag deviation factor it 0.1
Channetl status threshold 3 0.001
Outage probability I 0.1

Frame length Ty 10 ms
Local average window gy 50 ms
Simulation length T 50000 frames
Voice rate R, 14.4 Kbps
Voice activity factor Do 0.35
Voice BIR o 4dB
Average talk spurt T 0.7s
Target data rate (I) Ry 4.4 Kbps
Data BIR (I) Yd.1 6 dB
Data delay deadline (1) d1 100 ms
Data arrival rate per frame (I) Ad.1 144 bits
Target data rate (1) gz 144 Kbps
Data BIR () Yd.2 6 dB
Data delay deadline {11) da 50 ms
Data arrival ratc per frame (I} Ad.2 1.44 Kbits

arc the mean and variance of the total virtual bandwidth C.
The mean and variance of R, — g, and v, — can be cither
esttmated from a known traffic model of the flow from user
i, or reported by the user. We can also write a similar flow
admission constraint for the downlink.

If no packet scheduling is performed, the portion of data
causing the total virtual bandwidth C exceeding V' =
W (1 —n) is regarded as being lost. Applying the Gaussian
approxtmation, the average loss rate is, approximately,

—
- E[u

P c

C> W’} Pr{C > W'}

g 1 w ‘["H“")?Jf
—— e " de
W V2T, ¢

where § is the outage probability used in flow admission. The
integral in this formula can be evaluated numerically when all
the parameters are given. Packet scheduling can take advantage
of the delay allowed for cach packet and thus reduce the packet
loss rate.

9
= b

IV, NUMERICAL EXAMPLES

We consider the uplink of a single-celi system with three
types of traffic: voice, low speed (type [} data, and high speed
(type I} data. The stmulation parameters are listed in Table
I. The voice stream is modelled as an on-off source with
exponentially distributed talk and silent spurts. The data traffic
{both types) have Poisson-arrival packets. For simplicity of the
simulation we define the same delay deadline for all packets
ina data type. The channel model is the product of a Rayleigh
fading process and a lognermal shadowing process.
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TABLE T
SIMULATION RESULTS FOR DATA USERS (€ = 0.001,4 = 0.1)

With channel status

No charnel status

Userid  Type  Avp data rate  Data loss rate  Avg power  Avg data rate  Data loss rate  Avg power
(Kbps} {Kbps)
1 1 14.35 0.0005 96.2 14.36 0.0029 184.8
2 1 14.49 0.0008 85.4 14.36 0.0097 171.9
3 1 14.42 0.0007 89.9 14.34 0.0072 177.1
4 I 143.1 0.0010 92.4 143.9 0 179.3
5 1l 143.8 0.0010 103.7 144.6 0 203.3

' our stimulation, we assumc that at each frame time the
voice traffic has the highest priority and is always transmitted,
The remaining resource (virtual bandwidth) after considering
the voice is allocated among the two types of data users using
the packet scheduling afgorithm in section Il. The assigned
transmission rate (for flows with positive priority) has a lower
limit of R, == 14.4 Kbps. For simplicity we assign each
data rate as multiples of the “basic” rate 14.4 Kbps.

Setting the outage probability & = 0.1, from {7) we know
that N, = 43 voice users, Nq; = 3 type | data users, and
Nyo = 2 type |l data users can be accommodated in the cell.
Operating on these parameters, Table 11 shows the simulation
results of our packet scheduling algorithm (the “with channel
status”™ part), where we can see that the average rates of data
users are very close to their target values (14.4 Kbps with
iype | data and 144 Kbps with type Il data). The average
power listed in this table is actually the normalized -unit-rate
transmission power s, /5 defined in section [11-B. To avoid the
ambiguity of packet size in the measurement, the delay and
loss rate are calculated with regard to “bits™ instead of packets.

Nonc of the existing CDOMA packet scheduling algorithms
171, [8]. [9] have considered user channel variations, To see the
effect of considering channel status in the packet scheduling,
we simulate the algorithm with the simple rate assignment
R, = R* + AR where no channel status is monitored. The
simulation results are also shown in Table I1. It can be seen that
under the channel status threshold £ = 0.001 incorporating
channel consideration can save almost half of the transmission
power.

In another experiment we show the effectiveness of guaran-
teeing user fairness by our packet scheduling algorithm, which
can not be achieved by existing CDMA packet scheduling
algorithms. We compare the performance of our algorithm
with the packet scheduling without considering data rate
deviation (lag) adjustment as in the existing algorithms (this
is equivalent to setting v = 0 in (5} and AR =0 in (62)). To
facilitate the comparison, we let two “malignant” users, ohe
high speed and the other low speed, generate 20% more traffic
than what is specified in their target data rates (1. g, their data
arrival rates are 20% higher than other users of the same type).
We see that in packet scheduling without lag adjustment the
malignant users can actually transmit at rates 20% higher than

the target rate, while in our algorithm with the lag adjustment
the malignant users are forced to drop packets so that their
specificd target rates are maintained. Dectailed results of this
expetiment are not shown due to space lirmit.

V. CONCLUSIONS

We have proposed a simple and efficient adaptive packet
scheduling algorithm for cellular CDMA systems. Besides
the consideration of packet delay deadline, our algorithm is
superior to the existing work in that: (1} It takes the continuous
user channel variations into consideration, and thus can save
transmission power; (2) It guarantecs average data rate and
user famness.

In future work we will consider the effects of other-
cell interference and imperfect power control in the packet
scheduling.
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