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ABSTRACT - This paper proposes an all-lag correlator 
that employs a rotating reference code sequence. The 
proposed correlator has an advantage over the previously 
proposed all-lag correlator, which employs a fixed 
reference code, in that correlation peaks remain at the 
same output positions regardless of update from newly 
arrived data samples. Therefore, the correlation 
information can be more conveniently manipulated in 
certain applications, and the posterior signal processing 
requirement can be reduced. Low-complexity 
implementation of the correlator using a recursive form is 
also presented. The degree of implementation complexity 
is of the order N , the reference-code length. 

I. INTRODUCTION 

One of the essential elements in the implementation of 
direct-sequence spread-spectrum (DSSS) systems is a 
correlator. Commonly used forms of correlators include 
serial correlators, parallel correlators and banks of serial 
correlators [ I]-[9]. Recently, the authors [IO] have 
introduced all-lag correlators, which correlate a stream of 
incoming data samples with 0, 1, ... , N - I lags of a length- 
N reference code sequence and produces a stream of all-lag 
correlations at a rate equal to the rate of incoming data 
samples. Since more correlation information is provided by 
the all-lag correlator than other commonly used forms of 
correlators, some applications can take advantage of this 
additional correlation information. In addition, low- 
complexity implementation is made possible by using the 
recursive relationship derived in [lo]. A review of the all-lag 
correlator is given in Section 11. 

Despite various advantages, the correlation peak of the 
all-lag correlator of [IO] shifts from output to output as the 
correlation vector is updated by newly received data samples. 
Shifting of the peak position increases the subsequent signal 
processing requirement for extracting useful information 
provided by the all-lag correlation, and is inconvenient in 
certain applications. For example, in the estimation of the 

channel profile of a multipath channel in wireless 
communications, one is first required to locate the peak 
position among all correlator outputs. This peak position 
corresponds to the main path of the channel profile, and 
carries most of the signal energy. Shifting of the peak 
position requires one to continuously track the peak position 
using additional circuitry. On the other hand, if the peak 
position can be made to be fixed, one can read out the 
channel profile directly from the correlator outputs. 
Additional signal processing to continuously track the peak 
position is not required. 

In order to overcome the peak-shifting problem, we 
propose in Section 111 a new all-lag correlator that employs 
rotating a reference code sequence. This correlator is 
referred to as the all-lag rotating-reference correlator, and is 
different from the one proposed in [lo], in which a $.xed 
reference code is used. The proposed correlator has 
correlation peaks remained at the same output positions 
regardless of update due to newly arrived data samples. 
Therefore, the correlation information can be more 
conveniently handled in certain applications, and the 
posterior signal processing requirement can be reduced. In 
Section IV, we derive a recursive form for the proposed 
correlator. Based on this recursive form, it is shown that an 
all-lag rotating-reference correlator can be implemented with 
low complexity. Finally, conclusion are presented in Section 
V. 

11. REVIEW OF THE ALL-LAG CORRELATOR 

Let (dJ l )  denote the stream of incoming data samples and 
(c,, , c1, ... , cN-l } be the reference code sequence. The all- 
lag correlator proposed in [IO] generates a stream of all-lag 
correlation vectors, [rJ:), every sampling instant, where r,; = 

[r&, riJl , .  . . , rh-l.,l IT is given by 

rJ; =Cd,, .  (1) 

In the expression, denotes the m th even-correlation lag 
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with reference to ( e,, cJ,  ... , cN-l ) obtained at time 1 1 ,  

CO CJ c, .’. cN-2  “N-1 

CN-1 CO c1 ..‘ c N - 3  “ N - 2  

s= 

cN-l  co cl 1 c, c3 c, ... 

c1 c2 c3 ... 
is an N x N matrix, and 

d~~ = [ d~~- (  N - l ) ?  d ~ ~ - ( N - 2  ) ?  ’ ‘ ’ ~ ~ i 1 - 1  3 d ~ ~ ] T  (3) 
is a data vector containing N most recent data samples. 
Correlation information in qi, when processed, can be 
extracted for various purposes. The information provided by 
q: is useful when the DSSS signal is composed of periodic 
repetition of the reference code sequence without data 
modulation. 

ro 0 0 .” 0 1 

1 o o . . . o o  
0 1 O ” ~ O O  

0 0 1 ... 0 0 
. .  . .  . .  . . .  . . .  . . .  

0 0 0 ... 0 0 
- 0 0 0 . ” 1  0 

To illustrate the peak-shifting property of the all-lag 
correlation, we consider a specific application in which the 
correlation information is used for the acquisition of a DSSS 
signal. Assume the DSSS signal is a periodic replica of the 
reference code without data modulation. Based on the 
information contained in r,: at time 1 2 ,  acquisition can be 
declared at the lag position where the largest magnitude 
among qi,.,,, m = 0, 1, ... , N - 1, occurs, say, the 6 t h  lag 
position. When a new data sample is obtained at time 11 + 1, 
the correlation vector is updated and is computed. At 
this time instant, the lag position where the peak occurs is 6 
- 1 when 2 > 0, or N - 1 if 2 = 0. When a further data 
sample is obtained, the corresponding peak position shifts up 
for one additional step. Consequently, the peak position 
rotates as the all-lag correlation vector is updated, and has a 
period of N sampling intervals. 

111. THE ALL-LAG ROTATING-REFERENCE CORRELATOR 

(4) 

This matrix performs an end-around rotation of a length-N 
column vector. It is easy to show that 

S N  = I  (5)  

where I is the N x  N identity matrix. Let c,, be the mth 
column’ of C ,  m E (0, 1, ... , N - 1 ) .  That is, 

CJ,, = [c,,~ 9 cn,-’, ’ ’ ‘ 9  “ 0 9  cN-l 9 c N - 2  7 . .  ’ 9 c,,+I]T. (6) 
It follows that 

CO = SCN-1  

c , ,+~ = Sc,,,, m = 0,1;.., N - 2 .  (7) 

The desired correlator is devised as follow,s. Refer to 
(I), and suppose that the square matrix used to generate the 
all-lag correlation result at time 11 for data samples d,,-(,+,), 
d,,-(N-,l, ... , d,, is C = [co c1 . . . C ~ - ~ I ,  i s . ,  

q: = d,,-,N-l)CO + d,,-(N-,)C’ + d n - ( N - 3 ) C 2  +. ’ .+d,,-,CN-2 + d , , C N - l .  

It is observed that d l2 - (~ -1 ) ,  d , , - (~ , - , ) ,  ... I d,,-~, 4, are 
associated with c , ,  c 1 ,  ... , cN- , ,  c ,+~ ,  respectively. At time 
n + 1, a new data sample d,,+, is obtained. The 
corresponding square matrix that is required to compute the 
updated all-lag correlation in order to maintain the same peak 
position at the output with data samples d,,-(N-21, d,,-(N-3), 
... , d,,, d,,+, is [ c ,  c ,  . . . c N - l  col.  That is, the correlation 
vector at time 12 + 1 is given by 

(d,i-(N-?)cl  c d ~ ~ - ( N - 3 ) c ~ + . “ + d l f - 1 c N - 2  +df?C&’-l)-e dr,+lco. 

It is easy to show that 

Generalizing, we propose an all-lag rotating-reference 
correlator that generates at time 17 an all-lag even-correlation 
vector r,, = [ Y ~ , , , , ~ ~ , , ; ~ ~ , ~ ~ ~ ~ ~ , , ] ~ ,  where, with appropriate 
alignment, 1;,,,,, is the mth even-correlation lag. In addition, 
q, is computed by 

r,, =A,,d,, (9) 
where d,, is a data vector given by (3), and C,, is ;an N x N 
matrix constructed by 

A0 = C  
A,,+‘ =SA,,, 17 2 0. 

It follows that 

A,, = S”C, 12 2 0 .  (11) 

Note that All‘s are dependent on the time index I? and are 
therefore time-variant. The leading row of A,, is the 

‘ Throughout this paper, the left uppermost element of a mamx is 
given an index (0.0) rather than the usually assigned one (1 , l ) .  
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reference code at time 1 1 ,  and can be easily shown to be 

[cn mod N r ~ ( , t + l )  mod ,* '. . , c ( n + N - l ,  mod N ]  * 

It is apparent that the reference code at time n + I is an end- 
around rotation of the one at time 1 1 ,  and hence the name 
given to the all-lag rotating-reference correlator. Since SN = 
I ,  the correlation result rft generated by an all-lag rotating- 
reference correlator is the same as r,: generated by an all-lag 
correlator of [lo] when IZ is a multiple of N .  That is, 

r,, =Y:, ??=O,N,ZN; , . .  (12) 

Iv. THE RECURSIVE FORM AND IMPLEMENTATION ASPECTS 

To implement r,, given by (9), one can use N parallel 
correlators. Since each parallel correlator requires N 
multiplications to generate each output, the implementation 
of an all-lag rotating correlator needs N' multiplications to 
generate an rIf . It involves significant complexity. 
Therefore, we derive as follows a recursive relationship that 
enables reduced-complexity implementation of the correlator. 

The recursive form for r,, is derived by expressing r,, in 
terms of rfl-l,  so that the updated r,, can be generated with a 
knowledge of the all-lag correlation vector obtained at 
the previous sampling instant. Let be the nz th column of 
A,, at time 11 where m E (0, 1, ... , N - 1). It follows that 

(13) C O .  

From (13), it can be easily shown that 

ant.,, = Srfc = s"+"' 
117 

aN-1.n = a0.n-1 

arn-l.rf = a,7,,,-l, 111 = 12,. . . , N - 1 . (14) 

Since A,, = [ao,,, a],, ...aN-l.f,], (9) can be expressed as 

' ; I  = 4aN-l.ff + 4-laN-?.rl + 4 - 2 a N - 3 . , 1 + .  . . + ~ f , - ~ N - l l a o , f , ~  

(15) 
Applying ( 14) to ( 15) gives 

r,, = 47ahi-I.,, + (~ff- laN-l . fJ-1 + ~ r , - 2 a N - ? . r , - I + . . .  
(16) 

+dff-(N-l]al,ff-l + d r f - h ' a O , f l - l )  - d/l-Nao,f7-l. 

Since ao,n-l = aN-l.,f as noted from (14), we arrive at the 
recursive relationship 

' , I  = r/t-1 + (4  - 4 - N  b N - h  . (17) 

Also notice that aN+ can be generated by the recursive 
formula 

aN-l.rl = SaN-I.fI-1 (18) 

with 
generated by using N multiplications only. It is a substantial 

- - c,-]. Eqn. (17) indicates that r,, can be 

reduction of the complexity when compared to 
implementation using N parallel correlators, which involves 
N' multiplications. 

As (17) is a recursive relationship only, it is necessary to 
find the initial condition that makes (17) and (15) yield the 
same result. Repeated application of (17) for N times 
followed by an application of (14) gives 

r,, = r,7-N + @ , I  - ~ n - N ~ ~ N - l , f l  +@,,-I 

-d~~-N-l)aN-2,n+" '+(d, ,-cN-l)  -d~,-c2N-I))a0,n * (19) 

Assume that signal samples, d,, 's, are available only for n = 
1, 2 ,  3, . . . and that we are only interested in generating rN, 
r,+l, r,+?, . ... Eqns. (1 9) and (15) become identical for 11 = 
N if ro = 0 and do = hl = ... = d-(N-l) = 0. Using a valid 
result of r,, one can compute 11 > N , by (17). Note that 
intermediate results r, , rr , . . . , rN-l are not valid. 

The number of arithmetic operations for each update can 
be easily observed from (17) to be 1 subtraction, N additions, 
and N multiplications. Fig. 1 depicts a recursive all-lag 
rotating-reference correlator that computes (5,). It requires a 
length- N shift register to store input data samples, an output 
buffer to'store N correlation results obtained for the previous 
sampling instant, and an end-around shift register to store the 
rotating reference code, a negator, N multipliers and N + 1 
two-input adders. The implementation complexity is 
therefore of the order N .  Prior to operation, the values stored 
in the input-data shift register and the output storage are 
initialized to zero, and the end-around shift register is loaded 
with the basic reference code cN-, . 

In some applications, it may be sufficient to generate M 
out of N correlation results every sampling instant, where M 
< N .  The recursive relationship given by (17) indicates that 
a reduced correlator can be obtained from a full 
implementation by directly deleting those unused branches. 
It follows that the reduced all-lag rotating-reference 
correlator comprises a length- N shift register for storing 
input data, an M-element buffer for storing M desired 
correlation results obtained at the previous sampling instant, a 
length- N shift register for storing the rotating reference code, 
1 negator, M multipliers and M + 1 two-input adders. Since 
the implementation complexity is usually determined by the 
number of multipliers and adders, it follows that the resultant 
implementation complexity of a reduced correlator is of the 
order M .  Reduction in the implementation cost is obtained 
in comparison to a full implementation. 

V. CONCLUSIONS 

The' all-lag rotating-reference correlator for generating 
(q,) has been proposed and the corresponding recursive form 
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has been derived. Based on the derived recursive form, it has 
been shown that the implementation complexity of an all-lag 
rotating-reference correlator is of the order N .  It has also 
“been found that the complexity can be reduced when only M 
correlation lags ( M  < N )  are required, in which case a 
reduced correlator can be implemented with a complexity of 
the order M .  
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Fig. 1. The recursive all-lag rotating-reference correlator. 
shift register 

r - - - - - - - - - - -  I 

r -  

I 
I 
I 
I 
I 
I 
I 

lfl storage uni t  

IV-28 


