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ABSTRACT 
We describe a new approach to enhance the signal-to-noise-ratio (SNR) of visual evoked 
potential (PEP) based on an adaptive neural networkfilter. Neural networks are usually used 
in an non-adaptive way. The weights in the neural network are adjusted during training but 
remain constant in actual use. In this paper, we use an adaptive neural network filter with 
adaptation capabilities similar to those of the traditional linear adaptive filter, and suitable 
training scheme is also examined. In contrast with linear adaptive filters, adaptive neural 
network filters possess non-linear characteristics which can better match the non-linear 
behaviour of evoked potential signals. Simulations employing VEP signals obtained 
experimentally confirm the superior performance of the adaptive neural networkPlter against 
traditional linear adaptive filter. 
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1. Introduction 
Visual Evoked Potential (VEP) is the gross electrical 
response of the nervous system to visual stimulation, 
say, a flash of light. It is of special interest in many 
clinical applications including the diagnosis of 
neurological disorders [l - 21. The VEP is usually 
immersed in the ongoing background 
electroencephalogram (EEG) with the S N R  well 
below 0 dB, making the estimation of VEP a difficult 
task. So far, many methods have been utilized to 
estimate the evoked potentials. Among them ensemble 
averaging (EA) is commonly employed to improve 
SNR in evoked potential monitoring. EA is based on 
the assumption that the underlying signal evoked by 
the stimulation in each trial is the same, and that the 
background EEG activity is random and uncorrelated 
with the EP. However, in practice, these assumptions 
may not be valid because single trial EP is not a signal 
whose components are deterministically related to the 
stimulus, but is made up of components that may shift 
in both amplitude and latency from one stimulus 
application to the next [4] - [6]. Due to the poor S N R  
of raw VEP signal, usually about one hundred 
ensembles are required for VEP measurement. As a 
result the averaged signal tends to smear or smooth 
any variations from ensemble to ensemble. It is 
impossible to study the variation of the underlying 
signal across trials. Therefore it is desired to 
investigate new methods to enhance the S N R  of VEP 
signal in order to reduce the number of ensembles 
required in VEP acquisition. 

In recent years, many researchers have described a 
variety of approaches to extract the evoked potential 
(EP) from the background ongoing EEG [6 - 81. 
Among the proposed filtering schemes, linear 
adaptive filters are widely applied in enhancing S N R  
of evoked potentials [9 - 111. Adaptive filter has the 
advantage of adapting itself to the non-stationary 
characteristic of the EP signal. Most of the 
investigated adaptive filters for EP estimation are 
linear. However given the possible non-linear nature 
of EP signal, an adaptive non-linear filter may be 
expected to have a better performance in enhancing 
the S N R  of EP signal. 

Artificial neural networks have been utilized as filters. 
Shirvaikar and Trivedi described a neural network 
filter to extract weak targets in heavy noisy 
background 1121. Acoustic signals emitted by surface 
and submarine targets are separated by a trained 
neural network [ 131. Artificial neural network filters 
with non-linear transfer functions have been applied 
to the estimation of VEP [14]. To cater for the non- 
stationary characteristic of EP signals, an adaptive 
version of artificial neural network filter has been 
implemented in this paper. 

2. The Basics of Neural Network Filter 
We have designed a neural network filter consisting 
of a feedforward multi-layer-perceptron with one 
hidden layer. The artificial neural network has 20 
input nodes, 20 hidden nodes and 1 output nodes. The 
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neurons in any layer are connected only to the 
neurons in the next layer (Fig. 1). The neuron transfer 
function takes the form of an non-linear sigmoidal 
function. Noisy VEP signal, x, is sampled at the rate 
of J .  The neural network filter is used as a moving 
window which scans through the noisy signal and 
produces a filtered output, Yk = [ yk ] (where k = I to 
N), for each input vector X, = [ xk xbl xk-2 . .. Xk-19 1. 

angle trial M P  (SNR < OdB) 

Input Layer 
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Fig. I :  The schematic of a V I P  neural networkfilter 

The training of the neural network filter requires 
examples of the noisy input signal and the 
corresponding desired output signal. In the case of  
VEP filtering, the noisy signal is a single-trial VEP 
signal and the desired output signal, d, is generated by 
ensemble averaging a number of VEP ensembles. The 
traditional back-error-propagation training algorithm 
is applied to train the network. Mean square error 
(MSE) is the cost function of training, defined as: 

The training process is aimed at reducing the value of 
MSE. Thus the connection weights of the network is 
adjusted to fit the desired inputloutput characteristic 
of the VEP filter. 

3. An Adaptive Neural Network Filter 
An adaptive linear filter has been implemented [9] as 
shown in Fig. 2(a). The filter is capable of tracking 
non-stationary EP signals. Following this adaptation 
idea we designed an adaptive version of neural 
network filter. The primary input signal is the nfh 
ensemble of VEP signal while the reference signal is 
the ensemble averaged signal of ( ~ - m ) ' ~  ensemble to 
(j1-1)'~ ensemble where m is chosen such that the 

reference signal has a high correlation with the 
underlying signal in the primary input and a 
sufficiently high SNR to achieve a satisfactory weights 
updating process. In the case of VEP estimation, m is 
chosen to be 10. In each iteration, a new data point, 
xk, of the primary signal is inputted into the input 
layer through the tapped delay line and a 
corresponding filter output, yk, is produced from the 
neural network filter. The error term is computed by 
comparing the reference input, dk, and the filter 
output. The connection weights of the filter are then 
updated by the method of back-error-propagation in 
the next iteration with the learning equation given by 
Aw,, = p&, y,  where p is the convergence parameter, 
and the error term, &,, are 4-x and C(&kw@) for the 
output nodes and hidden nodes respectively. As 
iterations proceed from sample to sample, the neural 
network filter adapts to the non-stationary behaviour 
of the VEP signal and the adaptation takes place at 
the rate determined by the convergence parameter. 
Different from most artificial neural network 
applications, the training of the adaptive neural 
network filter never stops during the filtering 
operation. 

Linear Adaptive Filter 
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Fig. 2: (a) The linear adaptive filter and (b) the adaptive 
neural network filter. The symbol i' is the unit-delay 
operator and f is the non-linear transfer function in each 
neuron. 



4. Results 
Some simulation results are shown in Fig. 3. The 
performance of adaptive neural network filter is 
compared with ensemble averaging. The underlying 
signal is obtained by ensemble averaging 100 
ensembles of VEP signal from an adult. The 
background ongoing EEG noisy signal is simulated by 
adding a sequence of random number which has a 
uniform distribution. A smoothing filter band is used 
to limit the noise sequence [15]. The power spectrum 
of the simulated noisy signal is similar to the 
experimental VEP signal and it resembles the VEP 
recordings (Fig. 3(b)). Fig. 3(c) shows the results of 
ensemble averaging 10 ensembles of simulated noisy 
VEP signal. As what we expected, the SNR has been 
improved, however it is still hard to determine the 
latency and the amplitude of the peak. An adaptive 
neural network filter is used to filter the noisy VEP 
signals. The outputs from the filter after passing the 
20* ensemble are shown in Fig. 3(d). The VEP 
estimated by the adaptive neural network filter is very 
close to the actual underlying signal. 
Further simulations are carried out to compare the 
performance of adaptive neural network filter to 
traditional linear adaptive filter (order = 20). 
Different sets of simulation signal consisting of 100 
ensembles of VEP signal with specific SNR, are 
generated by the method mentioned above. In each 
set, all ensembles are inputted to both filter and the 
SNR of their filtered signal is calculated. As shown in 
Fig. 4, the overall performance of adaptive neural 
network filter is better than the traditional linear 
adaptive filter especially when the SNR of noisy VEP 
signal is poor. The outstanding performance of 
adaptive neural network filter could be attributed to 
the hidden layer and the non-linear neuron transfer 
function, which are structured like a human brain. 

5. Conclusions 
An adaptive version of neural network filter is 
described for estimating the VEP signal. The most 
important feature of the proposed scheme is the 
connection weights are iteratively updated. During the 
filtering operation, the neural network keeps on 
learning in order to adapt to the non-stationary 
characteristic of the VEP signal. Simulation results 
confirm the successful operation of the filter. The 
results also show that the performance of adaptive 
neural network filter is superior to the linear adaptive 
filter and this may be accounted for by the non-linear 
characteristic of the neural network matching the non- 
linear behaviour of VEP signal. The adaptive neural 
network filter enables VEP estimation from a single- 
trial input with much improved SNR and the 
observation of trial-to-trial variation, providing the 
clinician information regarding the variation of VEPs 
across trials. 
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Fig. 3: Results of simulations: (a) The underlying PEP signal. (b) Signal added with simulated noise. (cj Results of EA using 10 
ensembles. (dj Result of a converged adaptive neural neiworkfilter using signals in (b) as noisy input signal. 
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Fig. 4: The peflormance of linear adaptive filter and adaptive neural network filter is compared by feeding in noisy W P  with 
different SNR. 


