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A CONTINUOUS PUTONGHUA RECOGNIZER 

DPjnrtmeiit of' Computer Science 
The University of Hong Koiig 
Pokfula,rn R o d ,  Hoiig Kong. 

p k tvong ci! c s. hlm . hk aiid cch a,ii @ cs . lik U. h k 

ABSTRACT 

h multi-speaker cont,inuous Putonghua recognizer has been developed composing of 20 speaker-dependent recogniz- 
ers as sub-systems. Each sul k m  is a i1et.worli of hidden Markov models modeling triphones as the fniidaineiit~al 
speech units. Over 3GB of ch data have been collect,ed for haining from twenty native Putonghua spenlprs 
reading carefiilly designed t,exts t,rying t,o include all phone-to-phone transit,ions in Put,onghua. h Vit,erbi path 
search yields t,he best, speech unit sequence over the HMMnet for each unknown input, utt,erance which is t,Iirii 

giiage niodel for post#-processing. The most suitable word sequence is det,erinined by means 
ics of 470 word classes covering a vocabulary of over 80,000 words. An enrollment. process 

is required for each new iiscr t80 select, t,lie most, suit,able speaker-dependent, system anioiig: the 20 snli-syst,enis 
according t,o their recognit,ioii performan(.es on a small rliiant,ity of speech rlnt,a collect,ed from the user. 

1. INTRODUCTION 

Due t,o the non-alphabetic iiat,ure of t,he Chinese lan- 
guagc. c:omput,er eiit#ry of C!hinese information by means 
of a 1;eybonrd is nat~nrnlly inconvenient. The urge for 
n Cliinese diitation inacliiiie is t,lierefore nnclerstnncl- 
able. Six Put,ongliua recognizers of large-vocabularies 
for that, purpose have been announced in Clie past [II 2: 
3: 4.  5. 61. All six systems, developed by t,wo research 
t,eams respectively, are spealter~depeiideiit,. The first 
t,liree are recognizers o i  isolat,ed syllablrs. the fourth 
one recognizes isolated wortls and the remaining two 
recognize coiiiiect,ed speech This paper reports t,he 
clevelopinent, of a mult,i-speal;er, very large vocabulary, 
connected Put,onghna recognizer at the IJniversity of 
Hons Kong. 

2. SPEECH DATABASE FOR SYSTEM 
TRAINING 

A Pubonghun corpns of isolat,ed syllahlcs. rvords. digit, 
strings and coiiiiec~t.ed speecli has been coiist8riict,ecl in 

1 at t,he University of Bong I\oiig. A t,ot,al of 20 na- 
I'nt~oiiglina spcalters are cinplo 

ing mcssages clisplayer1 on a monit. 
A11 recordings are clone in a qu  

c:roplionc (National Clardioid Dynamic Xlic-rophone WM- 
'N IhIPMlUQ) and a Souiitl Blast,er 1 6  ASP A/D- 
A card sampling at, 1tiIiHz. The text, c-ont,eiits of this 

database include isolated sylla blcs, words. digit st,ring;i, 
rhyincd syllables. continuous speech. antl retroflexed 
ending words. The corpns of waveforms thus capt,nred 

Despite t,he abiinclance of coiit,inuous utterances rend 
h y  each speaker. cerlain phone-to-phone transitions be- 
tween syllables are still missing. Five of the spealiers 

read extra words to make sure all transit,ions of t,hc last 
phone of a syllable to the first, phone (initial) of a syl- 
lable are covered. Furthermore, two speakers read ai1 

ndditiorial subset, of words each ret,roflesed ai, t8he end. 
I.Jtt,ernnce end points are det,ermiiied autoinat,irallj. 

according t80 the energy and zero crossing rate profiles 
of the ut,terance. Each ut,terance is preceded and fol- 
lowed by at, least, 15 mseconds of silence. The speecli 
data produced by a speaker are user1 t,o t,raiii a speaker 
specific subsystem, which, in t,iirn; is used t,o phonPti- 
cally label each iit,terance from t,hat speaker according 
to  the Vit,erbi pat,h over a specific st,at,e sequence roni- 
patible to the u1,teraiice. 

The t\vent,y speakers, ten females and t,en males. 
who generate this speech dat,abase, are aged between 
20 and 39.  They all are native Putonghua speakers 
except. one who is a Hong Iiong resident girl spealting 
with a inild accent,. 
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3. SHORT-TIMED ACOUSTIC FEATURES 
AND RECOGNIZER ARCHITECTURE 

oiids are Hamming windowed antl 
3/4 overlapped with it,s iiiimcdiat#e neighbors. Fro111 
each frame, 12 MFC!Cs: 14 A MFCCh. t.lie energy and 
t,he A energy are derived. A features of a frame a r ~  
coinput,ed from frames 15 mseconds before and aft,er 
it. These feat,ures are divided into 13 streams with :i 
codebooli of size 512 for the h4FCC vec-tors! B rode- 
book of 256 codeivords for the A MFCK vect,ors. a i d  a 
codebook of 128 for the vectors of energy and A cnergy. 
Each codeword is a Gaussian densit,y function with a 
diagonal covariance matrix t,o serve as a mixture coin- 
poneiit shared by all state deiisi1,ies: 



sign a t,raining corpus that  includes all senii-t,riplioiies 
that can appear in a natural Putonghua utterance. En- 
forcing t,he appearance of a seini-t,riphone in an iit,t,rr- 
ance by asking t,he speaker to read a specially designet1 
semant,ically non-sensical syllable string can Ibe rlolic, 
litit, the utt,erance i s  necessarily unnatural and shonlrl 
be avoided. As a consequence. t,here are almnt ,  I00 
unseen semi-triphones in each of t h e  t,went,y speaker 

k = l  

 here s,,,, st,anrls for t,he int'' st.at,e and Ot i s  a fea- 
1,1w v e r h r  at, t.iine t ,  

The recognizer is a netwovlc of H M M  (A,) each rep- 
resent,ing a speech unit, including silence. Each ut,t,er- 
anre miist start. and end wit,li a silence. ,Transition he- 
tween any t,wo speech unit,s is perinitst,ed. wit,h a suitable 
transition proliahilit,y i m p l i d  which is zcro if the tran- 
sit,ioii is prohibitive Ihy the phonetics of llie language. 

4. CHOICE O F  SPEECH UNITS 

Various choices of speech unit,u as fuiidament~al ele- 
inents of a continuous speerli recognizer Iinve been in- 
vest8i,gat8ed. They include phone3. syllables. demisylla- 
hles, cliphones. psenilo-clililiones. and  t,ripliones. The 
general sha tegy  is t,o seek more context. specific rep- 
reseiit8ntlions in order t,o improve the rcsolnt,ion of t,he 
recognizer. The limit ation to iimsue st1141 an objec- 
t,ive is i,he iiiadeqicicy of Iraining d a h  for every tinit,. 
Take ront,inuous Put.oiighun ss an  example. there are 
only 121U lefl- and right8-tripliones, but t,lierc are 9026 
t,ripliones. Most. of t,he t,ripliones hardly appear in nat,- 
ural speech; t8hiis imposing c? difficult. problem in build- 
ing t,lieir. traiiiiiig rorpiis a 1 ~ 1  estimating their model 
paramet.ers. A snccessful strat.egy is t o  adopt, a new 
ltiiicl of speech units callrd geiieralized triphones. The 
idea is to  group t~oget,her phoiieiically similar triphones 
aiid represent. t,liem with n roininon liidclen NIarliov 
model. lJnseen triphones as well as those with inad- 
eqnat,e training dc?t,a will t,herefore lie t,ied t.o t,riplioiies 
of ample training d a b  Thris. (,lie former will get, ap- 
proximatme rel,resent,at,ioiis; .cyliile (,he lntter will have 
their model accuracies c-oiiipromisecl iiieT-ii.nbly. Shar- 
ing senones instead of sharing wliola t.ripliones initi- 
gates hut does not. eliminates t,his prolilrin. Furt,hrr- 
inorr, clustering t,riphones into a generalized one or 
clust,rriirg ir-iplioiie siat.es iiit,o a sharalilr senonr rc- 
quires the lino~vlrdge of a n  cspert, phonelieian. In this 
paper. an  iiiadeqrlabely trained t.riphone (wit,li t,he nuin- 
ber of t,rainilig samplrs I ~ l o w  a t,hreshold) is approxi- 
inut,ed by il coilcatenation ol it,s left,- and right-t,riphones 
Kecognit,ioii accuracy as a fiinidion of s r i r h  ii t.hresholc! 
is displuyecl in  Talde I. 

5 .  A SEMI-TRIPHONE BASED 
CONTINUOUS PUTONGHUA 

RECOGNIZER 

There are only 1210 left,- and right-t,ripliones in con- 
t i n u o n  Putonghun. It, is blierefore q u i k  feasible to  de- 

from a syllable to  syllables / o / ,  /ei/ ancl /qg/ respec- 
t.ively. Their absence imposes no t,liretlt, l,o t,he s y -  
t,em performance because such syllabic comhinat,ions 
are t,he least espect,ed in Put.onghaa anyway. Earh 
senii-t,riphone i s  iiiodeled by a left#-to-right, HMM ol 
2 s t aks ,  preceded aiid succeeded by a noli-ernit,t,ing 
st,at.e respectively. Each state can transit t,o itself. t h e  
next st,at,e or the non-emitting st,at,e a t  t,he end or t.lie 
model. Unseen seini-tmriphones have t,heir stmat,? p a r a n -  
et,ers determined bg interpolabion. Thus, a nrt,worli oC 
semi-t,ripliories can be regarded as a triphone net,work 
with every triphone approximai,etl Fiy two concakiia led 
semi-triphones. ill1 semi-triphones are sharecl. Since R 

speaker may pause bet,ween syllables in the course of 
a n  ut~terance production. pauses change the speech unit 
sequence of t,he ut,t,erance and that. has a serious rffcrt, 
on the t.raining process. Iiistmead of hancl picking these, 
iinint8entioiial pausrs and informing t,he Bauin-TVelcli 
t,raining algorithm accordingly, a sequence of s p e d )  
units coinpat,ilile with t,he ort,liographic traiiscript,ion 
of the ut,t,erance i s  supplied t,o t.he h i l l i n g  algorithni. 
Whenever t,liere is an inber-syllable transition nino~lg 
t.hese speech units: an alternative pat.11 incorporatiiig 
a /silence/ in parallel t,o t.he t.raiisit,ion is const~rrtct~crl 
to cope wit,li the  possible existence of an uniiitent.iolial 
pause as illustmrat,ecl in Fig. 2. 

of a syllable of next, syllal3lr 

uniiitent,ional pause betmeen syllables 

6. HYBRID SYSTEM O F  TRIPHONES 
AND SEMI-TRIPHONES 

Since some triphones are inuch inore popular t,hnii otJ-  
ers in l'utonghua; as in any natural  language. t,hey 
have niucli inore t,raining data  t,lian ot,liers. One call- 
not help wondering whether such popiilar t,riplioiiec: 
shoiilcl not, be explicitly represented by specific HMh~ls 
inst,earl of being approsiinat,ed by semi-l,riphonr co11- 
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rafknations. h tied mistirre f-IR/IM of d-st,nt,es is tliere- 
fore const8nic-tmed for each of t,liose t,riphones wit81i the 
ntiiiiber of training saiiiplcs above a t,lireshold. Sucli 
a n  I-IR'IM provides an alternat,ive path in (,lie HMRilnet. 
of speech uiiit#s in parallel of t,he approxiiiiat,iiig sein- 
triphone coiicat,eaat,ion 

Such a parallel architectlire inevit,ably coinplicnt,es 
t,he liet,lvorli of speech i i i i i k  and slows dowi the recogni- 
tion process t,o sonic degree. However, i t  does improve 
the recognit,ioii acrurary of  the system. A series of 
threshold valiies liavc liecn tried for several speaker de- 
pendent, recognizers and tlir cmrrrspontliiicr; phone recog- 
nitmioil accnracirs of a t,ypic-al t,em are t8ahulatrd in 
Talde 1 .  The niiinbcr of semi phones is maintained 

L2U 
7 i) 

:i 1 2543 86.67 
6 3 2671 85.20 

'Table 1 - Typical performancr oi a sl)c;-llier depenclent, 
syst,ein with direrent iiiiiiiber of t,riphones as a 

fiiricit,ion of t,lie t,hreshold on t,he tmining samplr size 

2 

'The t~liresholcl value of 711 is select,ed as a conipro- 
mise bet,wvccn recognizer accuracy ailcl speed (propor- 
t,ional t,o the HAIMnet, size i n  t,erms of t,lie number of 
stnt,rs. 'That nmouut,s to 311 average of 72 triphones 
in a snb-syst,rm. On t.hr average, each speaker pro- 
cliicrs approsimat~ely one h o i ~  of speech dat8a, 05% of 
which is iiscd for syst,eni t,rainiiig and  t,lie remaining 
5% mer1 io best, t.he arcrirac.y of t.he 
erage acrciirac-y is 88.2% wit,li a standard rleviat,ioii of 
I.75'8). Experiinent,s have also been coiicluct,ed t o  eval- 
uaic t.lie mcrii of having ilie parallel concnt,enated pnt,h 
as a n  alt,ernative in terms or' rvccognit,iorr 
is iiotetl that, lteepiiig both paths gives slight,ly bet#ter 

teiri acrnrary t,liaii having t,lie coiicat,enat,ed pat,li of 
a ii-t,riphones rlelet,ed. 

llaliles are plioiic>tic: prefixes t,o 
s a prefix l o  'ang' iii ',jiang' and  
in ' ~ v o i i ' .  111 ortler t,n segment 

a seqiiriice of triphones int,o syllables uirainbigiiously, 
blie int.er-syllaliir and i llaliic versions of a t,ri- 
phoiir are t,reat~ed as if t,hey are dist8inct, speech nnit,s. 
The iiolabioii for t hr in abir versioii of a speech 

ipt, * for. iclentificatiou. So. a t,ri- 
phonr srqiieiice like: i i lenrc.  , j(.deizce. 1). z(jIo(i ig)) *; 
o j i ,  rig). izg(o:a?leiire): silencc shoiild IF r1rc:odrd as syl- 
lablrs 'ji' and 'ang' Iirarlteted by t,wo silriic.es. On the 
otlirr hand, s r l ~ r ~ c r ,  u;(.>z/enr(-> (1); ( i j 2 ( i ,  ~ ( I I ) ) .  e(n)('iil n), 
iz(e('i?).sikiwe)j s i h c e  should lie dccodril as 'wen' pre- 
ceded and surceetled Iiy :I sileri(.r. 

75.56 

7. THE ENROLLMENT PROCESS 

The enrollment, process for a new user is t,o ident,ify 
among t,lie 10 speaker-dependeat, systems t.raiiied for 
speakers of t,he same gender as bhat of the iirw user. 
the one that performs with the highest, recognitmion a(-- 
curacy on a small set of speech samples from the neTv 
user. This small set, of speech samples inclntles the 11 
words of 2 t,o 4 syllables each and the 16 digit, striiigs 01 
4 t,o 7 digits each as specified in t,lie sect,ion ahout, t,he 
speech database for system t,raining above. Thereaftcr. 
t,he prot,otype i s  retrained wit,h speech data from t,kiia 
11ew user as helow: 

tem cannot be expected t,o perform 
The iiser will be asked t8n use t,he 

prot,otype aiid correct all mis-recognitions in t,he speech 
data inputed which are then saved for periodic- systrin 
rr-t,rain. The prot,ot,ype is re-t,rained by nieans of t,lrc 
Baum-Welch algorithm using the prot,otype paramc- 
ter valiies as initial values. C!hoosing each of the 20 
speakers as n new user in t,urii. t,he average recogni- 
t,ion a rmracy  of the other 9 systems on tShe small se1 
of speech samples mentioned above ranges from 58%, 
to  75%. The t,est, speaker has about, 1 hour of spcecli 
d a h .  half of which are used for testing while t,li 
half are divided iiit,o 5 blocks of equal sizes for 
rr-train. Each block corresponds t,o approxiiiiat,rly ij 
minutes of speech data.  Table 2 contains typical recog- 
nition accuracies of a re-trained prototype as a fiinction 
of thr amouiit of re-t,raining. 

I Amount of retrcmizng I Recoqiiitroiz 

I 4 I 85.78 I 

Table 2 - Syst,em perforinanre as a finirt,ion of 
ret,raining 

8. POST PROCESSING LANGUAGE 
MODEL 

In t,his recognizer, a word-rlass higrani st, 
gnage inodel supported hy a large vocnbn 
is used t,o convert, a speech uiiit, sequrnce inta syllables 
and finally Chinese charact,ers. The lexicon with 85.855 
word entries covers virt,tinlly all t,lie Chinese norrls cur- 
rent,ly in use. Each word ent,ry is associat,ed mit,li 4 
at,t,ribut,es: t,he GB code for t,he characters roinposiiig 
t,he word, the phonetic symbols for t,he syllables (Pin 
Yin) t,lie word-class, and t,he prior prohahilit,y of thi. 
word. In order t,o clet,ermiiie the word-class member- 
ship and prior probability of each word. as wvcll as thr  
bigram st,at,istics het,ween any t,wo word-classrs. B huge 
Chinese t,est, corpus of over 6 3  million char 
been acqiiired. Because different, from English t,exbs. 
there is no explicit, word lilarlter in Chinese t.est,s. In 
order to gat,lier t,he above statistics. an effect,ivc (-!hinesc. 
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word segment,aLioii nlgorit,hm by "Maximum Matching 
and Word Binding Force" [7] ,  is applied t,o segment the 
t.ext lines in tlie corpns iiit,o words. 

The recognizer can generate t he  t,op n most likely 
speech unit, sequences for each nlteraiice to be recog- 
nized for t,he laiigiiage inodel t,o post-process, but icleii- 
tifyiiig the n best caiididatle sequences is time consum- 
ing. Most, of the t,ime. onlj. a few of the speech unit~s 
have ninltiple candidates unless n i s  
instmead of asking t,he acousl,ic: recognizer t,o produce n, 
candiclate sequences, only {,lie top one i s  Rslied for. 

Ii phone I ) ,  close test, resuks recognizing t,he 
training data  produce a set, of phones that have been 
identified t,o it,: correctly or incorrectly. This set will 
liereina€t.er be referred to as t,he "confusion set" of pi. 
In tlie following experiment, only the t,op 2 candidat,es 
in thr  ronfusioii set, are employed as possible candidates 
for ? I L .  

Hence. for earh  inpiit, ntmt,erance; only one phone se- 
quence i s  reqnired froin t.he aronstic recognizer, and t.he 
ronfiision sets of t,he phones in bhe sequence can pro- 
vide obher possible phone randirlates t n  ilie language 
model. The phone sequence is first. convert,ed into a 
syllal~le sequeiire. Phones lrom the beginning of t,he 
ut,t,eraiice or the end of a syllahle are examined to  see 
if t,hey can form a syllable or t,he prefix of one. If a syl- 
lable can be fornrecl: t,lie roilversion prmms carries on 
st,art,ing froin the next, phonc. Whenever that fails, al- 
t,ernai.iTre phones froin t,he corresponding confusion sets 
of t,liose phones under esaininat,ion will lie considered. 

The next. st,ep i s  to convert t,he syllable sequence 
in1,o a word sequence. Berause t,liere are many homonyms 
in C:liinese, t,he mapping oi a wqueiice of syllables to a 
word is often one-t,o-many. 17or each syllable. a coiifw 
sioii set of 2 members is siinilarly const,rnct,ed. If there 
are 11 syllables in the ont,put, sequence. ;I syllable ma- 
t,rix Tvit,li 'Ln elements is built,. Many sy l la l~ le  sequences 
can tAen lie formed and  each sequence mag correspond 
t,o more tliaii one rharacter sequence d u e  i,o homonyms 
and inexplicit word lmundaries. 

If a sequenre of syllahle images 01.  . . . .  OT i s  seg- 
U'h ou 12 

k 1, 

correpsonding to a word sequence of t ~ ; l .  . . . 70h which in 
t,urn. belonging 1.0 ~vorcl rlasses s i ,  . . _ :  .sii respect,ively, 
the so~inrliiess of t.he segiieii('e is measured in krms of  

melitred into 01''' ~ . . . . o"" k , .  oy2 . . . .  ~ 0;; . . . .  ~ o1 ,.... 

where .sli is a worrl rlass ofpuict,uation symliols appear 
iiig liefore and uft,er t,he seqiience of syllalsle images. 
?)(.sl I ~ ~ - 1 )  nnrl  p(.s,i 1 s i . )  r an  be rollerl~ed from t*lie 
seomenteil test, corpus nhilc t,he probahilit,y of op'. . . . ~  

forming R ivortl tu, in s ,  is defined as: 
k ,  

p ( O y ' 2 ,  .... o;,:; 15;) = p ( 7 r ;  I s,) rJ ?,(O)lf I y;., ( 3 )  
J=l  

F1er.e. word tuL is a syllahle seclnenre i j y z  _.. .  J 

.si) is thr  prior proliability of ~vorcl cor,  and p( 
i s  t,he miifusion probability t,o measure of t.he similarit,) 

between the observed image oJ and the syllable ' of 
t.he word w,. llinong all t,he possible worcl sequrnces. 
t,he principle of dynamic programming is employed t,o 
determine t,he optimal word sequence mhirh has t~he 
maxii-nniii L .  

Wit,h snch a language model. the syllable arriirac.> 
is 86.8%. The character accuracies mi1.liont and with 
recognizing t,he tones of each syllable are 70.2% and 
i 1.1% respectively. ?.- 

9. CONCLUSION 

In this paper; a multi-speaker continnous Pu1,ongliiia 
recognizer composing of 20 spealier~depeiident recog- 
nizers as sub-systems has been presented. A large Pi[- 
tonghua database is constructed and  nsed to train and 
test the recognizer. 11 language model based on n ~ r d  
class bigram stat,ist#ics is developed to convert speec.11 
units t,o Chinese characters. Confiision set8s of phones 
and syllables are employed t,o improve the acciiracy of 
the recognizer. The syst,ein covers a very large vocal>- 
ulary and can be applied to  various application areas. 
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