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A b s t r a c t  
This paper proposes interval constraint network and 

interval propagation techniques for automatic tolerance 
design. A hierarchical representation is utilized in the 
interval constraint network. The consistency of a constraint 
is defined for the purpose of tolerance design. Forward and 
backward propagation techniques are introduced in the 
interval constraint network for tolerance analysis and 
synthesis, respectively. Both a propagation technique for a 
single constraint and a parallel propagation technique for 
multiple constraints between two adjacent levels in the 
network are introduced. Experiments conducted to illustrate 
the procedures of tolerance analysis and synthesis for the tank 
problem are described. 

v 
V variable (corresponding to entity, attribute, and 

functional requirement) 
v interval assigned for V 
vup upper limit of V 
viow lower limit of V 
VnOm nominal value of the variable 
V any value in V 

1. Introduct ion 
Tolerance design plays an important a role in the 

relationship between performance and the manufacturing cost 
of a product. Decreasing the tolerance range will improve 
performance but will also increase manufacturing costs. It is 
desirable to optimize the tolerance range under such 
constraints of product design as the relationship between the 
dimensions of entities of a component and the functional 
requirement of the design. In this paper, we develop a 
constraint-based reasoning mechanism to analyze a given set 
of design tolerances and synthesize a new set of tolerances to 
satisfy the functional requirements of a product. 

For a given design of a mechanical part, a relationship 
can be derived for the functional requirement in terms of the 
entities. This relationship can be expressed as: 
Y = f(Xl,X;z, ..., X,) where Y is the functional requirement 
and Xi is the im entity. n is the number of entities that are 
related by the equation to the corresponding functional 
requirement. 

In tolerance analysis, the entity tolerances, X1.X2, ..., 
Xn, are given. The goal is to ensure that the functional 
requlrement tolerance, Y, is met. The tolerances Xi and Y, are 
the range of acceptable values for, Xi and Y, respectively. If 
the assigned functional requirement tolerances are not met, 
the tolerances for the entities need to be reassigned by 
tolerance synthesis in order to achieve the functional 
requirements. 

In tolerance synthesis, the functional requirement 
tolerance, Y, is given. The goal is to determine a set of 
feasible entity tolerances, X1,X2, ..., Xn, to fulfill the 
functional requirement. The task of tolerance synthesis is 
more difficult because n entity tolerances are determined based 
on one functional requirement tolerance. I n  contrast, in 
tolerance analysis, one functional requirement tolerance is 

determined based on n entity tolerances. Figure 1 gives the 
concept and relationship of tolerance analysis and synthesis. 

Functional 

I lokr8nse 
synhrsk 

Figure 1. Relationship of tderance synthesis and tolerance analysis 

1.1 Related Work in Tolerance Design 
Tolerance design has been the focus of a number of 

techniques. These techniques include tolerance calculation, 
worst-case analysis, statistical analysis, design 
optimization, and constraint-based reasoning. Many of these 
are restricted to either analysis or synthesis; only a few are 
applicable to both analysis and synthesis. Most of them 
approximate a nonlinear relationship between tolerances as a 
linear relationship for simpler computation and optimization. 
With this approximation, some of the essential 
characteristics of the tolerance relationships are often lost. 

The previous works are summarized as below. Foster [5 ]  
developed formulas for calculating size position tolerances to 
achieve a desired class and grade of cylindrical fit between 
mating parts. Turner et al. [12] presented a worst-case 
tolerance analysis on an industrial assembly using GEOS (an 
automated tolerance analysis package developed at the 
Rensselaer Design Research Center). Fortini [4] and 
Parkinson [I  11 applied statistical analysis techniques. 
Michael and Siddall [IO], and Cagan et al. [l] have applied 
optimization techniques for tolerance synthesis. These 
techniques include linear and nonliear programming, and 
simulated annealing. Lu and Wilhelm [8] proposed a tolerance 
synthesis approach, CASCADE-T, that used a representation 
of the conditional tolerance relations that exist between 
features of a part. 

1.2 Related Work in  Interval Constraints 
Constraint satisfaction problems (CSPs) are often 

formulated in AI tasks. A constraint network is a declarative 
structure that consists of nodes and arcs. The nodes represent 
the variables or the constraints. The arcs represent the 
relationship between the variables and the constraints. The 
variables are labeled by intervals, or sets of possible values. 
The constraints include any type of mathematical operation or 
binary relation. Constraint propagation is utilized to perform 
inferences about quantities. For different types of variables 
and definitions of satisfaction in constraint satisfaction 
problems, different propagation techniques can be formulated. 
For tolerance design, the variables are labeled by intervals 
and the constraints are n-ary mathematical operations. 

Decbter and Pearl [3] developed a method of generating 
heuristic advice to guide the order of value assignments based 
on sparseness in the constraint network and the simplicity of 
tree-structured CSPs. Mackworth and Freduer [9] analyzed the 
time complexity of several node, arc and path consistency 
algorithms in CSPs. However, the domains of the variables 
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considered by [3,9] are discrete, finite sets instead of real 
intervals. 

Ladkin and Reinefeld [7] developed a technique to solve 
qualitative interval constraint problems. However, the 
constraints are binary relations on intervals instead of n-ary 
mathematical operations on intervals. 

Davis and Hyvonen's work is most closely related to 
ours. The constraints in their interval constraint satisfaction 
problems (ICSPs) are n-ary mathematical operations and the 
intervals are real intervals. Davis [2] adapted the Waltz 
filtering algorithm for screening impossible values from the 
variable domain to solve the ICSPs. Hyvonen [6] used the 
tolerance propagation approach, which combines the 
consistency techniques based on the topology of the 
constraint net with techniques of interval arithmetic, to solve 
the ICSPs. While these methods are able to determine the 
solutions for ICSPs, their definition of consistency and 
satisfaction of the constraint network is not appropriate in 
the problem of tolerance synthesis and analysis in 
mechanical parts. Therefore, these techniques cannot solve 
our problem. The differences of the definitions and 
applications between their work and our work will be 
discussed in the later sections. 

1.3 C o n t r i b u t i o n s  
We have approached the problem of tolerance design by 

combining interval constraint network and interval 
propagation techniques. The contribution of our work can be 
summarized as follows: 

. 

A hierarchical interval constraint network is developed to 
represent the relationships (constraints) between the 
entities, attributes, and functional requirement of a 
mechanical part. 
The consistency of a constraint is defined for the purpose of 
tolerance design in the interval constraint network, since 
the traditional definition of variable's consistency used in 
interval constraint satisfaction problem (ICSP) cannot be 
applied to tolerance design. The definition of constraint 
consistency is then used to define the satisfaction of the 
interval constraint network for tolerance design. 
Forward and backward propagation for a single constraint 
are developed. 
A parallel propagation method between adjacent levels of 
the hierarchical constraint network is developed for 
tolerance analysis and tolerance synthesis. 

2. I n t e r v a l  C o n s t r a i n t  Network  f o r  T o l e r a n c e  

2.1. Hierarchica l  I n t e r v a l  C o n s t r a i n t  Network  

For each mechanical design, the relationship between the 
highest level, functional requirement, and the lowest level, 
entity, can be represented by a hierarchical network. The 
functional requirement describes the functions of the design 
and the requirement to satisfy these functions. Each 
functional requirement can be described as a function 
(constraint) in terms of attributes. For example, the 
functional requirement, volume of a sphere, can be described 
as a function of the attribute, inner radius. An attribute is also 
described as a function in terms of the mechanical part's 
entities. The inner radius can be computed as a function in 
terms of the outer radius and the thickness of the material. 
These relationships are described as a hierarchical interval 
constraint network as shown in Figure 2 in our approach. 

The constraint functions in  the constraint network, 0 = 
f ( I 1 ,  12, ... , In), describe the relationships between the 
multiple input variables, 11, 12, ... , I n .  and the single 

D e s i g n  

and  Cons t ra in t  Funct ions 

output variable, 0 .  Thi,s constraint function is used to 
propagate the exact values of the input variables to the output 
variables. Based on the constraint functions between the 
variables and the properties of the interval arithmetic, the 
interval constraint functions between the corresponding 
intervals, 0 = F(I1,12, ... , I,?), can be derived. 

Functional 
Entity Attribute Requiremeni 

0 

Constrahtw C O d t w  
Figure 2. A hierarchical interval constraint network representing 

the constraints between Uie entities, attributes, and functional 
requirements of the mechrlnical design. 

2.2 Satisfaction of Int~erval  Cons t ra in t  Network 
The definition of Satisfaction in the interval constraint 

network always depends on the purpose of application. A 
good understanding of the goal of constraint satisfaction for 
the problem investigated anti an appropriate definition of the 
satisfaction of the constraint network are the foundations of a 
successful constraint network solution to the problem. 

The interval constraint satisfaction problem (ICSP) has 
been studied by Davis [2], Hyvonen [a] and others. The 
satisfaction of the network is defined in terms of the 
consistency of the variables. The purpose of the ICSP is to 
refine the intervals of the variables as far as possible without 
losing possible exact solutions of the constraints. However, 
this definition does not fit the purpose of our application to 
tolerance design. The purpo!;e here is to refine the tolerances 
of all the input and output variables of the constraints such 
that the tolerance propagated from the input variables based 
on the interval constraint function is a subset of the output 
variable tolerances. As a result, the definition of constraint 
network satisfaction in our problem should be modified and 
described in terms of the ccmsistency of the constraints not 
variables. 

2.2.1 S a t i s f a c t i o n  o f  I n t e r v a l  C o n s t r a i n t  
Network for  ICSP 

In ICSP, according to Hyvonen [6], the satisfaction of 
the interval constraint network is defined as follows: 

A variable, Vi. is consisrant if and only if V(vi E Vi I Vi 
=Vi),  VI E VI,  ..., Vi-1 E Vi-1, vi+l E Vi+l, ..., vn E Vn 
I V I  = VI,  .... Vi.1 = vi-1, V i + l  = Vi+l, ..., V n  = vn), 
such that all constraints art: satisfied. 

The constraint network is satisfied if and only if all 
variables are consistent. 

In other words, given a constraint network with n variables, 
V i  to Vn,  and the constraint between the variable, Vi. and 
the other variables is describ'ed by Vi  = f(V1, ... , Vn), Vi is 
consistent if and only if Vi <; F(V1. ... , Vn). However, in 
tolerance design, it is desired to have the interval computed 
using the input intervals and the interval constraint function 
to be a subset of the assigned output interval for each 
constraint in the network. 

The properties of the consistency of a variable as 
described in ICSP are not appropriate for tolerance design, as 
can be illustrated by  the following example. Let us assume 
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that the constraint function between the area, A ,  and the 
length and width, L and W, of a rectangal is V = f(L, W) = L 
x W. Given the tolerances, L, W, and A, F(L, W) must be a 
subset of A so that the designed tolerances for length and 
width satisfy the expected tolerance of the rectangular area. 
Given that all the variables are consistent according to the 
definition of ICSP ( A c F(L,W), L 5; F(A,W), W c F(A,L) ), 
the condition F(L, W) s A is not guaranteed to be satisfied. 
For instance, given the tolerances of L. W, and A ( L = [3,5], 
W = (10,121, and A = [30,50] ), all the variables, L, W, and A, 
are consistent. ( [30,50] c [3,5] x [10.12] = [30,601, [3,5] c 
[30,50] I [10,12] = [2.5,5], and [10,12] c [30,50] I [3,5] = 
[6,16.7]. ) However, the requirement of F(L,W) c A for 
tolerance design is not satisfied. ( [3,5] x [10,12] ='[30,60] Q 
[30,50]. ) Although all the variables in the network are 
consistent, the tolerance assigned is not correct with respect 
to mechanical design. 

2.2.2 S a t i s f a c t i o n  of I n t e r v a l  C o n s t r a i n t  
Network for Tolerance Design 

Since the purpose of tolerance design in an interval 
constraint network is different from the purpose of ICSP, a 
new definition of satisfaction is required. The satisfaction of 
the network depends on the consistency of the components in 
the network. In ICSP, the satisfaction of the network is 
defined in terms of the consistency of the variables. 
However, based on the application of tolerance design, the 
definition of consistency should focus on constraints. 

In a constraint network for tolerance design, the 
constraint is multiplekingle inputs and single output (MIS0 
or SISO) and is represented as a double, Ci(U,k). U is the set 
of indexes for the input variables and k is the index of the 
output variable for the constraint Ci. For example, U = { 1.21 
and k = 3, if the constraint function of Ci is V 3  = f(V1,Vz). 

The definitions of consistency of a constraint and 
satisfaction of the interval constraint network for tolerance 
design are as follows: 

Defini t ion 1: 
A constraint, Ci(U,k), is consistent if and only if 

such that Cj(U,k) is satisfied. 
where U is the set of indexes for the input variables and k is 
the index of the output variable for the constraint Ci. 

The interval constraint network for tolerance design is 
satisfied if and only if all of the constraints are consistent. 

Based on the definition of consistency of constraints and 
satisfaction of the network, the tolerances assigned to the 
entities are ensured to satisfy the tolerances of the functional 
requirements. The interval computed from the input intervals 
and the interval constraint function is expected to be a subset 
of the assigned output interval for each constraint in the 
network. Taking the earlier example for ICSP, with A = 
[30,50]. L and W could be refined to some other intervals, 
such as L = [3,4.5] and W = [10,11], such that the constraint 
is consistent. After refining L and W, we could take any 
values, 1 and w, in L and W, and there is always a value, a, in A 
such that 1 x w = a 

3 Tolerance Propagat ion 
With these new definitions of consistency and 

satisfaction for tolerance design, new tolerance propagation 

Defini t ion 2: 

techniques are needed. With such techniques, tolerances can 
be propagated from variable to variable in the constraint 
network to ensure that the constraints are consistent. 

Tolerance propagation is utilized to update the intervals 
in the network to make the interval constraints consistent. 
Tolerance can be propagated from the input intervals of a 
constraint to the single output interval, which is known as 
forward propagation. Tolerance can also be propagated from 
the single output interval of a constraint to multiple input 
intervals, known as backward propagation. The forward and 
backward propagation techniques for tolerance design are 
developed based on Definitions 1 and 2. Given a constraint 
with constraint function x k  = f(X1,Xz. ..., Xn), with input 
intervals, X 1 , x z .  .... X,, and output interval, x k ,  if the 
constraint is not consistent ( x k  Q F(Xl,X2, ..., Xn) ), either 
X k  must be relaxed (widened) or one or more of the input 
intervals must be tightened (narrowed). Xk is relaxed by 
propagating X1,X2, ..., and Xn forward. X1,X2, ..., and Xn 
are tightened by propagating Xk backward. 

3.1 Forward  Propagat ion for  a Single Constraint  
The forward propagation is based on the constraint 

function such that the intervals of the input variables are 
propagated to the interval of the single output variable. If the 
interval propagated from the input intervals is not a subset of 
the output interval, the output interval is updated (relaxed) to 
the union of the propagated interval and the original assigned 
output interval, otherwise, the constraint is consistent and 
nothing is changed. The algorithm for forward propagation is 
given as: 

Forward Propagation for constraint, C((  1.2. ..., n) ,  k), 
F P ( X 1 3 2 ,  .... x n ;  x k )  
Propagated  from I n p u t  Tolerance  to  the  Upper  
Limit of the  Output  Tolerance 

where xi9 = xiup if x k  is monotonic increasing with respect to xi. 

Xi9 = Xilow if x k  is monotonic decreasing with respect to xi. 
Propagated  f rom I n p u t  Tolerance to t h e  Lower 
Limit of the Output  Tolerance 

Xkup' = f( X l p  .... xncp 

Xklow' = f( X ~ K ,  -. xnK ) 
where xiK = xiup if Xk is monotonic increasing with respect to Xi. 

if x k  is monotonic decreasing with resped to xi. 
Relaxing the  O u t p u t  Tolerance 

 xi^ = Xilow 

If Xkup' Xklow Or Xklow' ' Xkup 9 

NO SOLUTION 
Otherwise, 

Xkup = Xkup' if XkUp' > Xkup. 

%ow = %ow' if Xklow' < Xklow. 

3.2 B a c k w a r d  P r o p a g a t i o n  f o r  a S i n g l e  
C o n s t r a i n t  

The backward propagation is also based on the constraint 
function such that the interval of the output variable is 
propagated to one or more of the intervals of the input 
variables. If the constraint is not consistent, the output 
interval is propagated to the input intervals by tightening 
each of the input intervals. There are several options for 
tightening the input intervals: (i) tightening uniformly on 
every interval, (ii) tightening the intervals proportional to 
the corresponding nominal values of the variables, (iii) 
tightening the intervals proportional to the width of the 
intervals. The algorithm for backward propagation is given 
as: 
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Backward Propagation for constraint, C(( 1.2, ..., n j ,  k), 

Compute the Propagation Parameter ,  ai and Pi 
BP(Xk;  X 1 J 2 ,  - . .Xn) 

If the changes on X i  to Xn are uniform, 

If the changes on X i  to Xn depend on the nominal value of 
a i  = pi = 1 for 1 S i S n. 

X1 b X n ,  
for 1 S i S n. xinom a i  = Pi = 

If the changes on X i  to Xn depend on the widrh of the 
intervals, 

if xicp = Xiup 

if Xicp = xilow 
‘inom ai = Xicp - 

a i  = Xinom - Xicp 
and Pi = XiK - Xinom if XiK = X i u p  

Pi = Xinom - XiK if Xicp = Xilow 
for 1 S i.5 n. 

where 
xicp = Xiup 

X i q  = Xilow 
xiK = xilow 

XiK = Xiup 

if& is monotonic increasing with respect to Xi. 

if xk is monotonic decreasing with respect to Xi. 
if Xk is monotonic increasing with respect to Xi.  

if Xk is monotonic decreasing with respect to Xi. 

Solve the  Upper  Limit Parameter ,  z based on 
the  Cons t ra in t  Funct ion 

where 

UP’ 

UP 
Solve Xkup = f( X ~ Q  + dwlcp, ..., xncp + h n c p  ) for r 

if Xk is monotonic increasing with respect to Xi. 
if xk is monotonic decreasing with respect to Xi. 

UP 
Axiq = - ai r 

Solve the Lower Limit Parameter ,  ‘f low.  based on  
the  Cons t ra in t  Funct ion 

where 
A x i ~  = Pi TlOw if xk is monotonic increasing with respect to Xi. 
AXiK = - pi TlOw if Xk is monotonic decreasing with respect to xi. 

Update the Input  Intervals 

Axicp = ai r 

UP 
Lf Tup > 0, Tup = 0. 

Solve Xklow = f( x1K + h l K ,  ...* XRK + AxnK for Tlow 

If T~~~ < 0, rlow = 0. 

UP xicp’ = xiQ + a i  5 

XiK’ = xiK + Pi %low 

for 1 5 i S n, 

for 1 I i 6 n. 

3.3 Paral le l  Propagat ion  
In Sections 3.1 and 3.2, propagation for a single 

constraint has been introduced. However, an interval 
constraint network usually consists of more than one 
constraint. The order of propagation has a significant effect 
on the final solution obtained. In this paper, parallel 
propagation is utilized in the hierarchical interval constraint 
network. 

The algorithms for parallel forward and backward 
propagation are shown below: 

Parallel Forward Propagation from Level-i to Level-i+l. 
For each constraint in C(i, i+l)  

Propagate the input intervals to the output intervals 
simultaneously using the technique in Section 3.1 

Parallel Backward Propaga ion from Level-i+l to Level-i. 
Propagate  t o  t h e  intervals In Level-1-1 with out- 
degree greater  than one 

Let M be the set of the intervals in Level-i, Xj, which are 
constrained by more thim one constraint between Level-i 
and Level-i+l. 
For each interval in M, 

For each constraint in C(i,i+l) 

x. . =xj Jnun 

Propagate the OUtlJUt intervals in Level-i+l to the 
intervals in M simultaneously. 
If updated interval of Xj n Xjfin # 0. 

Xj = Xj A Xjn;,in . 
Propagate  t o  t h e  inter-vals In Level-i with out- 
degree Is equal  to  one 

For each constraint in C(i,i+l) 
Propagate the output intervals in Level-i+t to the 
intervals in Level-i, which are not elements of M, 
with CZj and Pj = 0 if Xj E M, simultaneously using 
the technique in Section 3.1 

In parallel forward propagation, all the intervals in 
Level-i are propagated to all the intervals in Level-i+l 
simultaneously. Since all ithe constraints between the two 
levels are multiple inputs I single output, the updated 
intervals in Level-i+l do not affect one another. However, in 
parallel backward propagation, each of the updated intervals 
in Level-i may be propagated from several intervals in 
Level-i+l through more than one constraint. Therefore, the 
updated intervals in L e v e l j  correspond only to the last 
propagated constraint. Other constraints propagated through 
earlier may no longer be consistent. As a result, two parallel 
backward propagations are needed to ensure the consistency 
of all the constraints between the two levels of variables. 
One propagation is for the intervals in Level-i which are 
constrained by more than one constraint. (i.e. the 
corresponding nodes in the network in which the out-degree is 
larger than one), and another propagation is for the rest of the 
intervals in Level-i. 

In parallel backward propagation, the intervals in 
Level-i+l are f i s t  propagated to those intervals in Level-i 
which are constrained by more than one constraint between 
Level-i and Level-i+l. The: tightest constraint from all the 
output intervals on these intervals is found and saved. Then, a 
second parallel backward propagation will be processed to 
update the rest of the intervals in Level-i without changing 
the intervals which have already been computed during the 
first stage propagation. Using this technique, all the 
constraints between Level-i+I and Level-i are ensured to be 
consistent. 

3.3.1 E x a m p l e  
Figure 3 shows an example of a partial interval 

constraint network. The intervals , X i ,  X2, X3. and X4, are 
propagated simultaneously, to the intervals, Y1, Y2. and Y3, 
through the constraints, C l ,  C2, and C3. Therefore, three 
forward propagations, FP(X 1; Yi) ,  F P ( X ~ . X Z , X ~ ;  Y2). and 
FP(X3.X4; Y3) are processed simultaneously to update Y1, 
Y2, and Y3. 

Given Xi = [5,10], X2 = [20,25], X3 = [lS,lS],  X4 = 

[9,10], Y1 = [1,3], Y2 = [40,90], Y3 = [140.€80], x lnom = 7, 
x z n O m  = 22, x3,,, = 17, x,lnom = 9.5, the constraints are 

Ln(X1)  = Y1,  X i  + X 2  + 1S3 = Y2,  and X 3  x X4 = Y3. 
Since Ln(X1) = [1.61,2.30] c Y1. the constraint C1 is 
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consistent and relaxing Y1 is not necessary. As a result, only 
FP(X 1.X2.X3; Y2), and FP(X3,Xq; Y3) are processed 
simultaneously. Y2 and Y3 are finally updated to [40,53] and 
[135,180], respectively. Now, all the constraints between Xi 
and Yj are consistent where i = 1, 2, 3, 4, and j = 1, 2, 3. 

Leveij q i j + l )  Level-i+l 
Figure 3. An example of a partial interval constraint network from 

Levelj to Level-i+l, where Level-i has four variables, Xi,  X2, 
X% and Xq, Level-i+l has three variables, Y1, Y2, and Y3, and 
there are three constraints in C(i,i+l), C1, C2, and CJ. 

For parallel backward propagation, only the original Y2 
and Y3 are first propagated backward simultaneously to X i ,  
X2, X3, and X4 because C1 is already consistent. BP(Y2; Xi .  
X2, X3) and BP(Y3; X3. X4) are first processed to update X3. 
Allocation based on the width of intervals is used in this 
example. BP(Y2; Xi .  X2, X3) tightens the upper limit of X3 
to 17.571 and BP(Y3; X3. X4) tightens the lower limit of X3 
to 15.195. X3 is updated to [15.389,17.572]. Fixing X3 to 
the updated interval, BP(Y2; Xi .  X2, X3) and BP(Y3; X3, X4) 
are processed again to update X i ,  X2, and X4, X I  and X2 are 
updated to [5.000,8.7 141 and [20.000,23.714], respectively. 
X4 is also updated to [9.097,10]. Again, all the constraints 
between Xi and Yj are now consistent after parallel backward 
propagation where i = 1, 2, 3, 4, and j = 1, 2, 3. 

4 Tolerance  Design, Example  a n d  Exper imenta l  

In this section, the tank in Figure 4 is utilized as an 
example to illustrate tolerance analysis and synthesis in an 
interval constraint network. The tank is made up of two 
cylinders. The functional requirements are the total volume of 
the tank, V, and thicknesses of the tank, T1,  T2 ,  and T3,  as 
labeled in Figure 4(b). The attributes of the cylinders are the 
inner radius and the outer radius, R1,  R2,  R3, and R4,  the 
inner lengths, L1 and L2, and the outer length of the smaller 
cylinder. L 3  (Figure 4(c)). The entities are several measurable 
tank lengths, as labeled in Figure 4(d).The hierarchical 
interval constraint network for the tank is given in Figure 5. 
The constraint functions are given in Table. 1. 

R e s u l t s  

4.1 Tolerance  Analysis 
In tolerance analysis, tolerances are assigned to the 

entities of the mechanical parts, and analysis ensures that the 
tolerance of the functional requirements is satisfied. 
Therefore, tolerances are propagated from all the entities to 
the tolerances of the attributes and then propagated to the 
tolerances of the functional requirements. In many situations, 
the tolerances of the attributes are not assigned, so the upper 
limits and lower limits of the tolerances are set to the nominal 
value in the constraint network. 

In the example of the tank, the tolerances of the entities, 
E l .  EZ,  E 3 ,  E 4 ,  E 5 ,  E6, and E7, are propagated to the 
tolerances of the functional requirements, V, T1, T2, and T3. 
The nominal values of the entities, E l ,  E2, E3, E4, E5, E6, 
and E7, are 95mm, 200mm, lOOmm, 50mm. 50". 190mm. 
and 200mm, respectively. The nominal values of the 
attributes, L 1 ,  L2,  L3 ,  R 1 ,  R 2 ,  R 3 ,  and R 4 ,  are I O O m m ,  

200mm, 95mm, 14Omm. 19Omm. 150". and 200mm. 
respectively. The nominal values of the functional 
requirements, V, T1 ,  T2 ,  and T3,  are 2.9x1o7mm3, lOmm, 
10". and 5". respectively. The initial tolerances of the 
entities, attributes, and functional requirements are given in 
Table 2. The upper limits and the lower limits of all the 
attributes are set to their nominal values. The tolerances of 
the entities are first propagated to the attributes' tolerances 
through the corresponding interval constraint functions in 
the first column of Table 1; the results are given in Table 2. 
The tolerances of the attributes are then propagated to the 
functional requirements' tolerances through the corresponding 
interval constraint functions in the second column of Table 2 
and the results are also given in Table 2. n e  propagated 
tolerances of the funct ional  requirements  are  
f 2 . 8 2 4  1 x 1 07mm 3,  2.9419x107m m 3  I ,  [ 8mm, 12mm], 
[6mm,14mm] and [3mm,7mm] for V ,  T 1 ,  T 2 ,  and T 3 ,  
respectively. As a result of this analysis, we see that the 
propagated tolerances of T 1 ,  T 2 ,  and T3 do not satisfy the 
functional requirements because they are not subsets of the 
designed tolerance as shown in Column 3 of Table 2. 
However, the propagated tolerances of V do satisfy that 
assignment. 

Figure 4. (a) A tank, (b) the labels of functional requirement, (c) 
the labels of attributes of the cylinders, and (d) the labels of the 
measurable entities. 

dL4 0 C o m m F U n s " w  

Td- fa Enhha. 
Aimbum% a Fwhonal 
Rulmmmnu 

Figure 5. The hierarchical interval constraint network 
representing the relationship of the tolerance of entities, 
attributes, and functional requirements for the tank in Figure 
4. 

4.2 Tolerance  Synthesis  
In tolerance synthesis, the tolerances of functional 

requirements that do not satisfy the assignment in tolerance 
analysis are propagated backward to the entities' tolerances. 
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If all the functional requirements' tolerances are satisfied, 
tolerance synthesis is not necessary. As a result, not every 
node in the network will be visited during the backward 
propagation, only those that are related to the unsatisfied 
functional requirements. In this example, the assignments of 
ai and pi are based on the width of the tolerances. After 
tolerance synthesis, a new set of tolerances for the entities 
that will satisfy all the constraints in the network is 
generated. 
Table 1. Constraint functions for the hierarchical interval constraint 
network in Figure 7. 

Constraint Functions between 
Entities and Attributes 

Constraint Functions between 
Attributes and Functional 

R I  = E6'- E5, R2 = E6, T2 = R3 - R1 
R3=E7-E4, R4=E7 T3 L1- L3 

Table 2. The tolerances of the entities, attributes, and functional 
requirements initially. after tolerance analysis, and after tolerance 

In the example of the tank, only the tolerances of T I ,  
T2,  and T3 are propagated backward to the attributes' 
tolerances of L l ,  L3, R l ,  R 2 ,  RD, and R4, V's tolerance is 
not propagated to any of the attributes' tolerances because V's 
tolerance is satisfied in tolerance analysis as described in 
Section 4.2. L2's tolerance is not propagated from T 1 ,  T2, 
and T3 because L2 is not related to any of T I ,  T2, and T3. 
The propagated tolerances of the attributes are given in Table 
2. Since none of L 1 ,  L 3 ,  R 1 ,  R 2 ,  R 3 ,  and R 4  is 
constrained by more than one of T 1 ,  T2, and T3, only the 
second step in the parallel backward propagation method is 
needed. 

After the attributes' tolerances are updated, they are 
propagated to the entities' tolerances. In this example, the 
tolerances of L1, L3.  R 1 ,  R2 ,  R 3 ,  and R 4 ,  are propagated 
to E l ,  E 3 ,  E 4 ,  E 5 ,  E 6 ,  and E 7 .  E2 is not propagated 
because it is constrained only by L 2  and L2 is not changed 
during the process of tolerance synthesis. In this 
propagation, E 6  and E 7  are constrained by more than one 
attribute. E 6  is constrained by R I  and R 2 .  E 7  is 
constrained by R3 and R 4 .  However, E l .  E 3 ,  E4.  and E 5  
are constrained by only one attribute. Therefore, a parallel 
propagation is first processed to propagate the tolerances 
from R1, RZ, R J ,  and R 4  to E6 and E7. A second parallel 
propagation is then processed to propagate from L 1 ,  L 3 ,  
RI .  and R3 to E l ,  E3, E4,  and E5 with a ~ 6 ,  a ~ 7 ,  P E ~ ,  P E ~  
equal to 0. 

S. Concluslon 
Tolerance design is essential in manufacturing and it 

plays an important role in relating performance to the 
manufacturing cost of a product. A good tolerance design 
method should be able to rlssign a set of tolerances for the 
dimensioning entities such that the maximum ranges of 
tolerance are obtained while satisfying the functional 
requirement. In this paper, a hierarchical interval constraint 
network is described ancl the techniques for tolerance 
propagation are developed. The contributions are summarized 
as follows: 
(1) A hierarchical interval constraint network to represent 

the relationships amoing the functional requirements, 
attributes, and entities is developed. 

(2) The consistency of the constraint and the satisfaction of 
the constraint network aue defined. 

(3) The techniques of forward and backward propagation for a 
single constraint is developed. The techniques for 
parallel forward and backward propagation between the 
different levels of such interval constraint networks are 
also developed. 

(4) Techniques for tolerance design and tolerance synthesis 
based on the proposed hierarchical interval constraint 
networks are introduced. 
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