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Abstract 

Searching for useful information is a difficult job by 
the virtue of information overloading problem. With 
the technological advances, notably World-Wide Web 
(WWW), it allows every ordinary information owner 
to offer information on line for others to access and 
retrieve. However, it also makes up a global informa- 
tion system that is extremely large-scale, diverse and 
dynamic. Internet agents and Internet search engines 
have been used to deal with such problems. But the 
search results are usually not quite relevant to what 
a user wants since most of them use simple keyword 
matching. 

In this paper, we propose a natural language pro- 
cessing based agent (NIAGENT) that understands a 
user’s natural query. NIAGENT not only cooperates 
with a meta Internet search engine in order to in- 
crease recall of web pages but also analyzes the con- 
tents of the referenced documents to increase preci- 
sion. Moreover, the proposed agent is autonomous, 
light-weighted, and multithreaded. The architectural 
design also represents an interesting application of dis- 
tributed and cooperative computing paradigm. A pro- 
totype of NIAGENT, implemented in Java, shows its 
promise to find useful information than keyword based 
searching. 

1 Introduction 

With the phenomenal growth of Internet and World 
Wide Web, the information overload problem is more 
serious and inevitable. Although a lot of information 
is available on the Internet, it is usually difficult to find 
particular pieces of information efficiently. To address 
this problem, several tools have been developed to help 
search relevant information more effectively by either 
assisted browsing or keyword/phrase based searching. 
Assisted browsing, such as WebWathcer [6] and Syskill 

& Webert [lo], guides/suggests a user along an appro- 
priate path through the web based on its knowledge 
of the user’s interests, of the location and relevance of 
various items in the collection, and the way in which 
others have interacted with the collection in the past. 
Internet search engines, such as AltaVista and Lycos, 
sends out spiders or robots to index any visited web 
pages and allow keyword or phrase based search. One 
characteristic of these approaches is they all rely on 
central sever to solve the problem. Also, these ap- 
proaches are either time consuming or the search re- 
sults are often not quite relevant to what a user wants. 

The agent concept can be used to simplify the 
solution of large problems by distributing them to 
some collaborating problem solving units. This dis- 
tributed problem solving paradigm is particularly suit- 
able for information retrieval on the web. In this pa- 
per, we focus on developing an intelligent and e%- 
cient search agents. All the major search engines use 
different schemes to index web pages by using key- 
word or phrase, and support Boolean operations in 
keyword or phrase search. The major problem with 
these search engines is that many irrelevant pieces of 
information are also returned (i.e. low precision of 
extracted information) since they use unordered key- 
word and phrase as indices. In other words, a docu- 
ment is deemed as relevant to a query if all the phrases 
are matched. But since different phrases can appear 
in the same text with any relationship between them, 
the recalled web pages by keyword based matching are 
usually uninteresting or irrelevant to a user’s query. 
Also, each search engine usually returns different doc- 
uments for the same query because they use different 
ranking algorithm in indexing, different indexing cy- 
cles, and different resources. It has been shown in 
[12] that users could miss 77% of the references they 
would find most relevant by relying on a single search 
engine. MetaCrawler [13] is a meta search engine de- 
signed to address these problems by aggregating Inter- 
net search services. In order to achieve high recall in 
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retrieved documents, it is necessary to cooperate with 
as many Internet search engines as possible. However, 
the search results of MetaCrawler are usually not rel- 
evant to the query because of the problem with key- 
word matching. Therefore, it is important to increase 
precision in the retrieved information. 

We propose a Natural language processing based 
Internet AGENT, NIAGENT, that understands natu- 
ral queries. It cooperates with an NLP agent at MIT 
Media Lab to understand the input query. Mean- 
ingful noun phrases are extracted out of the natu- 
ral sentence and formated as appropriate query to 
search engines such as MetaCrawler or other search 
engines. NIAGENT fetches back the web pages, 
based on the recalled references from search engines, 
and then cooperates with PARAGENT (PARAgraph 
Analysis AGENT) for analyzing their text contents to 
sift out irrelevant documents. By cooperating with 
MetaCrawler and PARAGENT, NIAGENT increases 
not only recall but also precision in retrieved docu- 
ments. Our experiments show that NIAGENT is not 
only more user-friendly but more effective in searching 
for relevant and useful information. 

2 NIAGENT 

We agree with the arguments of Lewis and Jones 
in [7] that “All the evidence suggests that for end- 
user searching, the indexing language should be natu- 
ral language, rather than controlled language oriented 
. . . For interactive searching, the indexing language 
should be directly accessible by the user for request 
formulation; users should not be required to express 
their needs in a heavily controlled and highly artificial 
intelligence.’’ and “Evidence also suggests that com- 
bining single terms into compound terms,  representing 
relatively fixed complex concepts, may be useful . . .” 
In light of this trend, we propose an intelligent agent 
that cooperates with other agents to understand the 
natural query, extract meaningful noun phrases, and 
analyze the search results. Natural query can alleviate 
users from the pains and efforts to learn strict formats 
in different Internet search engines. Analysis of the 
text, based on noun phrases, helps in extracting rel- 
evant information with high precision. With recent 
research results in artificial intelligence and natural 
language processing, mature technologies are ready to 
help in designing intelligent information filtering sys- 
tems. 

Figure 5 shows the architectural design of NIA- 
GENT. The design represents an example of dis- 
tributed and cooperative computing in that NIA- 

GENT cooperates with other agents to understand the 
user’s interests and to search for relevant references. A 
user makes a natural query without the need to learn 
different formats in various Internet search engines. 
NIAGENT cooperates with Chopper, a natural lan- 
guage understanding agent, to figure out the interests 
of the user by extracting meaningful phrases. Appro- 
priate queries to Internet search engines or spiders are 
then made by NIAGENT. Based on the returned hy- 
perlinks from search engines, NIAGENT fetches back 
the referred documents and ask PARAGENT to sift 
out irrelevant documents. Finally, the relevant docu- 
ments are returned to user. 

sentence /A 

Figure 1: NIAGENT architecture 

2.1 Understanding a Natural Query 

In order to build an intelligent system as a soci- 
ety of interacting agents, each having their own spe- 
cific competence, to “do the right thing” [B] ,  NI- 
AGENT cooperates with Chopper to understand a 
user’s natural query. Chopper, developed by the Ma- 
chine Understanding Group at MIT, is a natural lan- 
guage analysis engine that generates an analysis of 
the phrase structure and parts of speech in the in- 
put sentence. This parser consists of three parts: seg- 
mentation identifies individual words and some proper 
names, tagging determines part of speech information 
using a hand-coded probabilistic grammar; phrasing 
determines (sometimes overlapping) phrase bound- 
aries based on sentence tagging [4]. 
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Instead of learning to form a query based on 
Boolean operations and phrases for a specific Inter- 
net search engine, a user interested in how we can use 
search techniques of constraint satisfaction to develop 
an intelligent agent can ask NIAGENT a question, in 
natural English, like “How can we use constraint to de- 
velop intelligent agents?” NIAGENT cooperates with 
Chopper to understand the interests of the user and 
then extract the meaningful nouns phrases to form ap- 
propriate queries for other agents such as MetaCrawler 
or various Internet spiders [l]. Figure 2 shows the 
analysis result of the natural query discussed above. 

Figure 2: Analysis results of MIT Chopper 

It has been shown in [2] that an occurrence of the 
noun phrase in a document usually provides much 
more evidence than other phrases for the concept of 
the text. For the query described just described, only 
the noun phrase, L1constraint” and “agent”, capture 
the concept of the natural query. Other phrases such 
as “how”, “can”, “we”, “use”, etc, do not carry useful 
information in the query. Based on this analysis, NIA- 
GENT extract meaningful noun phrases from the an- 
alyzed results suggested by Chopper and understands 
the user’s natural query. 

2.2 Cooperating with Internet Search En- 
gines 

The World Wide Web can be viewed as an infor- 
mation food chain where the maze of web pages and 
hyperlinks are at  the very bottom of the chain [3]. In 
this analogy, the Internet search engines such as Al- 
taVista or Lycos are information herbivores that they 
graze on web pages and regurgitate them as searchable 
indices. MetaCrawler is developed to be one of the 
information carnivores that hunt and feast on herbi- 
vores. NIAGENT is also on the top of the information 
food chain that it works with MetaCrawler in order 
to intelligently hunt for useful information. Concept- 
contained noun phrases, generated by NIAGENT and 
Chopper, are passed to MetaCrawler as directives to 
hunt for information herbivores. Finally, the caught 
preys are then forwarded back to NIAGENT. 

2.3 Analyzing Web Pages 

Most search engines return a user with hyperlinks 
that contain the queried phrases. However, a recalled 
web page that has keywords in the text is not neces- 
sarily relevant to the query. It has been shown that 
basic compound phrases would not typically be further 
combined into frames, templates, or other structured 
units unless there is a syntactic or semantic relation- 
ship between them [7]. For example, a web page might 
have “constraint satisfaction problem” and “agent” 
in a list of research interests or different paragraphs 
about problem solving techniques. Most Internet ser- 
vices would think, based on keyword matching, this 
web page is relevant to the user’s query discussed pre- 
viously since the key phases “constraint” and “agent” 
are matched. But the contents of the web page are ac- 
tually not related to the interests of the user. Figure 
3 shows a paragraph of a web page that consists of a 
list of conferences including the queried phrases. 

0 AGENT THEORIES, ARCHITECTURES, AND 
LANGUAGES - Third International Workshop 
m. wooldridge@doc.mmu. ac.uk 

0 Second Call for Papers, Constraint Programming 
96, August 19-22, 1996, Peter van Beek 

However, the description of this document is just an 
unordered set of phrases and individual words. There- 
fore, this web page should not be considered relevant 
to the user’s interest. 

The relevant information to be extracted is the rela- 
tionships between individual phrases. It is not enough 
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Figure 3: A web page with matched keywords (http:l/ 
www. dbai. tuwien.ac.at/ marchives1 sched-l/ in- 
dex.htm1) 

to identify isolated phrases, which can be done by a 
simple keyword search. In order to intelligently ex- 
tract relevant information from the World Wide Web, 
NIAGENT first fetches back the web pages recalled 
by the search engines and pass them to PARAGENT 
for analyzing the syntactic relation of phrases. While 
a web page contains all the queried phrases is not nec- 
essarily relevant to a user’s interests, a web page is 
usually directly relevant to the query if those phrases 
appear in the same logical segment. The rationale 
here is that more complex structures for deeper un- 
derstanding of text is computationally expensive and 
difficult whereas simple keyword match is not likely to 
provide good precision in information retrieval. 

PARAGENT uses the page layout cues to divide a 
web page into coherent segments (usually paragraphs) 
as the first step in analyzing the contents. Then the 
relationships between noun phrases are analyzed by 
PARAGENT to determine the relevance of the web 
page. Figure 4 shows an Web document that contains 
information interesting to the user. Note that all the 
meaningful noun phrases extracted by NIAGENT and 
Chopper appear in the same paragraph. 

Figure 5 shows a prototype of NIAGENT based on 
our architectural design. A user can key in a natu- 
ral query and select a Internet search engine (such as 

Figure 4: A web page with matched keywords 
(http://www.ie.utoronto.ca/ EIL/profiles/ Chris/ cw- 
dai.abst ract . html) 

MetaCrawler, AltaVista, etc). NIAGENT will show 
the concept-contained keywords and send them as 
queries. The analyzed web pages that are relevant to 
the input query are displayed in the text field. Some 
features of the current implementation (in Java) are 
multithreaded, light-weighted, and portable. 

2.4 Experimental Results 

In order to compare the performance of NIAGENT 
with other Internet search engines in terms of preci- 
sion, we conduct several experiments. For each exam- 
ple in the test set MetaCrawler returns 20 references 
(same amount of recall) and NIAGENT determines 
the precision based on the contents of the recalled 
web pages. These web pages are then evaluated by 
two fellow colleagues to determine the relevance. The 
results in Table 1 summarizes the performance results 
of NIAGENT versus MetaCrawler. 

For the first test query, only 7 out of 20 web pages 
recalled by MetaCrawler are relevant to the user’s in- 
terest. On the other hand, NIAGENT achieves high 
precision (90%) in this experiment. The result is not 
surprising since NIAGENT takes one more step to an- 
alyze the contents of the referenced web pages rather 
than use simple keyword search. From our prelimi- 
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Figure 5: A prototype of NIAGENT 

How can we use 

solving CSP? 
genetic algorithms in 

nary experiments, NIAGENT achieves high precision 
in recalled web pages. 

10% 95% 

Table 1: Performance results 

Natural Query 
How can we use 
constraints to develop 
intelliaent aaents? 
How do agents reduce 
information overload? I 65% 1 85% 

3 Related Work 

In recent years, there has been a growing interest 
in applying NLP techniques to information retrieval 
on text-based documents. Soderland [ll) develops 
Webfoot and CRYSTAL to create a formal represen- 
tation of the web pages that is equivalent to relational 
database entries. Webfoot uses page layout cues to di- 
vide a web page into sentence-length segments of text 
that are passed to CRYSTAL to learn domain-specific 

text extraction rules from examples. The current ex- 
periments are limited to a specific domain of weather 
forecast web pages. 

On the other hand, Air Travel Information System 
(ATIS) [5], developed at SRI International, combines 
speech recognition and natural language understand- 
ing technology that is capable of answering spoken 
queries in the domain of air travel. 

4 Summary and Future Research 

NIAGENT presents users with a intelligent and 
friendly interface that understands a user’s natural 
query, translates the user’s interests into appropriate 
queries for each search engine, analyzes the returned 
references and returns the relevant references. This 
agent also represents an example of cooperative com- 
puting in that it cooperates with other agents and 
servers to do search and filter web pages. 

Our experience with NIAGENT suggests a number 
of topics for future research: 

0 More advanced NLP parser. Currently NIA- 
GENT cooperates with MIT Chopper to under- 
stand the user’s natural query. However, NIA- 
GENT could cooperate with other NLP agents 
such as MIT NLP Parser to better understand a 
natural query by inferring the relations between 
the frames of the sentence and interpreting their 
actions. NIAGENT could search for relevant ref- 
erences more correctly by cooperating with such 
agents. 

0 Learning a user’s actions. NIAGENT could learn 
a user’s interests by the user’s query. It could also 
learn the response of the user to the filtered web 
pages and see whether the user follows the hy- 
perlinks of these pages or simply backtracks from 
them. In other words, NIAGENT could learn 
whether the user is interested in the contents of 
the filtered web pages or not and adjusts its be- 
havior. 

Learning to understand the contents of the vis- 
ited pages. NIAGENT could keep a user profile 
about the term frequency, document frequency of 
the filtered web pages. It could also use several 
learning algorithms such as Perkowitz and Etzi- 
noi’s ILA [9] and Soderland’s CRYSTAL [ll] to 
understand the information that the user is inter- 
ested. 

0 Concept-based searching. NIAGENT could find 
more references by sending keywords, that 
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the same concept of the input query, to keyword 
based Internet search engines in order to broaden 
the scope of the search space. Such search re- 
sults would be not only relevant (because of NIA- 
GENT’S analysis) and broad (because of concept- 
based search). 
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