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A Novel Self-Routing Address Scheme for
All-Optical Packet-Switched Networks
With Arbitrary Topologies

X.C. Yuan, V. O. K. Li Fellow, IEEE C. Y. Li, Member, IEEEand P. K. A. Waj Senior Member, IEEE, Member, OSA

Abstract—Pure all-optical packet-switched networks in which Communications Technologies and Services (ACTS) Keys
both header processing and packet routing are carried outin the to Optical Packet Switching (KEOPS) Project, which uses
optical domain overcome the bandwidth bottlenecks of optoelec- gyeq_size packets with headers transmitted at a lower bit rate
tronic conversions and therefore are expected to meet the needs of dt ¢ load 18], M tv. the Inf fi
next generation high speed networks. Due to the limited capabil- an . ransparen p{:\y oad [8]. More rece'ﬁ‘ y, the In Prma lon
ities of available optical logic devices, realizations of pure all-op- Society Technologies (IST) Data and Voice Integration Over
tical packet-switched networks in the near future will likely employ DWDM (DAVID) Project investigates the use of multipro-
routing schemes that minimize the complexity of routing control.  tocol label switching (MPLS)-based mechanisms to optimize
In this paper, we propose a novel self-routing scheme that identi- 1hq tjlization of both electronic and optical resources [9]
fies the output ports of the nodes in a network instead of the nodes 101. The hvbrid hi : lution t th’
themselves. The proposed address scheme requires single bit proI. I . e hybn approag IS a compromise _So ution to the
cessing only and is applicable to small to medium size pure all-op- immediate demand for high-speed packet-switched networks.
tical packet-switched networks with arbitrary topologies. Unlike  While it combines the flexibility of electronics and the huge
traditional self-routing schemes, multiple paths between two nodes transmission bandwidth of optics, the packet-switching rate
can be defined. Hierarchical address structure can be used in the 5 |imited by the comparatively low bandwidth of electronic
proposed routing SCheme_tO ?horten the add_ress' _ devices. The header processing overheads become significant

Index Terms—Communication system routing, optical data pro-  as the transmission rate increases even if MPLS protocol is
cessing, packet switching, photonic switching systems, wide-area,;saq [11]. Pure all-optical packet-switched networks eliminate
networks. . .

such electronic bottleneck and are regarded as the ultimate
networks of the future. Optically controlled PRUs have
I. INTRODUCTION been demonstrated using the terahertz optical asymmetric

TYPICAL packet switch consists of a header processi multiplexers (TOADs) [12]-{16] and the optical flip-flops
unit (HPU) and a packet-routing unit (PRU). The HP 71-[19]. However, much work have to be done before they

processes the header of an incoming packet, determi egome practical. Progress in all-optical implementation of

through which output port the input packet should be seﬁ ’e HPU igli_mited by Fhe lack of pr_actica! optical buffers and
and sets the PRU accordingly. In a pure all-optical pack e capabilities of available photonic devices [1], [2]. Current

switch, both the signal processing in the HPU and the pac tical buffers are made from fiber delay lines which are bulky
routing; in the PRU are carried out all-optically. Most of thé'@lnd the delays are fixed [20], [21]. For optical logic devices,

current all-optical packet switches are in fact hybrid opticéﬂnly simple Boolean logic functions such asD, OR, NOR,

packet switches, i.e., while the packet remains in the opti VERT, ar_ld XOR _have _been de_:monstrated so far .[22]_[25]'
domain, a copy of the packet header is converted into electri ese optical-logic devices typically are bulky and integration

signals for processing in the HPU [1], [2]. The decision of the difficult. Complex opf[ical-logic circgits are not feasible
HPU is then used to set the PRU to route the packet. Recdft: Hence, pure all-optical packet-switched net.worll<s of the
efforts on the hybrid approach include the realizations of ﬂpeeatr fLIJturedeSt gdopt' adldrgis schemgs that IS|mRII||fy r?utllng
PRU using thermooptical [3], [4], electromechanical [5], anfOntrol and require singie-bit processing only. -optica
electrooptical means [6], [7]. Testbeds of hybrid a||_0pticzﬂnplementatmn of traditional packet-switching strategies such

acket-switched networks include the European Advanc@ Store-and-forward or table lookup would not be possible.
P P Self-routing has been used in packet and ATM switches to re-

duce the hardware cost and control complexity [26]. Upon en-
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for pure all-optical packet-switched networks [15], [28]. Tradi- Condition 1 ensures that the routing instructions from dif-
tional self-routing schemes, however, can only be applied to nétrent nodes to the same destination node can be encoded in one
works with regular topologies such as hypercube networks asidgle address. If there are multiple paths between two nodes,
the shufflenets [29]. For networks with arbitrary topologies, the destination node will have multiple addresses, with each ad-
is necessary to map the physical topologies of the networksdieess encoding a different set of paths to the node. Some of the
logical networks with regular topologies [30], [31]. Determinapaths encoded in the different addresses of the same node can
tion of the optimal mapping is alV-P complete problem [32]. be the same. The paths encoded in each address must satisfy the
Heuristics, such as genetic algorithm and simulated annealipggvious condition. The routing information encoded in each ad-
are required [32]. For a given network topology, itis hard in gemiress, for the same node or different nodes, are independent of
eral to determine the most suitable regular topology for the magrne another. If a set of paths to a hode does not satisfy Condi-
ping. Besides, the paths between nodes are fixed in self-routti@n 1, multiple addresses can be used to encode all the paths
schemes. It is therefore difficult to implement congestion comsing fictitious paths to complete the addresses. These fictitious
trol and traffic engineering. Rerouting of the paths for system rpaths are for address construction purpose and will not be ac-
configurationis also a problem. In this paper, we propose a nowedlly used. The following example illustrates how to construct
self-routing address scheme that is applicable to networks witte addresses and how to use multiple addresses to encode a set
arbitrary topologies. Only single-bit processing is required. Thed paths that do not comply with Condition 1.
proposed scheme allows multiple addresses for the same nodén the following discussion, we consider a network made up
Each address encodes a different set of paths from other noded’ nodes andx links. For simplicity, all links are assumed
to this node, i.e., multiple paths between two nodes are possiliebe bidirectional. Thus, the number of input ports equals to
Multiple addresses of the nodes can be used to increase thethiat of the output ports. The proposed scheme can be applied
liability and flexibility of the system. The proposed self-routingo unidirectional links as well. Each node is arbitrarily labeled
address scheme can be readily adapted to a hierarchical stftem 1 to N. The output ports of each node are also arbitrarily
ture for use in hierarchical networks. We focus on the addrdabeled from 1 tai(:), whered(:) is the number of output ports
protocols in this paper. Investigation on packet-contention probf the ith node. We hav@fvz1 d(i7) = 2K = ND, where
lems has been reported in [33]. D = 2 K/N is the average output degree of the nodes in the
The paper is organized as follows. In Section I, we descrilmetwork.
two address structures of the proposed self-routing scheme
and discu_ss the Iimi_tations set by _the address lengths on H?.eAddress Structure |
network sizes. Section Ill generalizes the proposed address
scheme to hierarchical networks. In Section IV, we discussin this address structure, each output port of the nodes in a
all-optical implementations and the processing delay of tmetwork has a one to one correspondence with a bit in the ad-
proposed self-routing addresses. In Section V, we considkess. The address of a node therefore conthirs 2K bits.
reliability and scalability issues. Different methods to reducdé/e group the bits corresponding to the output ports of the same
the length of the address are discussed in Section VI. Section Wtide to form/V address subfields. Each subfield corresponds to
concludes the paper. one node in the network. Thih subfield of an address consists
of d(z) bits. All bits in the:th address subfield of nodeare set
to zero. For thgth address subfield of node; # 4, thekth bit
is set tol, where the path to nodeexits nodej through thekth
In the proposed self-routing address scheme, each output gfut port. The other bits at th¢h address subfield are set to
of all the nodes in a network is associated with a bit in the a@ero. There is a total of\' — 1) 1 bits out of theL bits in each
dress header. Different output ports may be associated with @filress.
same address bit, but an output port will not be associated withVhen a node receives a packet, it only processes the address
more than one address bit. The HPU of a node processesgHgfield corresponding to the node itself. A node recognizes
address of an input packet bit-by-bit and sets the PRU to rodifét a packet has arrived at the destination if the corresponding
the packet to the output port with its corresponding address piidress field is all zeros. Otherwise, it forwards the packet to
set tol. Depending on whether there is a one-to-one correspdhe local output port as specified.
dence between the output ports and the address bits, we define@ls an illustration of the self-routing address scheme and the
two self-routing address structures in Sections 1I-B and 1I-C. use of multiple addresses, we consider the five-node six-link
For both of the proposed self-routing address structures, thetwork shown in Fig. 1. The nodes are labeled from 1 to 5. We
address of a node encodes a unique path from any other nadgume that there is a path between any two nodes. All paths are
to the node itself. Since an address contains the instructionstfi@pdomly selected. Altogether, 20 paths are defined. A path is
which output port to use at every node irrespective of wherepresented by the sequence of nodes it uses. We represent the
the packets originate, two paths that intersect at an intermedipgh from node to nodej asP(i, j). The 20 paths are given in
node must use the same output port at that node. This requitgble I.
ment is summarized in the following condition. We label the output ports of each node with numbers in paren-
Condition 1:If the paths from two different nodes to the saméheses as shown in Fig. 1. There are five address subfields in
destination node meet at an intermediate node, the subseqtieatnode address corresponding to the five nodes in the net-
links and nodes used by the two paths must be the same. work. The number of bits in each address subfield is given by

Il. THE BASIC SELF-ROUTING SCHEME
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) (YN TABLE I
\ 1 / k; 3 (3) SELF-ROUTING ADDRESSES FOR THENODES IN THENETWORK IN FIG. 1 AND
o N THE PATHS SHOWN IN TABLE I. MULTIPLE ADDRESSES{ 1a, 1b} AND {5a, 5b}
(1) (2) HAVE BEEN USED FORNODES 1 AND 5, RESPECTIVELY
Q. Fiell: 1 2 3 4 5
5 5 v Address
N
(2) la: 00 10 100 010 01
™) @ 3 1b: 00 10 100 100 01

v

10 00 100 100 01

01 10 000 010 10

3
Fig. 1. Five-node six-link network. All links are bidirectional. A total of 20 4 10 01 010 000 Ol
paths are defined in Table | for connections between nodes.

| (2) () 4
Ay

Sa: 01 01 001 010 00
TABLE | 5b: 01 01 001 001 00
TWENTY PATHS BETWEEN THE NODES FOR THENETWORK SHOWN IN
FiG. 1. THE PATH SeTs {P(2,1), P(3,1), P(4,1), P(5,1)} . .
AND {P(1,5), P(2,5), P(3,5), P(4,5)} pathsP*(4,1) = 431 and P*(5,1) = 5421. Node 1 now has
DO NOT ComPLY WITH CONDITION 1 two valid addresses, 1a and 1b, each encoding a different path.
Note that in both addresses, the paths from node 2 or node 3 to
P(21) =21 P(3.1) =31 P(4,1) =421 P(5,1) = 5431 . . -

21 (‘/ ) ( b (,)/ )=5 node 1 are identical. The additional paths are for address con-
P(L2) =12 P@2) =312 PM2) =412 P(52) =512 struction purpose only. They may not be actually used for packet
P(1,3) =13 P(23) =213 P(43)=43 P(53)=053 transmission. For example, if node 4 only uses address 1b and
P(14) =124 P(24) =24 P(34)=31 P(54) =54 node 5 only uses address 1a, then the added patli$, 1) and
P(15) = 135 P(2.5) = 2435 P(3.5) =35  P(45) = 45 P*(5,1), will not be used.

Table Il gives the self-routing addresses of the five nodes of
the network corresponding to the routing paths shownin Table I.
d(1) = 2,d(2) = 2,d(3) = 3,d(4) = 3, andd(5) = 2. The Seven addresses are constructed. Together they contain all the
total number of bitd, = 12. 20 paths chosen. Besides node 1, we have to assign two ad-

The address of node 1 is constructed as follows. The bitsdfesses to node 5 because the pdths 5), P(2,5), P(3,5),
the first field are set to zero, i.e00. For the second field, we @ndP(4,5) do not comply with Condition 1.
look at the pathP(2,1) = 21. Since a packet sent from node Normally, a packet will not be trapped in a loop if the address
2 to node 1 is transmitted through the output port labeled (i§,constructed properly. A node can easily test the validity of the
the first bit of the second address field of node 1 is sdt tand addresses in its address table by reconstructing the paths from
the second bit of the second address field is sBt The second the addresses. However, the headers can still be corrupted even
address field in the address of node 1 is theret@rimilarly, though the bit error rate of optical fibers is better tham L0
the third address field i$00. The address of node 1 so far isSome of these corrupted packets cannot exit the network be-
00 10 100 ?7? ?7. cause either the erred bits cause the packets to travel in loops or

For the fourth address field, a packet sent from node 4 to ndé€ erred bits are in the subfield of the destination node. Optical
1 is first routed from node 4 to node 2 through output port (ﬂpplementation of error correction algorithms for the headers at
and then from node 2 to node 1 through output port (1). Frof@ch node will require complex processing of the signals. Even
the first part of the routing instruction, the fourth address suB-Parity check is difficult to implement all-optically [34]. It will
field is given by100. The packet is now at node 2. So we loole simpler just to remove these packets based on their sojourn
at the second address subfield of the address. From the sed8h8 in the networks by implementing a time-to-live (TTL) field
part of the routing instruction, the second subaddress field [#P]. An all-optical TTL scheme that requires only single-bit
the address of node 1 should & which agrees with what has Processing is described in [33].
been put down earlier from the consideration of the g&th 1).
This consistency is guaranteed since patt, 1), P(3,1) and B- Address Structure Il
P(4,1) comply with Condition 1. However, patf(5,1) = The address described in Section II-B has a two-tier struc-
5431 for the fifth address subfield is in conflict with the con-ture. The address subfields identify the nodes, and the bits in the
tents of the first 4 address subfields because the four paths \address subfield identify the output ports of the node. We note
late Condition 1. In patt® (5, 1), after a packet is routed to nodethat when a packet is in node the bits not in theth address
4, it is then sent to node 3. However the packet should be senbfield are not used at all. Since each address bit corresponds
to node 2 according t@(4,1). To accommodaté(5,1), we to a unique output port, the length of the address increases lin-
can either redefin®(4, 1) to 431, or we can modify?(5,1) as early with the total number of output ports and will affect the
5421. The address of node 1 will®6_10_100_010_0dla) for throughput and processing time. The length of the address can
the former case an@D_10_100_100_0(Lb) for the latter case. be significantly shortened if a bit is associated with more than
If we are not able to modify the original paths, we may add thene output port.
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A simple address structure of this type is that each address TABLE Il

bit identifies a unique node of a network instead of an outpulALTERNATE SELF-ROUTING ADDRESSES FOR THENODES IN THENETWORK
Ly SHOWN IN FIG. 1 AND THE PATHS DEFINED IN TABLE |
port. The length of the new address structur&Vidits, where
for simplicity, we assume that each node has only one address.
The address of nodéhas itsith bit set tol and all other bits t@.
We note that at any node the remaining ' — 1) nodes can be
partitioned according to the output ports that packets destined to
these nodes exit node Therefore, at each nogewe associate 1b: 0100000
thekth bitwherek = 1, 2, ..., N with the output port specified :
in the routing instruction to node. In other words, the address 3: 00 01 0 0 0
bits now have dual roles. It identifies both the destination node 4: 000 0 1 0 0
and the local output port leading to the destination node at each 5a 00000 1 0
node. The association between the address bits and the nodes is
global, while that between the address bits and the local output
ports is node dependent. Compared to address structure |, which
stores the routing information in the address, address structure TABLE IV
h . . . L. MAPPING BETWEEN THE BITS IN THE ADDRESSSTRUCTURE Il WITH THE

I stores the routing information in the association between the OUTPUT PORTS AT EACH NODE
address bits and the output ports at each node. Consequently,
when the routing paths to a node change, only the addresses Bit position: 1 2 3 4 5 6
are modified in address structure I. The association between the
address bits and the output ports of the nodes is not changed. In
the address structure Il, however, the addresses are not modified
but the association between the bits and the output ports at the 2: rr - 12 2 2
affected nodes must be changed. 3: I 11 - 2 3 3

Routing of a packet using address structure Il is straightfor- 1 9 1 1 2 9 3
ward. When a node receives a packet, it checks the whole ad-
dress header bit by bit. If the bit corresponding to the node is set
to 1, the node retrieves the packet. Otherwise, the node routes

the packet to the output port as indicated by the position of theThe header processing time for the proposed addresses is ex-
1 bit. pected to be on the order of the header length because we as-

Table Ill gives an example of the self-routing addresses feime on-the-fly optical processing. For current hybrid optical
address structure Il for the network shown in Fig. 1 and the pathgcket-switched networks, the headers are converted into elec-
defined in Table I. Table IV gives the corresponding mappingical signals either directly using ultrafast photodetectors or by
between the bits in the address and the output ports at each ne@ically demultiplexing first into individual bits before detec-
Both address structures | and Il require single bit processinghn. The electrical signals are then processed to determine the
The choice between the two address structures for a given Neluired output port which in general requires doing a routing
work depends on the network topology, the relative ease in tile lookup. The information is then used to set an electroop-
implementation of each address structure, and the lengths offigal switch to complete the routing action. Typically, the re-
addresses. sponse time of detectors is several picoseconds [37], the packet
processing time is a few microseconds [38], and the switching
time of a lithium niobate electrooptical switch is tens of picosec-

In address structure |, since we associate a unique addreisds [39]. The address length, and hence the required header
bit to every output port of the nodes in a network, the addrepeocessing time, of address structure |, should therefore be much
is L = ND bits long. For comparison, traditional addressdess than one microsecond for the scheme to be an attractive al-
that label the nodes instead of the output ports is dsly N  ternative to hybrid optical packet-switched networks. In other
bits long. In other words, elimination of the all-optical routingvords, the address should be on the order of 1 kb or less for a
table lookup function and simplification of processing requirdine rate of 10 Gb/s, 4 kb or less for 40 Gb/s, and so on.
ment are done at the expense of increase in the address lengtiithe limitation on the address length will be relaxed when op-
Obviously, the address length cannot be too long otherwise tieal processing technology matures beyond the single-bit logic
throughput will reduce and the header processing time will igates. For example, if binary encoding of the address is allowed
crease. The maximum address length in turn set a limit on tv@hout significant increase in processing time, the address will
network size that it is beneficial to use address structure |. Hoe onlylog, N + log, D bits long. Address structure | can then
data protocols, the overheads are typically less than 5% [36]. e applied to much larger networks. In the near future, how-
note that the maximum payload size of Internet Protocol (IRyer, applications of address structure | will be limited to small
packets is 65536 bytes. There is an optior ifw6 to extend to medium size networks such as in backbone networks. The
the payload size beyond this limit. Therefore if the maximum I8ize of current backbone networks is in general not large. For
packet size is used as slot length, a 1% address overhead meaample, there are 27 nodes in AT&T Internet Protocol service
an address length limit of about 5 kb long. backbone network, and 31 nodes for European research back-
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be associated with multiple output ports as in the case of ad-
dress structure Il. In the following, we will describe a hierar-
chical self-routing address scheme for networks with arbitrary
topologies.

Before constructing a hierarchical address, we need to orga-
nize a network into multilevels. First, the nodes are grouped to
form different subnetworks. Each node belongs to one subnet-
work only. The subnetworks are denoted as level-2 nodes, while
the original nodes are classified as level-1 nodes. The level-2
nodes interconnect with one another forming a network with a
topology different from the original one. An output port of a
level-1 node that connects to another level-1 node of the same
subnetwork is classified as a level-1 output port. An output
port that connects to a level-1 node of another subnetwork,
i.e., a level-2 node, is classified as a level-2 output port. The
level-2 nodes can be grouped together to form level-3 nodes.
The process is repeated until the required levels of hierarchy
are reached. In the following, a levelnode may sometimes
be referred to as a Level( 1) subnetwork, depending on the

o context of the discussion.
bone network Multi-Gigabit pan-European Research Network

Fig. 2. Three-level hierarchical network.

structure | will be about a hundred bits only.

The length of address structure Il equals the number
nodes in the networks, and is in general much shorter than t
of address structure I. Thus, address structure Il can be appl

to much larger networks. The main drawback of structure ork is the same as that in Fig. 1. The topologies of the level-2

however, is that the updating Of. routing pa_ths Is more difficu nd level-3 subnetworks are shown in Fig. 3. A subnetwork may

tr;an tthat ?f structLIJre I Lotmoc::fy thetLoutlng_tpath IPtadd;.e%%nSiSt of only one node and there may be multiple connections
S ruhc urzd, we f(.)r:g :Iee %? ange fehp05| lon o b € tf:“s‘tween two nodes. The numbers in parenthesis are the local
In the address field. No modification of the mapping betweqhy,q s of the output ports for address construction purpose. The
the hit position and the output ports in the intermediate nOdﬁBdes atlevels 2 and 3 are labeled as shown in Fig. 2. The labels

is required. In structure Il, the same address is used ev L4 for a levek node and its levels(— 1) subnetwork content

if the routing paths are changed. We have to change thei Lhosen to be the same for convenience.

position to output port mapping in the intermediate nodes. Packet routing in a hierarchical network is designed to

An overlay network may be required to update the routqie carried out hierarchically starting from the highest level
paths. Thus address structure 1l should be used in NetWOL, o york The hierarchical address of a level-1 node in

in which modifications of routing paths are rare. an, M -level hierarchical network containd/ subaddresses.

The proposed address structures can in principle be appligd. " . " < \haddress contains the routing instruction in the

to wavelength-division-multiplexed networks if optically COMay el subnetwork, or equivalently the level-¢ 1) node,

tcr;rl:ii g)?/sei:je(:r%?tgzg\fliigzzi;:ei\t/iltla?\?vlc?r.kEaCh t\\//vvi\:ilsenq which the destination level-1 node belongs. Using address
' ' _structure |, we associate each lewebutput port in the levek

where W is the number of wavelengths, are interconnecteq\oyori to which the destination level-1 node belongs to
through nodes that have partial or full wavelength conversign . . o
. : ) unique bit in the levek subaddress.
capabilities. The number of nodes and links in effect increase_. . .
) . Since a level node is made up of level-1 nodes, the input

W folds. The addresses are therefdtBW bits andNW bits

. . ort and the output port that a packet enters and leaves arlevel-
long for address structure | and I, respectively. This further

constrains the network size for address structure I. Thus addr&gge in general do not belong to the same level-1 node. It is

es, dashed lines, and thick solid lines, respectively. Fig. 2
ws six level-1 subnetworks, three level-2 subnetworks, and

éje connections atlevels 1, 2, and 3 are represented by thin solid
f
e level-3 subnetwork. The topology of every level-1 subnet-

. . ; refore n r r h ket from the level-1 n
structure | is not suitable for wavelength division multiplexe erefore necessary to route the packet from the leve ode

; : F‘t the packet enters the lewelnode to the level-1 node that
networks unless the number of wavelengths is small or Opt"iﬁe acket leaves the levelnode. To do so. we use address
processing technology improves. P ' '

structure Il to associate a set of paths from every level-1 node
that made up the level-node to each of the level-output port
with the bits chosen earlier to represent these lavelitput

Hierarchical addressing can be used in the proposed s@érts in the level subaddress. Each set of paths satisfies Con-
routing scheme in order to shorten the length of address strdition 1. In other words, the address bits in the address subfield
ture I. Since not all the output ports can be uniquely representafth level«. node now also serve as the “internal” address of the
by a bit in a hierarchical address, some bits in the address mlestl-» output ports. When these bits are setta packet placed

IIl. HIERARCHICAL ADDRESSES
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at any level-1 nodes inside the lewelrode will be forwarded : ‘ P P
. 3) €))
to the corresponding level-output ports. A levek output port
may have multiple addresses similar to the multiple addresse
of a node as discussed in Section Il. The address field corre
sponding to the destination levelnode is set to zero. Only one
bit in each of the rest of the address fields is set, timdicating
the leveln output port that will be used for that node.

The routing of a packet is carried out as follows. When a_(LevelT% \(T_;{,'e,/z)/
level-1 node receives a packet, it first checks the lédesub- B B
address in the address. Specifically, the node checks the addrt TN TN ) ___(@ T
field of the leveld/ node to which the node belongs. If the field Ila > < IlIa 11-.@( 1IIb )
is nonzero, the packet does not belong to the |édehode that ~__ '
contains the level-1 node. The node then forwards the packet .. (Level 2) (Level 2)

one of its output ports according to the position of fhieit in  _ . -

this field. If thg adpdress field is zgero, theppacket is intended for > Topolagles of levels 2 and 3 subnetwarks in Fig. 2.

the leveld\I node to which the level-1 node belongs. The node

then checks the |eveM _ 1) subaddress and routes the packé{f hierarchical levelsM chosen and the pal’titions of the

accordingly. A node retrieves a packet if the corresponding depdes into subnetworks at each level. To estimate the optimum

dress fields at all th&/ subaddresses are zero. reduction factor that can be achieved for a network/afiodes,
As an illustration, we use the three level network shown iy @ssume that every levelnode contains the same number

Fig. 2 as an example. The hierarchical address of the node<f level-(w — 1) nodes, where = 2,..., M. We have

in the network consists of three parts arranged[lagel-3 N =M

subaddress][level-2 subaddress][level-1 subaddressfach -

subaddress contains the routing instructions at each level of Ly <XMDpyax 1)

the network. The subaddress at each level is constructed iE I is the lenath of the hi hical add A, |
the same way as described in Section Il using the topologi ereLy 1S the length ol the hierarchical address ax IS
maximum node output degree of all thelevels of subnet-

h in Figs. 1and 3. F le, ider the level- L ; X
shown In Fgs. - an or examp'e, we consider Ihe leve grks.The bound foE g is minimized if the number of hierar-

subaddress. From Fig. 3, it consists of three address fie .
corresponding to the three level-3 nodes[@®de 1)_(node }(gjmcal levelsM = InN.In this casely < eDumax In IV, where

I1)_(node 1] e is the natural number. Therefore, hierarchical addresses can be
n Fig. 3 We; assume that there is only one set of paths 0§ed to extend the limit on the length of the address structure |
each level-3 output port, the address fields for level-3 nodesbe a fgctor of at leaSNl.)/eDmi‘X N
While the use of hierarchical addresses can shorten the

II, and lll contain 4, 3, and 3 bits, respectively. An example of

a level-3 subaddress [8000_100_01Q]which indicates that address length of address structure |, network management
R bgcomes more complicated. To modify the routing paths, the

the destination level-1 node belongs to node I. From node llI, dress as well as some of the mappinas between the address
packet will be sent to node | through output port (2). From noge pping

I, the packet will be sent to node Il through output port (1) fts apd the nodes will have to be change(_j._ Since every fevel-
. node is composed of level-1 nodes, addition or removal of a
and then to node | via output port (2) of node III.

The subaddresses at level-2 and level-1 are constructed s||]|r”}1k or a node may affect all tha/ levels of subaddresses.

ilarly. The length of the subaddresses at the same level varies
depending on the number of nodes in that subnetwork. From
Fig. 3, the level-2 subaddresses of subnetworks I, Il, and Il haveln recent years, there have been much research on ultrafast,
10, 0, and 4 bits, respectively. nonlinear, all-optical packet switching devices. The devices

Finally, an example of a valid nodal address in the nethat are studied the most are based on ultrafast nonlinear in-
work is [0000_100_010][010_00_010][01_01_001_010, 00ferferometers (UNI) such as the Mach—Zehnder interferometer
which is an address of node 5 at subnetwork Ib. Addreasd the Sagnac interferometer. Early work concentrated on
5a in Table Il is used as the level-1 subaddress. The levetk2 exploitation of the optical Kerr effect as the switching
subaddress contains the routing instruction at subnetworkdnlinearity [42]-[46]. However, fiber-based switches are
because the destination node belongs to node | as indicabetky and not easily integrated. More recently, compact and
in the level-3 subaddress. Another example of a valid addrésgegrated devices operating on the same principle using the
is [1000_000_001][_]J[01_10_000_010_1af is the address nonlinear gain saturation of semiconductor optical amplifiers
of node 3 at subnetwork lla. The level-2 subaddress is emf§OAs) have been demonstrated [47], [48]. Bitwise logic
because subnetwork lla contains only one node. We note tkath asor, AND, INVERT, and NOR have been shown. The
without using hierarchical structure, the addresses of the netr operation is particularly important for network functions
work are 96 bits and 30 bits long using address structures | @andluding address and header recognition, data encoding, and
I, respectively. The length of the two hierarchical addressesicryption. All optical XOR has been demonstrated at 100 Gb/s
above are 30 and 22 bits.The amount of reduction in addressng nonlinear fiber loop mirrors [49], and at 20 Gb/s using
length using hierarchical addresses depends on the the nun@@A-based UNIs [24].

IV. | MPLEMENTATION



YUAN et al: NOVEL SELF-ROUTING ADDRESS SCHEME 335

All-optical packet routing is difficult to realize. One all-op- 1S, 0,—> Output 1
tical device capable of performing all-optical packet routing ¢ o,
well as header processing is the TOAD, which is an SOA-bas 5 > Output 2
UNI [12]. A TOAD composes of a nonlinear optical fiber loop I S, O:

mirror which uses an SOA as the nonlinear element. The |
cation of the SOA is offseted bk from the midpoint of the
loop. A TOAD functions as a bitwise header processay:if = :
T¢/2, wherec is the speed of light in the fiber and is the 0,)— Output k-1
bit interval. The TOAD can also function as an all-optically ! St
controlled packet router iNz = Tc¢/2 instead, wherd is
the packet length. A k 2 all-optical packet-routing node using I S,
single bit processing and an address header of the type proposea
in this paper has been demonstrated in [14]. TheZlnode is Fig. 4. A 1xk all-optical node. TheS;s are 1x 2 all-optical packeting
constructed from two TOADs. The address consists of a singpating nodes demonstration in [14]. One of the two output ports of éach
bit only. One TOAD acts as an all-optical routing controller th&1: " this case is blocked. The ellipse is a 1/bgoupler.
output of which sets the state of the second TOAD which serves
as an all-optical packet router. Depending on the value of tBgucted from discrete components can have loop lengths of less
address bit, the packet is routed to one of the two output pofigin 1 m giving a delay of less than 5 ns. This delay is much
of the switch. The bit-rate is 250 Gb/s and the bit-error-rate p@énger than the recovery time of the SOA. Thus the switching
formance of the switch is better than D The packet length window, hence the packet length, must be lengthened substan-
is limited by the recovery time of the SOA which is typicallytially in order for this technology to be practical. The total pro-
0.4 ns. Beyond the recovery time of the SOA, the switchingessing time of future all-optical packet-switching nodes should
window of the TOAD decays exponentially [50]. Reference [16}e only a small fraction of the packet length.
discussed different ways to achieve a flat and uniform switching
window.

Fig. 4 shows the schematic of &% node implementing ad-
dress structure | using thex12 switches §;s) demonstrated in  Reliability deals with the robustness of the routing scheme
[14]. An incoming packet is splitted into all tHeoutput ports. in the event of link and/or node failures, while scalability is
Thesth output port of the X k£ node is controlled by;. In each concerned with the increase in the complexity of the scheme
S;, one output port is blocked while the other allows a packet tehen the network size increases. The proposed scheme uses
pass. The first TOAD in each; is synchronized with théh bit  fixed routing and inherits the disadvantages of fixed routing al-
of the address subfield corresponding to the node using a tunaigieithms. However, unlike traditional self-routing schemes, the
delay line [51]. The recovered clock pulse in the first TOAD o&ddress of a node need not be unique. Multiple addresses of a
eachsS; is used as the control pulse to the first TOAD. E&glis  node can be defined to encode multiple paths between nodes.
set such that a packet is coupled to the port that allows a packet example, one can define two addresses of a node such that
to pass if the associated address bit is 1. Otherwise the padket two paths encoded are disjoint. Then if one of the paths
is sent to the port that blocks. Eaéh can be set to process afails, the source node can switch to a different path by using
different address bit by adjusting its tunable delay line. the other address. Address selection can also be based on con-

Implementation of address structure Il is more complex @estion information, link utilization, and the required quality of
multiple bits in the address are associated with the same outpettvice. This simplifies traffic engineering and reduces service
port. One possibility is to first optically demultiplex a copy ofinterruption.
the address header into individual bits. The bits associated witHf multiple nodes and links fail, such that none of the paths en-
the same output port are synchronized and combined using taaded in all the addresses of a destination node is available to a
able delay lines. The combined signal is then input as the addresarce node, the addresses of the destination node can be recom-
bit for the first TOAD in the correspondingj;. Changing the as- puted to contain new routing information. Recomputation of the
sociation between the address bits and the output ports caralldresses of a node requires global knowledge of the network
done by changing the delays. The demultiplexing of the addreteucture. This can be done either centrally or at each node. The
into individual bits however severely limits the address lengthew addresses will then be broadcasted to all nodes to update
hence, the number of nodes in the network. their address tables. Note that only the addresses of the nodes

In address structure |, the processing delay in a node incluabich use the failed nodes and links need to be modified because
the time the HPU takes to reach the node’s address subfield émelrouting information encoded in each address is independent.
the processing time of the address. Depending on the positidiee network recovery time depends on the time to compute a
of the node’s address field in the header, the HPU may havertew address, the propagation delay for the address broadcast,
wait as long as the header duration before it reaches the tamyed the update of the address tables. Since an address of a node
header bits. In address structure Il, the maximum delay occeen be constructed even if only one path to the node exists, the
if a node checks the whole address bit-by-bit sequentially untdcovery time depends mainly on the propagation delay.
it reaches a none-zero bit. The processing time of the TOADIn general, adding a node or a link will require address up-
depends on the length of the loop mirror. Compact TOADs codate and system reconfiguration which will disrupt services. To

0,)—> Output k

V. RELIABILITY AND SCALABILITY
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minimize the disruptions, additional bits can be reserved in the TABLE V

header for assignment to new nodes or links. The extra unaste SELF-ROUTING Nﬁgg?ﬁgg?&ﬁf E‘ERATDHDE‘:EESTORK INFIG. 1. BacH
signed bits will not affect the routing scheme. An advantage °

of this approach is that the existing addresses are still valid for Field: 1 2 3 4
routing packets when the new addresses with these extra bits

ot

. . . . Address

assigned are sent to each node. Hence, there is no disruption in - - - - -
service when nodes or links are added. When nodes or links are 1b: 00 10 100 100 01
removed from the network, new addresses will be sent to all the 2 10 00 100 100 01
nodes. After the traffic stops using the nodes and links in ques- 3. 01 10 000 010 10
tion, these nodes and links can be safely taken down without ’
affecting service. 4: 10 01 010 000 01

The use of reserved bits, however, lengthens the addresses 5b: 01 01 001 001 00

and hence the header processing time. The tradeoff depends on
the difficulties in system reconfiguration, i.e., the re-assignment

of address bits to the output ports. TABLE VI
THE COMPRESSEDSELF-ROUTING NODE ADDRESSES FOR THE

NETWORK IN FIG. 1

VI. ADDRESSCOMPRESSION

For the address structure I, the bits in different positions of the Address

header often have identical values in all the addresses defined. In 1h: 001 0 1 0 0 0
these situations, we can reduce the number of header bits with a
slight modification of the self-routing scheme and no increase in
hardware complexity. If we allow one of these identical bits to be 3 01100001
shared by the other nodes, we can then eliminate the redundant 4: 10 0 1 0 1 0 0
bits and shorten the length of the address. In order for the self- 5hye 010100 1 0
routing to work correctly, we have to change the assignment of - - -
address bits to the output ports for the affected nodes.

As an illustration, we again consider the network in Fig. Jappear that the sixth bit can be replaced by the second bit. But
For simplicity, we assume that each node has a unique addrgigge the second bit is processed before the fifth bit in the ad-
as shown in Table V. We note that column 5 and column 8ress, the routing instructions encoded in compressed addresses
columns 7 and 10, and columns 9 and 11 are identical. We asfmodes 1 and 2 will be altered from that in the uncompressed
then shorten the address field from 12 bits to 9 bits by elimpnes.
nating the eighth, tenth, and eleventh bits. In the above example, we achieve 33% reduction of the

Besides identical bits, we can also eliminate one of the twgidress length by sharing bits among different nodes. The
bits if the two bits complement each other in all addresses pfgercentage of reduction is expected to decrease if multiple
vided that an optical inverter is implemented. From Table Yddresses are used. For example, there is no identical column
columns 2 and 12 are complements of each other, so the lenfgihthe seven addresses shown in Table II. Columns 2 and 12 are
of the address can be reduced from 9 to 8 bits by eliminating tsgll complementary to each other. The address can be reduced
twelfth bit. from 12 to 11 bits, an 8% reduction in length only. Fig. 5 shows

The resulting addresses are given in Table VI. In the corthe average address lengthsusing address structure | as a
pressed address format, the bit positions corresponding to fbection of the number of nodes and connection probabilities.
output ports of nodes 1 to 5 in ascending order of the outpiile use a pure random model to generate the different network
ports in each node are (1,2), (3,4), (5,6,7), (5,8,7), an@)(®- topologies [52]. The connection probability between any two
spectively, where is the complement of the bit at the secondhodes is a constapt The labels on the curves in Fig. 5 denote
bit. different connection probabilities. The nodes are connected

Further compression of the address may be possible. We abing the shortest paths. Each node has a single address. One
serve that in the proposed routing scheme, a node routes artlmusand random network topologies are generated for each
coming packet to the output port specified in the address wheglitoice of N andp. We observe that the average address length
detects dl at the appropriate bit position. If the node processdsgrows withN2 andp. Fig. 6 shows the average address length
its header bits sequentially, the values of the bits afterltime reduction factorR as a function of the number of nodéé.
an address field is irrelevant. One may therefore increase theerage reduction factoR is defined as the average length of
number of identical and complement address bits by changiogginal addresses divided by the average length of compressed
some of these bits from zeroes to ones. However, one must addresses. For address compression, we only remove a bit
sure that in the compressed address, these bits are still procesgszh either two bits are identical or complementary to each
after the bits withl in the address field. Otherwise, the routingther in all addresses. No bit value is changed ffbto 1.
instructions encoded in the addresses may be altered. For ex-or a given connection probability and number of nodes, the
ample, by changing the first two bits in column 6 of Table \éxpected node-output degrde= (N — 1)p is the average
into 1, columns 2 and 6 are complementary to each other. It maymber of output links connected to a node. In Fig. 6, we only
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length increases [3(d + p). Only one of these new bits will be
filled with a 1, the others will be filled withO's. The chance

of having identical and complementary bits in the addresses
therefore increases witlv. Consequently, the average reduc-
tion factorR also increases with the number of nodes. Similarly,
R increases with the connection probabilities for the same
From Fig. 6, the average address length is reduced by almost
80% using the simple compression techniquegfes 0.5 and

N = 100.

We note that the address-compression technigques can be
applied to each part of the hierarchical address scheme. Fi-
nally, while compression can substantially shorten the address
length, modification of routing to a node may cause address
reconstruction of a large number of nodes because now a
bit may be associated with a number of nodes. Furthermore,
packets are more susceptible to loss caused by bit errors in
the headers after address compression.

Fig. 5. Average uncompressed address length versus the number of¥Yiodes

One thousand randomly generated network topologies are used to obtain each

data point. The connection probabilitipbetween any two nodes are constant
p = 0.05,0.1,0.2,0.3, 0.4, and 0.5.

average reduction ratio R

10 20 30 40 50 60 70 80 90 100
number of nodes N

Fig. 6. Average address length-reduction fadtarersus the number of nodes

: VII. CONCLUSION
In this paper, we propose a self-routing address scheme for
all optical packet-switched networks. Despite its simplicity, the
proposed scheme has a number of advantages. It can be imple-
mented in arbitrary network topologies. There is no restriction
on the choices of routing protocols. The paths between any two
nodes can be chosen arbitrarily. Multiple paths between nodes
are permitted by assigning multiple addresses to the nodes. The
multiple addresses of a node can be used in alternate routing
schemes in case of network failure or network congestion. One
can reduce the chance of networkwide address reconfiguration
for node and link addition by the use of extra unassigned ad-
dress bits. We have demonstrated that the proposed scheme can
be adapted to a hierarchical address structure for use in hierar-
chical networks or to shorten the addresses. We also showed that
the address length can be shortened without increase in com-
plexity of the scheme by sharing bits among different nodes
of the network. Finally, because of its simplicity, the proposed
scheme requires only single-bit optical processing. The length
of the address, however, will limit the proposed self-routing ad-
dress scheme to small-sized and medium-sized networks in the

N. The conditions and notations of the curves are the same as that of Fig. Snear future.

include the results fod > 3. Whend < 3, the network con-
sists mainly of regular topologies such as buses, rings, and st
Recall that the average node output degree of current backb
networks is about 3, giving a connection probability of about 0
[40], [41]. We observe that the average reduction fadtdor

p = 0.05, 0.1,..., 0.4 initially decreases wheW increases
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