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A complex-valued head-related transfer functiGhRTF) can be represented as a real-valued
head-related impulse respor$tRIR). The interaural time and level cues of HRIRs are extracted to
derive the binaural model and also to normalize each measured HRIR. Using the Karhunen—Loeve
expansion, normalized HRIRs are modeled as a weighted combination of a set of basis functions in
a low-dimensional subspace. The basis functions and the space samples of the weights are obtained
from the measured HRIR. A simple linear interpolation algorithm is employed to obtain the
modeled binaural HRIRs. The modeled HRIRs are nearly identical to the measured HRIRs from an
anesthetized live cat. Typical mean-square errors and cross-correlation coefficients between the
1816 measured and modeled HRIRs are 1% and 0.99, respectively. The real-valued operations and
linear interpolating in the model are very effective for speeding up the model computation in
real-time implementation. This approach has made it possible to simulate real free-field signals at
the two eardrums of a cat via earphones and to study the neuronal responses to such a virtual
acoustic spacéVAR). © 1997 Acoustical Society of Amerid&0001-4967)02410-7

PACS numbers: 43.64.Bt, 43.66.Ba, 43.64.Ha, 43.66RIpF]

INTRODUCTION 1992. They sought a mathematical model or equation that
represents the HRTF as a function of frequency and direc-
Sound arriving at listener’'s eardrums in a free-fieldtion, such that the models could provide explicit mathemati-
sound signal varies with source directid®haw, 1974; cal relationship between the HRTF and source location. One
Blauert, 1983. A direction-dependent transformation is re- direction of research, for example, was based on Batteau’s
ferred to as a head-related transfer functigtRTF) to ac-  pinna-simulating model that saw the HRTF as being synthe-
knowledge the primary acoustical importance of head andized by a delay-and-add system with one direct path and
pinnas. Each HRTF pair obtained in the two ears containsvo delayed paths. Functional approaches would reduce the
interaural cues in time and level, and spectral cues. The spestorage requirement and represent the HRTF at an arbitrary
tral cues of the HRTF are characterized by peaks andirection. However, attempts to describe the HRTF in a
notches, some of which vary systematically with changes irsimple mathematical equation have been of only limited suc-
sound source direction. New approaches based on theess. Also, to maintain model accuracy it would be necessary
HRTFs have enabled researchers to synthesize directions determine the delay time and the attenuation for the de-
stimuli for headphone presentation using measured HRTHayed path. Application of the functional model is thus lim-
(Wightman and Kistler, 1989; Chast al, 1993; Brugge ited to representation of external ear characteristics over
et al, 1992; Wenzel, 1992 In these approaches, the stimu- whole auditory space.
lus waveforms appropriate for the right and left eardrums  Low-dimensional and orthogonal representations for sets
were computed using the pair of HRTFs corresponding to &f HRTFs have been generated by using the Karhunen-—
sound-source direction and then delivered though compen:-oeve expansion of HRTFs, and employing an essentially
sated headphones. In a physiological study, we need moidentical mathematical operation, Kistler and Wightman
sophisticated stimuli for earphone presentation to understand 992 established a model based on principal components
how the neural system might use directional cues. Thosanalysis and minimum-phase reconstruction. They applied
allow complete and independent control of localization cuesprincipal components analysSiBCA) to the logarithms of the
in synthesizing virtual auditory signals, that would be diffi- HRTF magnitudes after the removal of direction-
cult to obtain with free-field stimuli, and present virtual au- independent and subject-dependent spectral features. From
ditory space to the subject with continuous spatial resolutionthe PCA representation, HRTFs for each direction were re-
Functional representations of the HRTFs were proposedonstructed using phase estimates based on the minimum
by several authoréBatteau, 1967; Genuit, 1986; Chenal,  phase characteristic corresponding to each magnitude func-
tion. These studies are available only for the measured direc-
dCurrent address: Department of Radio Engineering, Southeast Universit}!on,s' More recently, a spatial feature extraction and regular-
Nanjing 210018, People’s Republic of China. Ization model for the HRTFs was propos¢ghen et al,
DElectronic mail: fhychan@eee.hku.hk 1995. In this model the HRTFs were expressed as weighted
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combinations of a set of complex valued eigentransfer funcear level was defined as180° azimuth. Direction on the
tions. The sample weights are determined by projecting alnedian plane spanned the range 0B0° elevation. The
measured HRTFs onto the eigentransfer functions. A funcfree-field loudspeaker was moved in the spherical coordinate
tional representation for weights is obtained by applying asystem. The loudspeaker signal was a digitally generated
thin plate generalized spline smoothing model to regularize o5 rectangular pulse. The output of the preamplifier of
the sample weights. This approach maintains the phase of thfe microphone, whether in the free-field or from the ear

spectral components apd model accuracy at a whole upp bnal, was sampled by a 12-bit A/D converter at a rate of 160
3/4 sphere but deals with large amounts of complex value Hz. Sampling was for a duration of 6.4 ms with a total of

computation in matrix-vector products and two-dimensional . . ) .
sglinpesa ° ector products and two-dimensio 1024 sampling points. Two recordingieft and right ears
, pvere made for each position at which the loudspeaker was

Both the PCA model and the spatial feature extractio - .
and regularization model have focused on the frequenciPcated. In this study, the data on a 9° grid are used to de-

components. The time domain and frequency domain behaelop the model and the whole set of data on a 4.5° grid is
iors are related through the Fourier transform and are equivalsed for comparisons with the model.
lent in their carrying of directional information. In the time A pata preprocessing
domain, we can describe the HRTF as head-related impulse
response$HRIR). The HRIR, unlike HRTF, is a real-valued The free-field recording and eardrum recordings were
time series. The HRIR model need only deal with real valueccontaminated by random noise, echoes, and dc levels that
computation. Using the HRIR model the actual phase inforwere produced by microphone, reflecting objects, and ampli-
mation is maintained instead of having to make minimumfier, respectively. Data preprocessing eliminates these effects
phase approximations, and the extensive computation withs far as possible. Figurdd—(f) is a depiction of the data
complex-valued eigenfunctions is also avoided. The eardrurpreprocessing employed to eliminate the unwanted compo-
stimuli can be obtained by directly convolving the HRIR nents of raw recordings. Careful examination of the eardrum
with the free-field signals in the time domain. recording[Fig. 1(a)] and free-field recordingFig. 1(b)] re-

In this paper, a binaural HRIR model for the implemen-,,g5|5 that random noise is dominant in the low.5 kHz)
tation of virtual acoustic space is developed. In this modehnd high (30 kHz) frequency regions where the speaker

the interaural time and level cues are extracted from the mea < low responses and these recordings contain one or two

sured HRIRs of a cat. The HRIRs are normalized by reMOVy, 0 components following the primary response peak
ing the time differences and level differences. Karhunen— P 9 P y P peax.

Loeve expansion is used to represent the normalized HR”?{hese unyvanted compo.nents can cause very large variances
in a low-dimensional space. The normalized HRIRs, whichn the estimated HRTEFig. 1(e)]. S

contain the spectral cues, are expressed as weighted combi- A Hamming window and linear phase finite-impulse-
nations of a set of basis functions. The basis functions artesponseFIR) filter were chosen to preprocess these record-
real-valued eigenvectors that are derived from a covarianc®g signals[Fig. 1(c) and (d)]. The distance between the
matrix of the measured HRIRs. The weights, applied to eaciprimary response peak and the first echo is about 2.5 ms. So,
basis function and termed real spatial characteristic functionge selected the window width as 450 sample points, corre-
(RSCF3, define the relative contribution of each basis func-sponding to a width of about 2.8 ms. The window center is
tion to the HRIR and are real-valued functions of the spatialocated at the primary response peaks of the recordings. A
location. At an arbitrary spatial location, the estimates of th@inear phase FIR filter was used to eliminate the random
RSCFs, as well as the estimates of the interaural time anfgjse in free-field recording and eardrum recordings. The
level cues can be obtained by interpolating the RSCFs angjier is a bandpass filter with 0.5-dB ripple for 1—30-kHz

the interaural time and level cues at measurement locationﬁassband and 65-dB attenuation for 40—80-kHz stop band

The modeled binaural HRIRs are reconstructed from theS"Ia'he additional delay of the filter output is a constant with no

estimates. The modeled binaural HRIRs are used to Synthe'hase distortion in the passband. After filtering, the signal

size stimuli that, when presented over earphones, simulaf®

free-field sound signals transmitted to the eardrums of a caWas_ downsampled by a factor Of(,ﬂ) 80 kH2), thereby re-
The work described in this article represents our attemptdtcing the number of sampled points to 512.

through the development of a simple binaural model, to  Differences in propagation path lengths between sound

simulate realistic stimuli. source and eardrum lead to different delays in eardrum re-
cordings. Onset times of each recording were detected. De-
|. MODELING METHODS tails of detecting method were described by Chetral.

The data employed in the evaluation of the model Were(19959. Each eardrum recording was then shifted backward

derived from a detailed set of direction-dependent recordinggr forward.to a °°_mm°” .tlme Or'.g'n' Int(-araur-a-l ter\e differ-
made near the eardrum of an anesthetized cat by Musicafhce(ITD) is a major cue influencing the identification of the

an experimental chamber with the head oriented. The frontdhe onset time of ipsilateral recording from the onset time of
direction at ear level was defined as 0° azimuth and 0° elcontralateral recording at each direction. The ITDs were used

evation. The left and right sides at ear level were defined ags a delay parameter for every reconstructed HRIR in a bin-
—90° and+90° azimuth, respectively. The back direction at aural model.
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with the least-squares FIR filter estimation under different

a) o) signal-to-noise ratiof'SNR) conditions. The conclusion is
P 05 that the least-squares FIR filter method is much better than
2 ofdian 0 ]\ﬂ A the empirical method when the SNR of an eardrum recording
z o V \ is less than 40 dB. The SNR of an eardrum recording is
-0. 05 |

difficult to define precisely because the level gain varies with
azimuth and elevation. The maximum level gain difference
over the sphere is about 25 dB. Some of the recordings have
small peak values, that is only 30 dB above quantization
o) d) noise of a 12-bit A/D converter. The level is generally low,
05 furthermore, in the high-frequency regidgabove 15 kHy
where spectral notches occur in the eardrum recordings. For
I example, the noise peak is approximately 20 dB above the
05 deepest notch at some directions. The improvement obtained
with the least-squares FIR filter estimation is evident in this
2 4 6 o 2 4 6 project.

Time (ms) Time (ms) Previous investigatorgHiranaka and Yamasaki, 1983
have reported that a 2-ms interval of time gating was enough
@ to observe the human HRIR. The cat HRIRs have shorter
AN duration because the cat external ear is smaller than the hu-
man’s. Noting that the maximum cat ITD is about 0.26 ms,
the duration of HRIR was selected longer than 2 ms. For the
. o/ HRIR, the lengthN equals to the product of the duration
(2x 102 s) and the sampling rate (81L.0° Hz) and is cor-

; responding exactly to the number of coefficients in the least-
squares FIR filteth(n) which is used to estimate the un-
/\ ® known HRIR system. The output of the FIR filtey(n)
=h(n)*u(n), where the asterisk denotes the convolution, is
expected to be an approximation yffn). When the sum of
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x10 is minimized, the FIR filter coefficient(n), n=0,1,...N

—1, represent the best estimate of HRIR. This result is
FIG. 1. Comparison between the HRTFs using the raw data in free(§ield  termed as least-squares FIR filtétakin, 1986.
and eardrum(b) and preprocessed date) and (d). Panel(e) is HRTF Due to the “head-shadow effect”, each HRIR has dif-
relative to(a) and(b); Panel(f) is HRTF relative tac) and(d). Loudspeaker ferent energy which equa|s to the sum-squarén(of). We
location was at 18° azimuth and 18° elevation. . .
define the square root of the energy as the level gain of the
HRIR. All HRIRs used in our model were normalized by its
B. Estimation and normalization of the HRIR level gain. The normalized HRIRs, having the same energy
The HRIR, in most of the HRIR literature, is simply and onset time, would have different spectral characteristics.

determined from the inverse Fourier transform of HRTF. The;rF?Se ?;g?;l'f;??ep;?cdegg:gﬁczﬁ_c[;?a.zeat:;hveé:”%r;c.oers COfeHR'
estimation of HRIR based on the fast Fourier transform. u v : : | u

S influencing the identification of the sound source direction.

(FFT) method is given by The ILD for broadband frequencies is the ratio of the ipsi-
Y(w)+N(w) lateral level gain to the contralateral level gain. The ILD at a

H(w)= T U(e) (1) particular frequency or over a narrow frequency band de-

pends on the ILD for broadband frequencies as well as the
whereY(w) +N(w) andU(w) are the Fourier transforms of binaural HRIRs. The ILD for broadband frequencies was
eardrum recordingy(n)+ z»(n) and free-field recording also used as an amplitude parameter for every reconstructed
u(n), andN(w) is Fourier transform of measurement noise HRIR in a binaural model.
n(n). This method is termed empirical transfer function es-
timation. The estimate error in Eql) is dependent on the ) ) ) )
measurement noisg(n). Least-squares FIR filters could be C: -ow-dimensional representation of normalized
applied to the HRIR estimation proble(@henet al,, 1995; HRIRs and linear interpolation
Wu et al, 1996. The least-squares FIR filters were designed  The low-dimensional representation of log-magnitude
entirely in the time domain based on least-squares error criHRTFs was reported ifKistler and Wightman, 1992 The
terion. Wuet al. (1996 compared the empirical estimation low-dimensional representation of complex valued HRTFs

2213 J. Acoust. Soc. Am., Vol. 102, No. 4, October 1997 Wu et al.: Model based on head-related transfer function 2213



100 : represent 90% of human HRTF magnitude variation while
— the cat’s HRIRs require eight components which account for
90 the same amount of variation in Fig. 2. This is because that
phase information is kept in the HRIRs and the HRIRs for
80 / the cat have a 30-kHz band width. We chose 20 components

in this project, which can represent more than 99.9% of the
70 : - . variation in the normalized HRIRs.
/ We further define theith coefficient subsefw;;, j

% variance

60 =1,..p} as discrete samples of an underlying continuous
/ function (Chenet al,, 1995, termed theth real spatial char-
acteristic functionRSCH. The RSCFs are functions of spa-
tial coordinates (6,¢) and are denoted asv;(0,¢), i

50

40 =1,2,...,20. The normalized HRIR in a continuous space
(6,0) is represented as
% 5 10 15 20 25 30 ~ 20
Number of components h( 0, ¢) = 21 (Ui( 0, ¢)q| + hav- (7)
=
FIG. 2. The percentage of HRIR variation versus the number of compo- . . . . . .
nents. Using the linear space interpolation algorithm, for the arbi-

trary direction (6,¢) over the upper 3/4 sphenglevation

) ) ) i from —36° to 909, we get the estimates of RSCFs
was described in detail by Cheat al. (1995. A brief de-

scription of our procedure for low-dimensional representa- (60— 67)(¢—¢2)

tion of normalized HRIR is given here. i(0,¢)~ A Wi(f1,¢1)

We derived orthonormal basis functions from the nor-
malized HRIRs. Prior to deriving the basis function, the +ww(91 )
space sample average was subtracted from each normalized A no
HRIR to remove the direction-independent component. The _ _

. . (60— 601)(¢— @)
space sample average is defined as t—— wi(60,,¢1)
1 P
== . 0—6 -
TR ® LT} ®

where vectoth; with N elements represents thith normal-
ized HRIR from a set oP eardrum recordings. A time auto-
covariance matrix was then calculated by

whereA=9X9 is an area of the 9° grid6¢,¢1), (61,92),
(02,91), and (65, ¢,) are the four neighboring measurement
locations of(6,¢).

12 .

Rn=p5 JEl (h;=hgy)(h;— hgy) @ eesULTS
which is a real valued matrix. The normalized HRIR on a 9°A. Interaural features
grid, which corresponds tp=541 measured samples, are
used to determine thgy,. The eigenvectors dR;, were cho-
sen as the columns of an orthonormal transformation matri
Q=[qy g, -+ (qu]. For the Karhunen—Loeve expan-
sion, a given normalized HRIR; is represented by

The ITD contour plot is presented in Fig. 3. This figure
was constructed by subtracting the onset time of the right
>((neab ear from that of the leftfar) ear for each sound source
location. The plots, on a 4.5° grid, were determined through
interpolation from the measured samples on a 9° grid. The

N numbers with a plus sigft-) are the time differences in ms.
hj=Qw;+ha= 2 Wi;gi+hay, (5 The maximum time difference, noted by an asteik is
=t located at 108° azimuth, 0° elevation with 0.2625 ms. All
where the weight vectaw; is a set of orthonormal transform contours are clustered around the maximum point. The mini-
coefficients, given by mum contour is located at the median plaagimuth 0° or
w.=QT(h —hy) ©) 1809 and the top of headelevation 90}.
! Pav Figure 4 is an interaural representatigight minus left

A small set of basis vector, that is discrete basis funcin dB) of level gain for broadband frequencies. The plots, on
tion, was then selected to represent the normalized HRIRs ia 4.5° grid, also were determined through interpolation from
a low-dimensional space. The Karhunen—Loeve expansiothe measured samples on a 9° grid. The numbers with a plus
minimizes the mean-square er®SE) for a given number sign(+) are the level differences in dB. The maximum level
of basis vector. Figure 2 shows the percentage of HRIRlifference, noted by an asterigk), is located at 72° azi-
variation increases as a function of the number of compomuth, 9° elevation with 14.69 dB. The area up to 3-dB dec-
nents which are referred to weighted basis vectors. We notegtments is located in 45° to 95° azimuth and.8° to 20°
that the first five componentKistler and Wightman, 1992 elevation. Minima, ranging from 140° to 170° azimuth and
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FIG‘.3' Contour pIo_t of intgraL_JraI time differ_enoﬁérD) obtained by sub- FIG. 5. The mean HRIRnumbered D and the first- through sixth-order
tractmg the onset t|m'e_ of ipsilateral record|_ng from that of contralateralbasis functiongnumbered 16 The left panel depicts amplitudes in time
recording at any specified loudspeaker location. domain and the right panel magnitudes in frequency domain. The positions
of the waveforms and spectra on the ordinate are arbitrary.
9° to 60° elevation, are negative ILDs. Those are most likely
due to the fact that the lengths of two contralateral diffrac-similar to the first-order basis function. This basis function
tion paths around the head are approximately equal in thiseems to represent the second arriving wave produced by
region and the sounds excite more vibration modes on theeflection or diffraction. It is difficult to directly relate spe-
left (far) ear. The values of ILD are near 0 dB at directly cific basis function features to features in the HRIR wave-
overhead and at the interaural axis. form. However, more peaks are observed in the higher-order
basis functions and they perhaps contribute to the details of
high-frequency contents produced by reflection of pinna or
diffraction around head.

The space-sample average of normalized HRIR and six A contour plot of the first-order RSCF of a cat’s left ear
RSCF basis functions are plotted in Fig. 5. They represens depicted in Fig. 6. The RSCF magnitudes have obvious
time characteristics of auditory space described by the medeatures that are related to the geometry of the external ear.
sured HRIRs. Each basis function is characterized by th&he maximum peak is 0.6114, noted by an asterisk, at azi-
number of the peaks and its envelope. Both the space sampieuth —54° and elevation 27° of the ipsilateral side. This is
average and the first-order basis function have broadbanghe opening direction of the cat’s pinna. In general, the val-
gain over the low- and middle-frequency randep to 14  ues in the first-order RSCF increase with small peaks and
kHz) and a peak at 3 kHz. They contribute mostly to the firstnotches as the sound source moved from below to the top of
arriving wave that involves the resonances of the ear canathe head. For a fixed azimuth, the positive maximum RSCF
The second-order basis function, with 48-lag, is very usually occurs in the region between 45° and 90° elevation.

The zero contour in the front ipsilateral side is below the

B. Characteristics of basis functions and RSCFs

£ 5
[=4 [
k=) ©
K] £
g
@ §
w = b
H D
) z
0 20 40 80 . 8’0 ) 100 120 140 160 180 /\
Azimuth in degrees =N o ‘
0 50 100 15
FIG. 4. Contour plot of interaural level differen¢d.D) obtained by sub- Azimuth in degrees
tracting the level gain of contralateral recording from that of ipsilateral
recording at any specified loudspeaker location. FIG. 6. Contour plot of the first-order RSCF.
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FIG. 8. Distributions of MSEa) and cross-correlation coefficientls) for
all 1816 directions, and distributions of MSE) and cross-correlation co-
efficients(d) for 1275 directions which are not used to develop the model.
equator but then moves up in all other regions. Of interest is
that RSCF has positive values in the direct sound regions and )
minus values in the head shadow regions. The head shadd¥plation error. The mean MSE, 1.8%, is small and the mean
also effects the low-elevation region of the ipsilateral side, a§ross-correlation coefficient, 0.991, is high for these loca-
cat's ears are at the top of their head. tions. Those indicate that the interpolation errors are slightly
A contour plot of the second-order RSCF is depicted indreater than approximation errors. In order to compare with
Fig. 7. In contrast with the first-order RSCF, the maximumthe thin-plate spline algorithrtChenet al,, 1995, the aver-
peak of the second-order RSCF positions at azimu#s®  age errors over subregions on the sphere are listed in Table I.
and elevation—4.5° in the lower-elevation region. We also Typical average errors are 1% with the range of 0.2%-2.9%.
observe that both the first-order RSCF and the second-ordégrger average errors are obtained in the frontal ipsilateral
RSCF have large absolute values in the region of elevatioregion near the opening directidat about azimuth-40°
—20°-0° and azimuth 70°-100°. The contralateral diffrac-and elevation 18° for the left earThe result is very similar
tion in the region contains many low and middle frequenciesto thin-plate spline algorithm in error distribution except the
according to the characteristics of related basis functiongear lower elevation area where thin-plate spline algorithm
The complexities of the RSCFs increase and the average abas larger errors. There are two reasons for the error differ-
solute magnitudes decrease as the RSCF order increases.ence in this area. The first is that the preprocessing and least-
squares method improve the quality of estimating the HRIRs
in this project. The second reason is that the normalizing
procedures decrease the variance of HRIRs. Table Il lists the
In order to judge the suitability of the model, a compari- average cross-correlation coefficients for different subre-
son was made between measured and modeled HRIRs for tiggons. The distribution of average cross-correlation coeffi-
left ear of a cat. The HRIRs on a 9° gridt 541 directions  cients is similar to the distribution of average errors. The
were used to determine the model. The MSE and crosddata in these tables show that the error variances are small
correlation coefficient were examined by comparing theenough to maintain the model fidelity. This result suggests
model and measured HRIRs on a 4.5° grid over a total othat the linear interpolating algorithm can adequately fit the
1816 locations. The distributions of MSEs and cross-HRIR at any direction over the upper 3/4 sphere.
correlation coefficients for all 1816 directions are presented
in Fig. 8a) and (b), respectively. The ranges of MSEs and
cross-correlation coefficients for this population are 0.03%-TABLE I. Average error in 32 subareas.
20% and 0.9-0.999, respectively. These indicate that somnte

FIG. 7. Contour plot of the second-order RSCF.

C. Error between the measured and modeled HRIRs

HRIR pairs are not very similar. However, the MSEs for azimuth in Elevation in degrees

62% of 1816 HRIRs are less than 1% and only that for 0.5% degrees -36t00 0to 30 30 to 60 60 to 90
pf 18_16 HRIRs are more than 10%. The mean MSE, 1_.32%,7 180 t0— 135 0.7934 1.0015 0.9482 0.6856
is quite small and the mean cross-correlation coefficient,- 135 to—9g 0.4782 0.8931 0.8424 0.2196
0.993, is very high. HRIR model’s interpolation capabilities —90 to —45 1.5357 1.7152 1.6458 1.2636
are further illustrated in Fig. 8) and (d). In the figures, —45t00 1.2111 2.9081 2.1361 1.4011
MSEs and cross-correlation coefficients are compared at tHat© 4> 1.0788 1.8800 2.2632 0.7944

N . 45 to 90 0.9872 1.0852 1.1176 1.0721
directions not used to develop the model. These locations ar, to 135 0.4519 0.7684 0.8226 11576

at the midpoints of those used to develop the model paramgss g 180 0.7602 1.1165 0.5345 0.8938
eters and thus represent likely locations of maximum inter
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TABLE Il. Average cross-correlation coefficient in 32 subareas. area, we find that the HRIRs have large amplitude variances.
i i — These can be resolved by increasing the space-samples near
Azimuth in Elevation in degrees h ina di . Al d h |
degrees 36100 0 to 30 30 to 60 60 to 90 t e opening irection. Also, we can reduce the space-samples
in the region of fewer errors to decrease the amount of space-

—1801t0-135 0.9960 0.9950 0.9953 0.9966  samples. The space-samples, in fact, are not well-distributed
~1351t0-90 0.9976 0.9955 0.9958 0-9989 i the sphere. There is high sample density in the region of
~90 to—45 0.9923 0.9916 0.9917 09936 I phere. 9 P y 9
~45100 0.9939 09855  0.9893 0.9929 higher elevation. _ N

0 to 45 0.9945 0.9906 0.9886 0.9960 It is potentially important that measuring precision and
45 to 90 0.9951 0.9945 0.9944 0.9947  estimation quality for HRIR affect the model fidelity. Gen-
90 10 135 0.9978 0.9962 0.9959 0.9941  eraly, a broadband test signal is employed to make free-field
135 to 180 0.9962 0.9944 0.9973 0.9955

recordings. Both the spectra of the test signal and transfer
function for the acoustic transducer, however, are not flat
D. The model implementation in the stimulus delivery W'thm the concemned frequency range. This causes low SNR.
system in some frequency ranges where the transducer does not emit
_ _ much energy. To improve the test signal, new test signals,
The general features of our stimulus delivery systemsych as maximum-length sequences or Golay codes, have
have been described elsewhé@han, 1993; Rhode, 1976; peen used in the transfer function measureméBardner
Chenet al, 1994, so only the essential elements to imple- and Martin, 1995; Zhowet al, 1992. In this project, we
ment the model are summarized here. Two parallel compuishow that the least-squares FIR filter can be employed in the
ers were used in this project. Stimuli for a given directionestimation of HRIRs with a high degree of fidelity.
were synthesized in DEC Alpha. The stimuli were synthe-  Although our work in this project is restricted to the cat,
sized by compensating the acoustic channels, computing thge believe that our method could be at least a step toward

modeled binaural HRIRs at a given direction, and convolv-applying the method to virtual acoustic spaAS) imple-

ing the HRIR with the compensated sound source. Thenentation for human beings.

acoustic volume and ear canal shape vary from subject to

subject, and even from time to time for the same subject
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